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Abstract 

 

Theoretical Understanding and Exploitation of Phase Transitions for Thermal Applications 

 

by 

 

Hyungmook Kang 

 

Doctor of Philosophy in Mechanical Engineering 

 

University of California, Berkeley 

 

Professor Chris Dames, Co-Chair 

Dr. Jeffrey J. Urban, Co-Chair 

 

Direct usage of thermal energy, instead of electricity, is intriguing to diminish total energy 

consumption with a benefit of reducing the number of energy conversions by directly utilizing 

such solar power and waste heat. Although various thermally driven systems have been suggested 

to overcome the problem of electricity-dependent systems, materials for the mechanisms limit the 

realization and effective operation of the systems. A more complete theoretical understanding of 

materials for thermal applications can suggest guidance to determine the bottlenecks of current 

materials and then ways to develop new materials. Among many computational methods, 

molecular dynamics (MD) simulations especially provide a molecular insight into structures of 

materials and phononic heat transfer at nanoscale.  

 

In this dissertation, I discuss unconventional phase transition materials for thermal 

applications. Here, I focus on two types of phase transition materials. The lower critical solution 

temperature (LCST) liquid-liquid transition of aqueous ionic liquids is a thermally responsive 

phenomenon with phase separation. The phase separation can be used for forward osmosis 

desalination which directly utilizes a low-grade of thermal energy. By using MD simulations, I 

describe the local molecular environment during the transition and the driving force. The unusual 

trend of osmotic strength of the ionic liquids is explained with a suggested definition of an apparent 

free ion ratio. MD simulations are also used to study the amorphous phases and their phase 

transition of sugar alcohols in nanopores. The nano-encapsulation is proposed to shift the melting 

temperature and here I suggest a methodology to determine the phase transition temperature of 

encapsulated materials. This thesis also uses a theoretical approach to explore the thermal 

conductivity of the nanoconfined composites. Phonon frequency analysis verifies the enhancement 

of heat transfer by the infusion of phase change materials to the frameworks due to additional heat 

pathways between the nanoporous structures. Finally, I propose a practical design for a thermal 

rectifier that can be realized by phase change materials and derive a general theory for the design. 

The general theory indicates the possibility to obtain a high thermal rectification from the design 

and introduces the critical parameters for theoretical maximal performance. 
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Chapter 1 
 

Introduction 
 

Worldwide, energy demand has been increasing due to many factors such as population 

increase, climate change, and improved quality of human life. Although electricity operates as the 

primary energy form due to its convenient transportability, transformability, and storability, one-

third of total energy in the U.S. is used as thermal energy at the residential consumer side [1]. Even 

some portion of electricity generated by conventional thermodynamics cycles is converted back to 

thermal energy. Since electrical energy in nature is not proper to consume directly, it requires 

power plants and/or transferring systems which make the electricity relatively expensive. Beside 

converting thermal energy for use in electricity-dependent systems, thermal energy has also been 

considered for direct use by utilizing such resources as solar power and waste heat. 

 

In every field, computational simulations are utilized to complement and guide 

experiments because simulations can reveal phenomena which lack direct experimental access. 

They can also save cost for research and development by suggesting the promising candidates of 

materials, configurations, and designs. Simulations can sometimes be even more appropriate and 

precise than traditional experiments as we can freely control environmental parameters, such as 

conditions of extremely high and low temperatures or pressures. 

 

Especially in the heat transfer field, the finite element methods with the continuum 

equations are typically used to simulate energy and mass transports in a system. However, the 

recent interests in micro/nanoscale materials to overcome the current barriers of thermal energy 

systems require the fundamental understanding of unforeseen science which cannot be explored 

by the continuum-based approaches. To treat the aspects of various phenomena for particular 

length and time scales, several methods have been developed and widely used at those suitable 

scales, as presented in Fig. 1-1. Especially, molecular dynamics (MD) simulations are effective to 

cover structures of nanoscale and interfacial phenomena of materials. Thanks to the recent rapid 

growth of performance of computing resources, the simulations allow us to predict a phenomenon 

in more detail and more precisely. 
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Figure 1-1. Hierarchy of computational methods at certain length and time scales. Adapted from 
open source [2]. 
 

This dissertation will mainly discuss unconventional phase transition materials for thermal 

applications. The theoretical understanding of the anomalous phases and their transitions can 

suggest the guidance to determine the bottleneck of current materials and then to develop new 

materials. MD simulations are mainly used to study the thermal characteristics of phase transition 

materials and the radical changes at their transitions at the atomistic level. In this introductory 

chapter, I will explain the basic principles of MD simulations and the detailed methodologies for 

thermal and phases analysis. The introduction and motivation for problematic issues associated 

with thermal applications that I am interested in will be introduced separately in each chapter.    

 

1.1 Basic principle of Molecular Dynamics simulation 

Although quantum mechanics described by the Schrodinger equation can consider 

detailed potential generated by the electrons and the energy levels and wavefunction of a molecule, 

a quantum molecular dynamics simulation, which is usually called density functional theory (DFT), 

can only treat the system region of a few hundred atoms in size and picoseconds order in time. The 

Born–Oppenheimer (BO) approximation is the first step to simplify the physics by reducing the 

electronic degrees of freedom for the classical MD simulation. BO approximation assumes the 

motion of atomic nuclei and electrons in a molecule can be treated separately, based on the fact 

that the nuclei are much heavier than the electrons. In MD simulation, atoms are treated as 

spherically symmetric particles which only have the translational motion, and the quantum 

mechanical motion governed by the Schrodinger equation is replaced by Newton's second law of 

classical mechanics, 

Macroscopic Methods
Applied Thermodynamics, Transport
Phenomena, Continuum Mechanics etc.
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 %# = &#
'$(#
')$

= &#*# , (1.1) 

 

where mi is the mass of the i-th atom and fi is the sum of the forces exerted on the atom by the 

other atoms in the system, r is the position vector of the atom, and t is the time. The force vector fi 

is calculated from the interatomic potential energy, U, acting on the atom, 

 

 %#()) = −
./

.(#())
= −∇/. (1.2) 

 

The choice of potential is one of the most important aspects of the practical 

implementation for the MD simulations. A potential, also called a force field, is determined with 

the consideration of the system type (metal, covalent bonded organic, solution), the phenomena of 

interest (flexibility, transferability, polarization), the computational resource, and desired accuracy 

[3]. Table 1-1 summarizes the benchmark results of representative interatomic potentials in MD 

simulations. Thanks to the growing hardware performance, better accuracy and multifunctional 

potentials along with the computational complexity have been developed by following the trend 

of the familiar Moore’s law as shown in Fig. 1-2.  

 

 

 

 

Figure 1-2. Single CPU cost in seconds per-atom per-time step versus year for the representative 

potentials. The line represents a doubling in computational cost every two years [4]. Copyright © 
Materials Research Society 2012 
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Table 1-1. Representative empirical potentials for MD simulations and comparisons. The 

potentials are summarized with typical systems they model and time step size. The CPU cost of 

potentials is normalized by that of Lennard-Jones potential. The last 3 rows are for comparison 

with DFT calculation by VASP. The details for each calculation are described on the LAMMPS 

benchmark webpage [5].  

 

Potential System # Atoms Timestep CPU cost* LJ Ratio 

Granular chute flow 32000 0.0001 tau 2.08e-7 0.26x 

FENE bead/spring polymer melt 32000 0.012 tau 2.86e-7 0.36x 

Lennard-Jones LJ liquid 32000 0.005 tau 8.01e-7 1.0x 
DPD pure solvent 32000 0.04 tau 1.22e-6 1.53x 

EAM bulk Cu 32000 5 fs 1.87e-6 2.34x 

REBO polyethylene 32640 0.5 fs 3.18e-6 3.97x 

Stillinger-Weber bulk Si 32000 1 fs 3.28e-6 4.10x 

Tersoff bulk Si 32000 1 fs 3.74e-6 4.67x 

ADP bulk Ni 32000 5 fs 5.58e-6 6.97x 

EIM crystalline NaCl 32000 0.5 fs 5.60e-6 6.99x 

Peridynamics glass fracture 32000 22.2 ns 7.46e-6 9.31x 

SPC/E liquid water 36000 2 fs 8.77e-6 11.0x 

CHARMM+PPPM solvated protein 32000 2 fs 1.13e-5 14.1x 

MEAM bulk Ni 32000 5 fs 1.32e-5 16.5x 

Gay-Berne ellipsoid mixture 32768 0.002 tau 2.20e-5 27.5x 

BOP bulk CdTe 32000 1 fs 2.51e-5 31.3x 

AIREBO polyethylene 32640 0.5 fs 3.25e-5 40.6x 

ReaxFF/C PETN crystal 32480 0.1 fs 1.09e-4 136x 

COMB crystalline SiO2 32400 0.2 fs 2.00e-4 250x 

eFF H plasma 32000 0.001 fs 2.16e-4 270x 

ReaxFF PETN crystal 16240 0.1 fs 2.84e-4 354x 

VASP/small water 192/512 0.3 fs 26.2 17.7e6x 

VASP/medium CO2 192/1024 0.8 fs 252 170e6x 

VASP/large Xe 432/3456 2.0 fs 1344 908e6x 

* The unit of CPU cost: secs/atom/step 

 

 

The numerical integration of Newton’s equation of motion is another primary aspect of 

MD. The most used algorithm is the velocity Verlet algorithm [6]. Although the form of motion 

equation depends on the boundary condition and any constraints on the system, the basic form at 
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the condition with a constant number of atoms, volume, and energy in the system is described as 

follows. This algorithm is similar to the leapfrog algorithm, however, note that it is not necessary 

to keep track of the velocity at every time step, and the force at the next time step only depends on 

position not velocity at the next time step.   

 

 
(#() + ∆)) = (#()) + 4#())∆) +

1

2!

%#())
&#

∆)$ + 7(∆)%). 

 

(1.3) 

 4#() + ∆)) = 4#()) +
%#()) + %#() + ∆))

2&#
∆)	 + 7(∆)%). (1.4) 

 

The timestep-by-timestep movement of every molecule from an initial state provides the 

macroscopic physical properties of the substance such as temperature, pressure, potential energies, 

etc. through statistical methods. The notion of ensemble (statistical ensemble) is an idealization of 

an assembly of all possible microstates consistent with constraints imposed macroscopically. The 

ergodic hypothesis says that the average of trajectories over a long period of time will reproduce 

the statistical average of all accessible microstates at a given set of conditions.  

 

 The most interesting and representative physical properties are temperature and pressure. 

Temperature is calculated by the microscopic approach by the equipartition energy theorem. The 

theorem explains that each classical degree of freedom of a freely moving particle has an average 

kinetic energy, Ek, of kBT/2 in equilibrium at absolute temperature T where kB denotes Boltzmann's 

constant. Thus, the temperature of a system of N atoms in a 3-dimensional MD simulation is 

calculated as 

 

 ⟨:!⟩ = <=
>#
$

2&#

&

#
? =

3

2
AB'C, (1.5) 

 

where pi is the momentum of particle i. The angular bracket means the ensemble average, however 

as mentioned, it can be replaced by time average based on the ergodic hypothesis. The pressure of 

a simulation system is computed by virial expression from classical mechanics.  

 

 ⟨D⟩E = AB'C + ⟨F⟩, (1.6) 

 

where W is the virial term defined in a 3-dimensional system as 
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1.2 Molecular Dynamics principles for heat transfer and phase analysis 

1.2.1 Thermal conductivity 

Phonons, the quantum mechanical description of vibrational motion, are the primary heat 

carrier in insulators and semiconductors. The MD simulation is one of the best techniques to 

observe the dynamics of lattice vibration. Although being based on classical mechanics with a lack 

of consideration of quantum effects, such as zero-point energy or quantization of phonon energy 

levels, which leads to lower accuracy at low temperature [7], the MD simulation has the further 

advantages of implicitly modeling the anharmonic phonon-phonon interaction to all orders [8]. 

The phonon frequency provides valuable insight into the understanding of thermal transport 

behavior as well as the thermal conductivity prediction. There are two commonly used methods to 

calculate the thermal conductivity: the non-equilibrium molecular dynamics (NEMD) simulation 

and the equilibrium molecular dynamics (EMD) simulation. 

 

The representative method of EMD simulation is the Green-Kubo method. The Green-

Kubo method computes lattice thermal conductivity based on the fluctuation-dissipation theorem 

[9] of heat current, which is based on the linear response theory [10]. The Green–Kubo formula 

for thermal conductivity in a 3-dimensional system is  

 

 B =
1

3B'C$E
I 〈K⃗(0) ∙ K⃗())〉'),

*

+
 (1.8) 

 

where T is the system temperature, V is the system volume, K⃗()) is the heat current, and so 

〈K⃗(0) ∙ K⃗())〉 is the heat current autocorrelation function (HCACF). The heat current is given by  

 

 K⃗()) =
'

')
=(#

&

#
:# , (1.9) 

 

where ri and Ei are the position and total energy of particle i. The HCACF naturally decays to zero, 

however, numerical evaluation needs an adequate integral time length to obtain a converged value 

of thermal conductivity. One of the promising candidates for the integral time is the correlation 

length [11].  
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 The “direct method” of NEMD simulation is based on Fourier's law of heat conduction 

below with an imposed temperature gradient, akin to a typical measurement mechanism in 

experimental methods.  

 

 B = −
K

∇C
, (1.10) 

 

where J and ∇T are the heat flux temperature gradient along the transport direction in the non-

equilibrium steady state, respectively. The key step for this “direct method” is to build up the 

temperature gradient. The most common way imposes the local temperature at two regions by 

thermostats (heat source and sink) [12]. The energy added to the heat source region is extracted at 

the heat sink region, and it is proportional to the transferred heat flux between the two regions. 

Otherwise, a fixed amount of thermal energy is applied to and extracted from two heat baths [13]. 

The occurring temperature gradient between the two regions is used to calculate the thermal 

conductivity. 

  

 As the phonon mean free path is longer than the length scales of MD simulations (Fig. 1-

1), the phonon-boundary scattering would occur at the interface with heat baths. The calculated 

thermal conductivity at NEMD simulations is influenced by the simulation sizes, which is known 

as the Casimir limit [14]. Since it is impossible to simulate a big enough to ignore the size effect, 

repeated simulations with different simulation size are required to extrapolate the thermal 

conductivity results to the infinite size system.  

 

 

1.2.2 Phase analysis 

As the first MD simulation is known as a phase transition study for a hard-sphere system 

by Alder and Wainwright in 1957 [15], MD simulations are naturally suitable to study phases of 

substances and their phase transition. The development of the MD simulation has demonstrated 

the possibility of the basic understanding of phase transition mechanism which is an evident 

example of molecular-scale phenomena on the macroscopic problem by following a bottom-up 

approach [16].  

 

The radial distribution function (RDF), g(r), has been widely used to understand the 

structural features of a system of particles. With a viewpoint of statistical mechanics, the RDF 

describes how number density varies as a function of distance from a reference particle. If ρn= N/V 

is the average number density of the particles in a system, the g(r) is defined as the ratio between 

the local density at a distance r from reference and ρn. Thus, the g(r) for 3 dimensions is expressed 

as  
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where n(r) is the number of particles within a shell of thickness dr.  

 

The qualitative appearance of RDFs provides the information for phase identification as 

shown in Fig. 1-3a. The rapid molecular motion of liquid states compared to the crystalline solid 

shows its lack of long-range order, then further at gas phases. There is a clear long-range order in 

the crystalline solid. Amorphous solids (e.g., ordinary glass) that have no long-range order also 

can be distinguished by the time scale of the motion. Furthermore, the RDF informs quantitative 

information as well such as average bond length and the average number of bonds. The idea of the 

RDF is extended to the spatial distribution function (SDF) as a 3-dimensional density distribution 

with additional parameters of spherical angles, as shown in Fig. 1-3b.  

 

 

 

 

Figure 1-3. (a) Radial distribution functions of solid (T = 50 K), liquid (T = 80 K), and gaseous 

argon (T = 300 K). The radii are given in reduced units of the molecular diameter s. Adapted from 
open source [17]. (b) Spatial distribution functions of the hydration shell water. The deuterium 

atoms and the oxygen atoms are shown in yellow and red color where at over a certain threshold 

times of average density, respectively. Adapted from [18]. Copyright © 2017, American Chemical 
Society.   

 

 

 

 

a b



 

 

9 

1.3 Organization of this dissertation 

This dissertation details molecular insight into the anomalous phases for thermal energy 

materials by using an atomistic computation technique, MD simulations, and suggests a thermal 

device design and its theoretical model, which can utilize the advantages of phase change materials. 

The chapter-by-chapter outline is as follows:  

 

• Chapter 2 describes a molecular insight into the lower critical solution temperature (LCST) 

liquid-liquid transition of aqueous ionic liquids. The thermally responsive phenomenon 

provides a small enthalpy of phase separation from water, which then can be used for 

forward osmosis desalination. I discuss the local molecular environment during the 

transition and the driving force for aggregates upon heating by using MD simulations. To 

understand the unusual trend of osmotic strength of ionic liquid with LCST behavior, I 

also suggest a method to define an apparent free ion ratio which contributes to the osmotic 

pressure. 

 

• Chapter 3 investigates the amorphous phases and their phase transition in nanopores. 

Sugar alcohols, as phase change materials, have been required to reduce their melting 

temperature. By utilizing MD simulations, I study the phase transition of encapsulated 

sugar alcohols on a molecular level and the shift of the melting temperature. The 

theoretical approach explores the thermal conductivity of the nanoconfined composites. 

Phonon frequency analysis provides the effect of the infusion of phase change materials 

to the frameworks and details of heat pathways.  

 

• Chapter 4 suggests a practical design for a thermal device that can be realized by phase 

change materials. A thermal rectifier transmits heat more easily in one direction than in 

the reverse direction. Inspired by the thermal conductivity difference between phases, a 

heterojunction comprised of two phase-change materials shows the possibility to obtain 

a high thermal rectification. I derive a general theory for the heterojunction design with a 

consideration of where the phase changes happen. The general theory indicates the critical 

parameters for optimization. 

 

• Chapter 5 summarizes the results of this dissertation and provides directions for future 

study. 
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Chapter 2 
 

Liquid-Liquid phase transition with lower critical solution 
temperature (LCST) for forward osmosis draw solutes 
 
Content in this chapter is adapted with permission from the following publication: 
 

H. Kang†, D. E. Suich†, J. F. Davies, A. D. Wilson, J. J. Urban, R. Kostecki, “Molecular Insight 

into the Lower Critical Solution Temperature Transition of Aqueous Alkyl Phosphonium Benzene 

Sulfonates”, Communications Chemistry, 2, 51, (2019) 

 

Content in this chapter will be published as the following title: 
 

A. Z. Haddad†, A. K. Menon†, H. Kang, J. J. Urban, R. S. Prasher, R. Kostecki, “Water Desalination 

Using Thermally-Responsive Ionic Liquids Regenerated by Solar Energy”, under review as of Dec. 
2020 

 

 
2.1 Introduction 

Desalination, a process that separates salts and other contaminants from water, can be used 

to treat these non-traditional brines for beneficial reuse to meet the growing demand. While 

desalination technologies for seawater are well-established and highly optimized for potable use, 

non-traditional water sources are far more varied in their salinity and composition, thereby 

requiring new treatment methods beyond reverse osmosis (RO) [19]. For example, produced 

waters, which are a byproduct of oil and gas extraction, represent an under-utilized water resource 

– in the United States alone, nearly one million oil and gas wells generate ~2.4 billion gallons of 

water per day [20]. This water is typically disposed by deep-well injection, but increased regulation 

and economic incentives are pushing industry to explore treatment options that convert produced 

water into a value added commodity, i.e., water for agricultural reuse.  

 

Forward osmosis (FO) is considered to be one of the promising technologies for 

desalination of non-traditional waters and complex brines [21]. Recent literature on FO has shown 

that it exhibits a higher fouling and scaling resistance relative to RO [22,23], making it suitable for 

feeds of variable composition with minimal pre-treatment and membrane maintenance and/or 

replacement [24,25]. However, a FO desalination with traditional draw solutes comprising 

inorganic salts (e.g. sodium chloride) requires a second step to regenerate the draw and produce 
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clean water, which is very energy intensive. For example, sodium chloride can be recovered either 

by supplementing FO with RO that requires more electrical energy than direct treatment (i.e., RO 

without FO) of the same feed [26], or by evaporating water in a thermal or membrane distillation 

process that is constrained by the enthalpy of vaporization of water (~2400 Jg-1) [27,28]. Such 

large energetic inputs for regeneration of traditional inorganic draws often preclude FO as a 

competitive desalination technology.  

 

A novel class of materials that can serve as potential draw solutes are thermo-responsive ionic 

liquids (ILs), pioneered by Ohno and coworkers [29-38]. The subclass of ionic liquids undergoes a 

thermo-responsive liquid-liquid phase transition of either an upper critical solution temperature 

(UCST) or lower critical solution temperature (LCST), as detailed in Fig. 2-1. In liquid-liquid 

mixtures with a LCST transition, a single and miscible phase appears at lower temperatures. 

However, upon heating above a critical temperature Tc, the single-phase liquid-liquid mixture 

separates into two immiscible phases. From a thermodynamic view, this behavior is understood in 

the framework of Eq. (2.1), where ΔGmix is the free energy of mixing, ΔHmix is the enthalpy of 

mixing, and ΔSmix is the entropy of mixing.  

 

 ΔGmix = ΔHmix - TΔSmix. (2.1) 

 

At lower temperatures, strong intermolecular interactions, such as hydrogen bonding, lead 

to a negative enthalpy of mixing and formation of a miscible phase between the two components. 

These intermolecular interactions are often highly directional and come at an entropic cost. Upon 

heating above Tc, the entropic term dominates as intermolecular interactions are broken, and the 

system entropy can increase by phase separation due increased degrees of freedom from the broken 

intermolecular interactions [39,40] or if dispersion forces between two like components (A-A) and 

(B-B) is greater than between unlike components (A-B) [41]. While this type of behavior has been 

observed for many polymer-solvent systems, there are fewer cases of small molecule LCST 

mixtures.  

 

By avoiding the traditional first order phase transition prevalent in thermal regeneration 

mechanisms, the energy required for separation of water from ILs (i.e., enthalpy of de-mixing) is 

approximately 10 Jg-1, which is orders of magnitude lower [42,43]. Furthermore, from an 

enormous library of ionic liquids [44], a few ionic liquid combinations show this phase transition 

with a relatively low transition temperature <50 °C. As a result, these thermo-responsive draw 

solutions can be coupled with a low-grade heat source such as solar-thermal energy or waste heat, 

which in turn significantly reduces the carbon footprint and cost of water treatment [45], as an 

example presented in Fig. 2-2.  
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Figure 2-1. Schematic diagram and visualization of LCST behavior. The subclass of ionic liquids 

undergoes a thermo-responsive liquid-liquid phase transition of either UCST or LCST. A 

water/LCST IL mixture is miscible for all concentration below the critical temperature. The phase 

separation as function of temperature is visualized by a Nile red dye which is only dissolved by IL 

in the mixture. 

 

 

 

 

Figure 2-2. Illustration of the proposed FO desalination system. A contaminated feed stream 

undergoes pre-treatment and enters an FO module in which the higher concentration IL draw solute 

causes water molecules from the feed to diffuse through the membrane owing to the natural 

osmotic gradient. The diluted draw then flows into a thermal separator using low grade heat source 

to cause a rise in temperature. Liquid-liquid phase separation occurs as the temperature increase 

above LCST, with the denser IL-rich phase settling at the bottom while the water-rich phase is on 
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top. The former is recycled as the draw for FO, while the water-rich phase with residual IL content 

undergoes a low pressure nanofiltration polishing step to attain high quality product water. 

 

 

2.2 Molecular interactions for LCST behavior 

2.2.1 Problem statement  

 The argument for the physicochemical conditions necessary for LCST behavior between 

an ionic liquid and water mixtures is the balance between the hydrophilic and hydrophobic 

character of the component positive and negative ions [35]. If both the anion and cation are too 

hydrophobic, aqueous mixtures will be immiscible over the whole temperature range, and 

conversely, if both components are too hydrophilic, aqueous mixtures will remain fully miscible 

independent of temperature. In studying related protonated tertiary amines, our team has found 

that is not the total organic content of the molecular ions that drive this phenomena but the 

proximity of the organic content to the charged center [46]. 

 

 Recent studies have attempted to understand the molecular interactions responsible for the 

IL-water LCST transition. FT-IR spectroscopic probing of tetrabutylphosphonium [P4444] 4-

vinylbenezenesulfonate-water mixtures concluded that the C-H functional groups of the cation 

responded first to a temperature perturbation, followed by the sulfonate group of the anion. The 

mechanism proposed that the cation initiates conformational changes (due to greater hydrophobic 

interaction with water) forming single cation-anion ion pair aggregates due to strong coulombic 

forces [47]. A different IL|H2O LCST mixture obtained by replacing the 4-vinylbenezenesulfonate 

anion with trifluoroacetate ([P4444][CF3COO]), was studied to examine the hydrophilic nature of 

the ions using 1-propanol probing methodology. The results found that [P4444] showed equally 

strong hydrophilic and hydrophobic character, whereas the anion exhibited slightly hydrophobic 

character. The number of water molecules hydrating the cation was 10 times that of the anion and 

this large hydration shell of the cation results in an unfavorable entropy of mixing [48]. Cations 

are known to require greater hydration than anions [49], and the largely neutral polarity (neither 

polar nor non-polar) nature of the [P4444] further explains why to date much of the observed IL|H2O 

LCST mixtures are based on quaternary ammonium and phosphonium cations [50].  

 

Molecular Dynamics (MD) simulations demonstrated that the LCST transition of [P6668] 

and amino acid anions in aqueous solutions occur by temperature dependent changes in 

intermolecular interactions between the anion, cation, and water [51]. Specifically, the anion’s 

functional groups, –NH2 and –COOH, are able to form a hydrogen bond to the carboxylate group 

of another anion. Similar interactions between anions are believed to play a role in the self-

assembly of tertiary amine bicarbonates [46]. With increasing temperature, the anion-water and 
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cation-anion interactions weaken, whereas anion-anion interactions increase, resulting in an LCST 

transition. Furthermore, radial distribution functions showed no clear interaction of –CH3 groups 

of one anion to –COO- of another. Consequently, the proposed conclusions only represent a system 

specific mechanism as it cannot account for the LCST transition of tetralkylphosphonium benzene 

sulfonate derivatives [33] which have no hydrogen bond donor functional groups.  

Currently, there exists disagreement in the literature about the molecular interactions 

responsible for the IL|H2O LCST transition. In this part, I study the changes in LCST aqueous 

mixtures of tetrabutylphosphonium 2,4-dimethylbenzenesulfonate [P4444][DMBS] across 

temperatures ranges in both the fully miscible and phase separated regions to obtain further insight 

in the molecular mechanism of IL|H2O phase separation. The aggregation of ILs is investigated 

experimentally and theoretically by using the dynamic light scattering method and the MD 

simulation, respectively. 

  
 

2.2.2 Experimental observation  

Experiments in this part were conducted by Dr. David E. Suich  
 

Dynamic light scattering (DLS) is used to study the effects of aggregation and changes in 

long range order for LCST mixtures. For each experiment, scattering intensity versus delay time 

was collected, and then analyzed by software to give the distribution versus decay constant 

occurring by diffusion under Brownian motion. The decay constant, Γ, given by Eq. (2.2), is a 

function of the diffusion coefficient, Dt, and the scattering vector, q.  

 

 Γ = −U-V$. (2.2) 

 

The scattering vector is given by Eq. (2.3), where nD is the refractive index of the material, λ is the 

wavelength and θ is the detection angle. 

 

 
V =

4SQ.
W

sin	(
[

2
). 

(2.3) 

 

From the analyzed decay time distribution and known scattering vector, the hydrodynamic 

diameter, Dh, of the scattering particle can be determined from Eq. (2.4).  
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where kb is Boltzmann’s constant, η(T) is the viscosity and the Dt is the translational diffusion. 

Figure 2-3a shows the results for the particle size distribution versus temperature across the fully 

miscible region of a 50 wt.% (w/w) mixture of [P4444][DMBS]|H2O. Initially, at temperatures 10 

oC below Tc, the solution shows minimal scattering aggregates, meaning the solution is 

homogenous within the length scale of sensitivity for the DLS apparatus. However, around 30 oC, 

the solution shows clear correlation with an average scattering size of 3-4 nm, which enlarges with 

increasing temperature up to 9 nm at 35 oC, just below Tc.  

 

 

 

 

Figure 2-3. Dynamic light scattering cumulant analysis results for particle size versus temperature. 

(a) Particle size versus temperature of [P4444][DMBS]|H2O 50 wt.% over the fully miscible region 

and phase separated regions of the phase diagram. Phase separation temperature, Tc ca. 36 oC (b) 

Particle size distribution of a [P4444][BnzSO3]|H2O 50 wt.% mixture versus temperature.  

 

The aggregate size growth follows DLS measurements of a different LCST aqueous 

mixture with [P4444][CF3COO], which showed a similar increase in particle size with increasing 
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temperature leading up the critical point [52]. This observation was also supported by additional 

experimental techniques and it was assigned to the surfactant free micellar formation by the ionic 

liquid that swelled in size with increasing temperature until macroscopic phase separation occurred. 

Aggregation behavior approaching the critical point for [P4444][CF3COO] aqueous mixtures was 

also observed by density fluctuations from small-angle X-ray scattering (SAXS) [53]. However, 

the SAXS study did not support micelle formation i.e., structures consisting of an ordered 

hydrophilic shell and hydrophobic core [52]. The authors of the previous studies concluded that 

the aggregates formed non-distinct ‘fuzzy clusters’ composed of ionic liquid and water molecules 

[53]. What appears consistent of IL|H2O LCST mixtures is the change from a more homogenous 

mixture (reduced density fluctuations, smaller aggregates) to a more inhomogeneous mixture upon 

heating up to the Tc and macroscopic phase separation. Thus, the microstructure of the system 

seems to change gradually with temperature perturbation rather than undergoing a sudden 

structural change at Tc. This trend is compared against the same test on a chemically similar system 

not exhibiting a LCST phase transition in water, tetrabutylphosphonium benzenesulfonate 

[P4444][BnzSO3], and is shown in Fig. 2-3b. In this system, the 2, 4- methyl positions on the DMBS 

anion are replaced with hydrogens, yielding benzenesulfonate. Despite the minor chemical change, 

this system exhibits markedly different behavior. As noted by Ohno [33], this mixture remains 

fully miscible versus temperature rather than undergoing a liquid-liquid phase separation. At lower 

temperatures, the system reveals scattering aggregates on the order of hundreds of nanometers. 

The aggregate’s size rapidly reduces an order of magnitude and then more gradually shrinks to 

tens of nanometers upon further heating. The seemingly inert substitution of methyl groups with 

hydrogens results in the loss of the LCST transition and opposite aggregation behavior versus 

temperature as compared to the fully miscible phase of the LCST IL. One possible explanation for 

the distinct result is that [P4444][BnzSO3] in water forms extended apolar and polar networks, which 

has been understood to occur in other ionic liquid mixtures [54-56]. In contrast [P4444][DMBS] 

cannot form extended networks (possibly due to steric disruption) and is relegated to distinct 

solvated ion pair/pair clustering in water.  

 

  Previously unexplored in LCST mixtures are changes in long range order after phase 

separation into an aqueous rich and ionic liquid rich phase. In the fully miscible state just below 

the critical point, the solution formed aggregates on the order of 9 nm. Above Tc, each of the two-

phase mixture shows substantial changes in long range order. The ionic liquid rich phase shows 

aggregates on the order of 500 nm at 37 oC, just above Tc. The size of aggregates in the IL rich 

phase subsequently decrease with increasing temperature to 150 nm at 39 oC and then to 100 nm 

at 41 oC. The initial 50-fold increase in IL aggregate size going from the miscible phase to IL rich 

phase would likely arise from the sudden decrease in water concentration and additionally the 

reduced electrostatic screening from water enabling larger aggregates to form. 
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 The aqueous rich phase shows nearly an order of magnitude increase scattering diameter 

of 3000 nm compared to the IL rich phase just above phase separation. While an increase in 

aggregate size matches the temperature dependent exponential particle growth trend in the 

miscible phase this is also a seemingly counterintuitive result; as the concentration of ionic liquid 

is greatly reduced in the aqueous phase. One would expect the aggregate structure to decrease in 

size with reduced ionic liquid and increased screening between ion pairs from higher water content.    

 
Koga et. al. [57] studied the higher order derivatives of the Gibbs energy with regard to the 

excess enthalpy, and found the LCST IL [P4444][CF3COO] exhibited strong hydrophobic character, 

especially compared to other ionic liquids not exhibiting a LCST transition in water. The authors 

proposed that [P4444][CF3COO] acting as an extreme hydrophobe may not dissociate in water rich 

regions. Our observation of large IL aggregates in the water rich phase supports the author’s 

proposal, where the hydrophilic IL aggregates rather than dissociate. This decline in aggregate size 

upon additional heating is similar to the general trend in the fully soluble IL, [P4444][BnzSO3]. 

Molecular dynamics of the ionic liquid, tetraalkylphosphonium-Bis(oxalato)borate, at very dilute 

concentrations in water found a ‘loose micelle-like aggregate’ structure with the cation alkyl chains 

forming a hydrophobic core and hydrophilic shell formed by polar segments of the anion and 

cation [56]. However, such a structure cannot be verified by DLS measurements in this work.  

 

 

Method for Dynamic Light Scattering (DLS) 
 

 Dynamic Light Scattering experiments were carried out using an ALV-6010/200 Multiple 

Tau Digital Correlator with a 632 nm HeNe laser and a 1 cm cuvette containing a U-shaped channel 

for external liquid flow enabling temperature-controlled measurements with a water–heater chiller 

within 0.05 oC. The flow channel prevented 90o scattering detection, so scattered light was 

collected in a backscatter geometry with a collection angle of 165o. Scans were collected for 90 

seconds and averaged over multiple data acquisitions. Temperature dependent viscosity of the 

solutions were measured with a TA Rheometer equipped with a Peltier temperature controller at a 

200 rev s-1 shear rate. Temperature dependent refractive index was measured with an Abbe DR-

M2 refractometer at 589 and 680 nm, and extrapolated to 632 nm.  
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2.2.3 Molecular Dynamics simulation setup  

All-atom AMBER force fields for potential energy U were used in the MD simulation of 

this system. 

 

 . (2.5) 

 

 

The first term describes the non-bonded interactions including Van der Waals as the Lennard-Jones 

12-6 form and Coulombic forces from atom-centered partial charges. The following terms in the 

potential energy equation represent, respectively, bonds, angles and torsional interactions. A hybrid 

bond potential was applied: the Morse potential for the OH bond in water and a harmonic potential 

for others. The force field parameters of atomistic [P4444] cation and [DMBS] anion were 

developed in previous works [58,59] and are summarized in Tables 2-1 to 2-5. A flexible water 

model [60] based on a four-site water model of TIP4P/2005 is employed for water molecules, 

which depicts well the dynamics and bulk properties of the condensed water. In particular, the 

flexibility of the OH bond distance and HOH angle enables observation of the structural behavior 

which provides this information about directional bonding, e.g. hydrogen bonding. The VdW 

interaction parameters between unlike atoms are obtained by the Lorentz−Berthelot combining 

rule. The non-bonded interactions separated by exactly three consecutive bonds (1−4 interactions) 

are reduced by related scaling factors [61,62], which were optimized as 0.50 for VdW interactions 

and 0.83 for electrostatic interactions, respectively. Atomic charges are calculated using a web base 

calculator, AtomicChargeCalculator, via the Electronegativity Equalization Method (EEM) [63]. 

The schematic molecular structures and partial charges of the [P4444] cation and [DMBS] anion 

and water molecule of the flexible TIP4P/2005 water model are presented in Fig. 2-4.  
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Figure 2-4. Molecular structures and partial atomic charges of (a) the [P4444] cation, (b) the [DMBS] 

anion (c) the [BnzSO3] anion and (d) the four-site based water molecule. The mostly charged atom 

represents the position of each molecules. i.e. the P atoms, S atoms, S atoms and O atoms, 

respectively, are taken as reference sites of the [P4444] cation, the [DMBS] anion the [BnzSO3] 

anion and water molecule for further analysis. 

 

 

The MD simulation is performed using the LAMMPS package with standard three-

dimensional periodic boundary conditions. The non-bonded interactions were cut off at 15 Å while 

the Ewald summation method is applied to treat the long-range electrostatic interactions. All 

simulations are carried out at isothermal-isobaric conditions in the Nose-Hoover NPT ensemble 

with time coupling constants of 25 and 250 fs, respectively. After an initial relaxation with short 

time steps and an equilibration with long time steps, additional simulations of 3 sets of 4 ns of the 

ensemble at each temperature are further performed with a fixed time step of 0.25 fs. The 

simulation time of 4 ns was preliminary tested to check that the time duration is long enough to 

collect ensembles and independent of the system size. The atomic trajectories of simulation are 

recorded with an interval of 1 ps for post-analysis.  

 

For the investigation of IL|H2O mixture with LCST behavior, the 80 pairs of [P4444][DMBS] 

and 1920 water molecules are initially displayed without an overlap, corresponding 50.8 wt.% of 

ILs in IL|H2O mixtures. The number of molecules is chosen to satisfy that the system size enough 

exceeds twice the cut off distance for the non-bonded interactions. A total of four different 



 

 

20 

temperature cases are performed at atmospheric condition: Two cases of below Tc (10, 20 oC) and 

two cases of above Tc (50, 60 oC). Temperature conditions far from the measured Tc are selected 

because the temperature of the liquid states in MD simulation fluctuates by 10 oC up and down.   

Additional MD simulation set of [P4444][BnzSO3] is employed to investigate the IL|H2O 

mixtures without LCST behavior. The 80 pairs of [P4444][BnzSO3] and 1440 water molecules are 

initially displayed without an overlap, corresponding 49.6 wt.% of ILs in IL|H2O mixtures. Two 

different temperature cases are performed at atmospheric condition, 20 and 50 oC.  

 

 

Table 2-1. Van der Waals parameters for the force field in molecular dynamics simulations. 

molecule atoms σ (Å) ε(kJ/mol) description 

Water Ow 3.1644 0.6498 Oxygen in water 

 Hw 0 0 Hydrogen in water  

P4444 P 3.7418 0.8368 Phosphorus 

 C 3.3997 0.3598 sp3 carbon 

 HP 1.9600 0.0657 H attached to carbon bonded to formally positive atom 

 HC 2.6495 0.0657 
H attached to carbon with no electron-withdrawing 

substituents 

DMBS & CA 3.3997 0.3598 aromatic sp2 carbon 

BnzSO3 C 3.3997 0.3598 sp3 carbon 

 HA 2.5996 0.0628 H attached to aromatic carbon 

 HC 2.6495 0.0657 H attached to sp3 carbon 

 S 3.5636 1.0460 Sulfur 

 O 2.9599 0.8786 Oxygen in Sulfite 

 

 

Table 2-2. Bond parameters of the flexible water model [60] for Morse potential force field in 

molecular dynamics simulations. 

molecule bonds r0 (Å) Dr (kJ/mol) β (1/Å) 

Water O-H 0.9419 432.581 2.287 
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Table 2-3. Bond parameters for the harmonic potential force field in molecular dynamics 

simulations. 

Ion bonds r0 (Å) Kr (kJ/mol Å2) source 

P4444 P-C 1.8273 878.64 [58] 

 C-C 1.5334 1297.04 AMBER 

 C-HP 1.0862 1407.92 [58] 

 C-HC 1.0860 1384.90 [58] 

DMBS & CA-CA 1.3903 1673.60 [58] 

BnzSO3 CA-C 1.49 962.32 [59] 

 CA-HA 1.0765 1502.06 [58] 

 CA-S 1.78 962.32 [59] 

 C-HC 1.0860 1384.90 [58] 

 S-O 1.4577 2217.52 [58] 

 

 

Table 2-4. Angle parameters for the harmonic potential force field in molecular dynamics 

simulations. 

molecule angles θ0 (deg) Kθ (kJ/mol rad2) source 

Water H-O-H 107.40 367.81 [60] 

P4444 C-C-C 111.88 171.54 [58] 

 C-C-HP 110.07 129.70 [58] 

 C-C-HC 109.96 177.82 [58] 

 C-P-C 109.46 209.20 [58] 

 HP-C-HP 107.36 153.55 [58] 

 HC-C-HC 106.47 160.25 [58] 

 P-C-C 116.24 313.80 [58] 

 P-C-HP 106.74 135.98 [58] 

DMBS & CA-CA-CA 120.00 263.59 AMBER 

BnzSO3 CA-CA-C 122.30 191.63 [59] 

 CA-CA-HA 119.80 158.99 [58] 

 CA-CA-S 122.30 41.84 [59] 
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 CA-C-HC 107.50 206.27 [59] 

 CA-S-O 98.00 355.64 [59] 

 HC-C-HC 108.50 160.25 [58] 

 O-S-O 113.83 418.40 [58] 

 

 
 
Table 2-5. Dihedral parameters for the force field in molecular dynamics simulations. 

molecule angles ɣ (deg) Kφ (kJ/mol) n source 

P4444 C-C-C-C 0 0.753 3 AMBER 

 C-C-C-HP 0 0.669 3 [58] 

 C-C-C-HC 0 0.669 3 AMBER 

 C-C-C-P 0 0.603 3 [58] 

 C-C-P-C 0 0.690 3 [58] 

 C-P-C-HP 0 0.690 3 [58] 

 HP-C-C-HC 0 0.628 3 [58] 

 HC-C-C-HC 0 0.628 3 AMBER 

 HC-C-C-P 0 0.603 3 [58] 

DMBS & CA-CA-CA-CA 180 15.167 2 AMBER 

BnzSO3 CA-CA-CA-C 180 12.970 2 [59] 

 CA-CA-CA-HA 180 15.167 2 AMBER 

 CA-CA-CA-S 180 12.970 2 [59] 

 CA-CA-C-HC 0 0 6 [59] 

 CA-CA-S-O 0 16.736 2 [59] 

 C-CA-CA-HA 180 17.573 2 [59] 

 C-CA-CA-S 180 15.167 2 AMBER 

 HA-CA-CA-HA 180 15.167 2 AMBER 

 HA-CA-CA-S 180 17.573 2 [59] 
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2.2.4 Molecular Dynamics simulation results 

The MD simulations are employed to investigate the aggregation trends in the IL|H2O 

mixtures in response to the temperature for the both [P4444][DMBS] and [P4444][BnzSO3] systems. 

The radial distribution function (RDF), g(r), is a calculated parameter which quantifies the spatial 

correlation between specific atoms, and thus enables detailed understanding of structural features 

of microscopic ionic liquid systems. The g(r) is defined as the ratio of the local time-averaged 

number density of specific particles at a given distance, r, from an origin particle to the total 

average number density of the particles, so then expressed as  

 

  (2.6) 

 

where ρn is the total number density of the particles. The mostly charged atom in Fig. 2-4 represents 

the position of each molecules for the RDF analysis. i.e. the P atoms, S atoms, S atoms and O 

atoms, respectively, are taken as reference sites of the [P4444] cation, the [DMBS] anion the 

[BnzSO3] anion and water molecule. 

 

Figure 2-5 shows the calculated RDF results for [P4444][DMBS]. According to the cation-

anion RDF (Fig. 2-5a), the ion pairs are attracted strongly to each other by means of strong 

electrostatic interactions. The pronounced peak observed at around 5 Å results from the geometry 

of the ions. The two simulations for temperatures above Tc display a greater peak height as 

compared to the that of the lower temperature cases. It is basically counter-intuitive for the more 

thermal motion of molecules at the higher temperature. This indicates that at higher temperatures 

ion pairs reside in closer proximity to each other. However, inspection of the two cases in the below 

Tc range show a remarkable lack of difference. Thus, the apparent temperature dependence of the 

cation-anion g(r) suggests that the electrostatic interaction is a main driving force responsible for 

the aggregation in the ionic liquids. As no strong attractive potential exists among ions of the same 

charge, the cation-cation and anion-anion RDFs must be a consequence of the electrostatic 

interactions between oppositely charged ions. The cation-cation RDF (Fig. 2-5b) shows evidence 

of clustering at above Tc range. Considering the size of the single cation with even butyl chains of 

around 6 Å, the multiple small peaks between 5 and 10 Å are observed and can be interpreted as 

all located in the first coordination shell. The many numbers of peaks come from different 

coordination orientations and mean the ions are loosely tied. The merging of neighboring small 

peaks at elevated temperature causes a major peak at 7 Å at the two cases above Tc. The peak 

distance corresponds the summation of the length of a butyl chain in [P4444] and the O-S bond 

length of sulfonate in [DMBS]. Therefore, the major peak means the ions are compactly tied to 

each other by the strong electrostatic forces and the ion-pair aggregation is in the dense form of 

multiple layers of cation-anion shells. The first small peak moving to the larger radius as a 
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temperature change from 10 °C to 20 °C is also consistent with the experimental results (Fig. 2-

3a) at below Tc range. Nevertheless, since the MD simulations were carried out with 80 pairs of 

ions equilibrated in a simulation box with box lengths less than 10 nm in all dimensions, some 

experimental results, such as the aggregation on length scales of several thousands of nm, are 

difficult to be realized in the typical size scale of an MD simulation. For the anion-anion RDF of 

Fig. 2-5c, since the [DMBS] anion is a relatively small and flat molecule which can be located 

between cations and the aggregation is mainly caused by cation-anion interactions, no clear 

conclusion can be reached from this. However, the aforementioned trend depending on 

temperature is not observed at the [P4444][BnzSO3]|H2O mixture without the LCST behavior, as 

shown in Figs. 2-6a to 2-6c. The cation-anion RDF of the 50 wt.% of [P4444][BnzSO3]|H2O mixture 

system shows the opposite trend of a smaller peak height with increasing temperature, which is 

also consistent with the experimental results of Fig. 2-3b. Other RDFs in Fig. 2-6 display a notable 

lack of temperature dependence. 

 

Figures 2-5d to 2-5f present RDFs with water molecules and supports the experimental 

findings of the LCST characteristic. The overall g(r) of all RDFs with water molecules of the two 

cases above Tc is lower than that of the two below Tc cases, which means there are fewer spaces 

between ions. The trend is more clearly observed in the ion-water RDFs, and demonstrates the ion-

water interactions declines as temperature increases. Hydrogen bonding exists in this IL|H2O 

mixture system. The gain or loss of the directional bonding has been used as the most reliable 

approach to explain the LCST behavior of small molecules [64].  
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Figure 2-5. RDFs from MD simulations for the 50 wt.% [P4444][DMBS]|H2O system. (a) cation-

anion (b) cation-cation (c) anion-anion (d) water-water (e) water-cation and (f) water-anion pairs.  
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Figure 2-6. Radial distribution functions (RDFs) calculated from MD simulations for the 49.6 wt.% 

[P4444][BnzSO3] IL|H2O system in different temperature conditions: (a) cation-anion, (b) cation-

cation, (c) anion-anion, (d) water-water (e) water-cation and (f) water-anion pairs. 
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Figure 2-7. Calculated the number of hydrogen bonds for the 50 wt.% IL|H2O system. (a-b) RDFs 

between oxygen and hydrogen for the 50.8 wt.% [P4444][DMBS] IL|H2O system. (a) Oxygen of 

sulfite in anion-Hydrogen in water, (b) Oxygen in water-Hydrogen in water pairs. Vertical dashed 

lines denote O-H separation to define hydrogen bonding. (c) Number of hydrogen bonds as a 

function of temperature per each oxygen atom for both 50 wt.% of [P4444][DMBS] and 

[P4444][BnzSO3] with water solution. Error bars present the range of recorded data from MD per 1 

ps. 

 

 

In order to gain insight into hydrogen bonding in the IL|H2O mixtures, representative 

oxygen and hydrogen pair distributions in the [P4444][DMBS] mixture system are presented in Fig. 

2-7. The O-H separation based on the RDFs clearly suggests a simple definition of the hydrogen 

bonding, as the radius of the first hydrogen atom coordination shell for each oxygen atom, without 

any further complicated definition. Each occurrence of an O-H approach within 2.45 Å for both 

pairs in Fig. 2-7 can be determined as the hydrogen bonding. Applying the definition of O-H 

separation distance, the number of hydrogen bonds per each oxygen atom in each temperature case 

was counted and summarized in Fig. 2-7c. For the [P4444][DMBS] mixture system with the LCST 

behavior, the degree of hydrogen bonding seems to decrease with increasing temperature. It is 

known that solutions of 50 wt.% or more contain essentially no free water [64]. In other words, all 
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water molecules either participate in hydrogen bonding or the formation of hydration shells around 

the ILs. A lesser degree of hydrogen bonding at the above Tc means more water molecules 

contribute to the hydration shell of ILs. However, for the [P4444][BnzSO3] mixture system, each 

oxygen atom is basically involved in more hydrogen bonds compared to the ILs with LCST 

behavior. As a result, the shortage of water contributing to stable hydration interactions disturbs 

the mechanism leading to the large IL clusters. The number of hydrogen bonds per oxygen atom 

in [BnzSO3] anion increases as a function of temperature. The net number of hydrogen bonds (Ow-

Hw & OA-Hw) for the mixture display a notable lack of temperature dependence a wide temperature 

range. Although an additional analysis of angle distribution of water molecules to verify the 

contribution of dipoles relative to the ions, the dependency of average angle on the temperature is 

not observed as shown in Fig. 2-8. 

 
 

 

Figure 2-8. The HOH angle distribution of water molecules in the 50.8 wt.% [P4444][DMBS] 

IL|H2O system calculated from MD simulations with a flexible water model based on a four-site 

water model of TIP4P/2005. In spite of the analysis to verify the contribution of dipoles relative 

to the ions, the dependency of average HOH angle on the temperature is not observed. 

  

 

2.3 Osmotic strength of LCST ILs 

Experiments in this part were conducted by Dr. Akanksha K. Menon and Dr. Andrew Z. Haddad  
 
2.3.1 Problem statement 

For the proposed FO desalination system depicted in Fig. 2-2, the cation and anion 

combination for the LCST behavior as a draw solution is one of the most critical parameters. 

Various thermo-responsive ILs have been identified in literature for different applications, but the 
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following solution properties are of interest for the FO desalination with a low-grade heat source: 

(i) LCST phase transition, (ii) viscosity and (iii) osmotic strength. The temperature-dependent 

phase behavior of the IL-water mixtures affects the draw regeneration step, and the osmotic 

strength and viscosity of aqueous IL solutions are significant parameters that impact water flux 

during the FO dilution step. With multiple properties to be optimized and many potential IL 

chemistries, the analytical hierarchy process [65] methodology is used to select the most suitable 

ILs. Specifically, we focused on ILs with [P4444] as the cation because its amphiphilicity results in 

LCST behavior with a variety of anions. In addition to [DMBS] anion, which was studied at the 

previous part, trifluoroacetate [TFA] is also selected as an ideal candidate for the counterpart of 

[P4444].  

 

A binary phase diagram is constructed to determine the LCST of each IL by measuring 

the optical transmittance as a function of temperature; for a given concentration, phase separation 

is evidenced by a sharp decrease in transmittance that is recorded as the critical temperature (Fig. 

2-9). As shown in Fig. 2-10, [P4444][DMBS] displays a broad binodal phase curve, with an LCST 

of 36 °C at a concentration of 40 wt.%, while the [P4444][TFA] curve is symmetric with an LCST 

of 31 °C at the same concentration. The width of the curve dictates the effectiveness of phase 

separation upon heating - the broad curve for DMBS indicates that at a temperature of say 55 °C, 

the 40 wt.% mixture separates into a concentrated IL-rich phase >80 wt.%, while TFA at the same 

concentration and temperature separates into an IL-rich phase of ~70 wt.% (confirmed by NMR 

analysis). Thus, the draw solutions should be heated not just to their LCST, but to temperatures 

~20 °C higher in order to be regenerated and reused in a subsequent FO process, while the product 

water contains <10 wt.% of IL.  

 

 

 

Figure 2-9. UV-Vis transmittance measurements used to determine cloud points as a function of 

IL-water concentration for LCST determination of (a) [P4444][DMBS] and (b) [P4444][TFA]. 

Concentrations of 70 wt.% (in red), 40 wt.% (in blue) and 10 wt.% (in yellow) are shown. 

a b
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Figure 2-10. Binodal phase diagram of aqueous mixtures of [P4444][DMBS] and [P4444][TFA] 

which show the LCST behavior. 

 

The viscosity of [DMBS] and [TFA] solutions is measured at 25 °C as shown in Fig. 2-

10. Viscous draws can cause concentration polarization that adversely impacts water flux [66]. At 

concentrations <30 wt.% the mixture viscosity is close to that of water (~1 mPa-s) but then 

increases with concentration, likely due to molecular interactions (e.g. ion pairing and/or molecular 

aggregation) at these non-dilute concentrations which are studied at the previous part.  

 

 

 

Figure 2-11. Viscosity of aqueous mixtures of [P4444][DMBS] and [P4444][TFA] as a function of 

concentration. 

 

In this part, we study the osmotic strength of the aqueous mixtures which is the most 

important characteristics for the FO desalination. The osmotic pressure is experimentally measured 
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as a function of concentrations in water to evaluate the ability of ILs as draw solutes to desalinate 

feeds of varying salinity. Then, the theoretical osmolality at the aggregated molecular structures is 

investigated by using the MD simulation. 

 

 

2.3.2 Experimental observation 

The osmotic strength of aqueous mixtures of [P4444][DMBS] and [P4444][TFA] is measured 

at 25 °C at which FO draw dilution occurs. It is in contrast with literature measurements based on 

freezing point techniques that over-predict osmotic strength as the physical state of the mixture 

and thermal interactions are altered at low temperatures [67]. Figure 2-12a shows the osmolality 

of both selected ILs, which provides a measure of ions dissolved in solution at a given 

concentration, and this is converted into an approximate osmotic pressure. The osmotic pressure 

of both ILs can be tuned by changing the mixture concentration, rendering them suitable for 

salinities ranging from brackish water to produced water. At low concentrations <10 wt.%, the 

osmolality of both [DMBS] and [TFA] increase linearly, indicating complete dissociation into 

constituent ions as expected in a dilute mixture. However, at intermediate concentrations ~20-50 

wt.%, both ILs appear to have a near-constant osmolality, which increases dramatically upon 

further increase in concentration >60 wt.%. To understand this unusual behavior, osmolality is 

plotted as a function of mixture molality and compared with an ideal solute like NaCl. As shown 

in Fig. 2-12b, above ~0.3 mol kg-1, the osmotic pressure generated by IL ions in solution deviates 

significantly from NaCl dissolved in water. 

 

 

 

Figure 2-12. Osmotic strength of [P4444][DMBS] and [P4444][TFA] (a) Measured osmolality and 

calculated osmotic pressure, with dilute mixtures shown in the inset. (b) Osmolality measured as 

a function of molality showing deviations from ideal mixtures. 

a b



 

 

32 

2.3.3 Molecular Dynamics simulation setup 

To provide insight on the deviation from the ideal solute, MD simulations are performed. 

All-atom AMBER force fields for potential energy, U were used in the MD simulation of this 

system. 

 

 

 

(2.7) 

 

 

Since the dependency of average angle was not observed at the previous part (Fig. 2-8), The rigid 

TIP4P water model [68] was employed for water molecules, which depicts enough well the 

dynamic and structural properties of liquid water. The same force field parameters of atomistic 

[P4444] cation, [DMBS] anion with the previous part are used. The force field parameters of [TFA] 

anion were developed in the previous work [69] and the newly added molecules’ parameters are 

summarized in Tables 2-6 to 2-9. The schematic molecular structures and partial charges of the 

[P4444] cation, [DMBS] anion, [TFA] anion and water molecule of the rigid TIP4P water model are 

presented in Fig. 2-13.  

 

The number of initially displayed ion pairs and water molecules to match the concentration 

cases is summarized in Table 2-10. The non-bonded interactions were cut off at 15 Å while the 

particle-particle particle-mesh solver [70] is applied to treat the long-range electrostatic 

interactions. All simulations are carried out at isothermal-isobaric conditions, at 25 °C and ambient 

pressure, in the Nose-Hoover NPT ensemble with time coupling constants of 100 and 1000 fs, 

respectively. After initial relaxations with short time steps and an equilibration with long time steps, 

at least 6 ns simulation of the ensemble were performed with a fixed time step of 1.0 fs. The atomic 

trajectories of simulation or the RDFs were recorded with an interval of 1.5 ps for post-analysis. 

Unmentioned conditions are identically set up with the previous part. 
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Figure 2-13. Molecular structures and partial atomic charges of the (a) P4444 cation, (b) DMBS 

anion, (c) TFA anion and (d) the rigid TIP4P water model.  

 
 
Table 2-6. Van der Waals parameters for the force field in molecular dynamics simulations. 

molecule atoms σ (Å) ε(kJ/mol) description 

TFA CT 3.3997 0.4577 sp3 carbon 

 C2 3.3997 0.3598 sp2 carbon 

 F 3.1180 0.2552 Fluorine 

 O2 2.9599 0.8786 sp2 oxygen 

 

Table 2-7. Bond parameters for the harmonic potential force field in molecular dynamics 

simulations. 

Ion bonds r0 (Å) Kr (kJ/mol Å2) source 

TFA C2-CT 1.5680 1087.84 [69] 

 C2-O2 1.2230 2322.12 [69] 

 CT-F 1.3340 1004.16 [69] 

 



 

 

34 

Table 2-8. Angle parameters for the harmonic potential force field in molecular dynamics 

simulations. 

molecule angles θ0 (deg) Kθ (kJ/mol rad2) source 

TFA CT-C2-O2 113.60 167.36 [69] 

 O2-C2-O2 132.80 439.32 [69] 

 C2-CT-F 112.80 376.56 [69] 

 F-CT-F 106.00 585.76 [69] 

 

 
 
Table 2-9. Dihedral parameters for the force field in molecular dynamics simulations. 

molecule angles ɣ (deg) Kφ (kJ/mol) n source 

TFA F-CT-C2-O2 0 0.209 3 [69] 

 

 
 
Table 2-10. The number of ion pairs of the [P4444][DMBS] and [P4444][TFA], and water molecules 

in the MD studies in order to match with the mass fraction conditions at the experiments. 

Ion pairs wt.% NIL Nwater 

[P4444] &  10.0 24 5352 

[DMBS] 29.9 48 2784 

 49.8 48 1200 

 69.3 48 528 

 80.5 48 288 

[P4444] &  10.0 24 4464 

[TFA] 30.1 48 2304 

 49.6 48 1008 

 69.7 48 432 

 80.5 48 240 
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2.3.4 Molecular Dynamics simulation results  

At the previous part, I verified the hydration effect is a pre-requisite for LCST behavior. 

Thus, the MD simulation to understand osmotic strength of the IL|H2O LCST mixtures is 

performed with interest on the number of water molecules in the first hydration shell. The first 

peak of the RDF between atoms in the IL and water provides information on atoms that constitute 

hydration shells and their radius – the central P atom in the [P4444] cation, S atom and benzene ring 

in the [DMBS] anion, and the C2 atom in the [TFA] anion are pivots for hydration shells (Figs. 2-

14 and 2-15).  

 

 
Figure 2-14. Radial distribution functions (RDFs) calculated from MD simulations of solutions of 

P4444DMBS at different concentrations between a water molecule and (a) the P atom in the P4444 

cation, (b) the S atom in the DMBS anion, (c) center of the benzene ring in the DMBS anion.  

 

 

 
Figure 2-15. Radial distribution functions (RDFs) calculated from MD simulations for solutions 

of P4444TFA at different concentrations between water molecules and (a) the P atom in the P4444 

cation, (b) the C2 atom in the TFA anion.  

 

a b
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Figure 2-16. Molecular dynamics simulation showing the number of water molecules in the first 

coordination shell per ion pair of [P4444][DMBS] (line graph) and the ratio of water molecules 

contributing to their shells (area graph). 

 

 

The inset in Fig. 2-16 provides a pictorial representation of the distribution of water 

molecules (i) exclusively within the coordination shell of a single ion, (ii) shared between multiple 

ions, or (iii) outside the first coordination shell of all ions. As the IL concentration increases, the 

number of water molecules inside the first coordination shell per ion pair decreases, (the line graph 

in Fig. 2-16 for DMBS). Furthermore, the ratio of the water molecules involved in multiple ions’ 

the first coordination shell increases at the higher IL concentration (the area graph in Fig. 2-16 for 

DMBS). In other words, it appears that not all ions are hydrated due to an insufficient number of 

water molecules at these high IL concentrations, resulting in ion aggregation with water molecules 

being shared by multiple ions.  

 

Using MD simulations, the following hypothesis is tested: to contribute to osmotic 

strength, a certain number of water molecules are required for a given concentration to dissociate 

the IL into constituent ions (i.e., one cation and one anion per IL molecule). Preliminary 

simulations with a single-ion in water solution are firstly conducted to investigate the number of 

water molecules to define free ions. Similar to the general cases, the radial distribution functions 

between the pivot atoms and water molecules are calculated to obtain information on the first 

coordination shell. As shown in Fig. 2-17a, the single-ion simulations show a similar RDF trend 

as well as radius of the first coordination shell. Then, I count the number of water molecules in 

their first coordination shell which can be regarded as a hydration shell at every sampling time 

step (Fig. 2-17b). By choosing a criteria number of 85%, which defines the minimum number of 
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water molecules required to designate an ion as free, I suggest that the [P4444] cation needs at least 

17 water molecules in its hydration shell and the [DMBS] anion requires 7 and 2 water molecules 

in the first coordination shell from the S-atom and the center of benzene ring, respectively. For the 

[TFA] anion, 6 or more water molecules are necessary to be solvated.  

 

 

 

 

Figure 2-17. Preliminary single ion MD simulations (a) Radial distribution functions (RDFs) 

between a water molecule and the pivot atoms for hydration shells. Dotted lines denote the radius 

of the first coordination shell. (b) Normalized histogram of the number of water molecules in their 

first coordination shell. 

 

 

Given that water molecules are being shared by multiple ions at some concentrations, two 

definitions of free ion are further evaluated: shared water molecules solvate all ions, or only solvate 

the nearest ion. When I apply the two definitions into the IL|H2O mixtures and compare them, the 

simulation results for both ionic liquids indicate that the latter definition dominates, i.e., shared 

water molecules contribute only to the nearest ion, as this correlates well with experimental data, 

as shown in Fig. 2-18a for DMBS. The apparent free ion ratio is defined as the ratio of measured 

osmolality to that predicted by van’t Hoff theory for an ideal solute that dissociates into two ions 

(i.e., like NaCl) in solution. These results indicate that a number of IL ions in solution are clustered, 

with shared hydration shells solvating only the nearest ion that hinders other ions from contributing 

to osmotic strength. At all concentrations, TFA has a larger free ion ratio than DMBS as shown in 

Fig. 2-18b, resulting in a higher osmolality.  

a b
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Figure 2-18. Apparent free ion ratio by two hypothetical definition of free ion. (a) Molecular 

dynamics simulation showing the apparent free cation and anion ratio for DMBS compared to 

experimental data under two assumptions. (b) Molecular dynamics simulation showing the 

apparent free ion ratio for DMBS (in blue) and TFA (in red) compared to experimental data under 

the hypothesis that water molecules contribute to the osmotic strength of the nearest ion only.  

 

 

The osmolality data and MD simulations reveal for the first time, the existence of a critical 

concentration that is unique to each IL. This is further supported by electrical conductivity values 

of IL|H2O mixtures (data not shown) that monotonically increase up to a concentration of ~7.5 wt.% 

and 11 wt.% for DMBS and TFA, respectively, and then remain relatively constant until 50 wt.%. 

This concentration represents the point at which IL-water mixtures deviate from ideality and 

behave like complex fluids, which impacts the water flux during FO. I have previously shown that 

ion aggregation is dependent on temperature and is an intermediate step towards LCST-type phase 

separation, however the occurrence of aggregation at room temperature is revealed through these 

MD simulations and indicates an opportunity to develop new IL chemistries that take advantage 

of this behavior. As such, a concentration >60 wt.% is required for effective desalination using 

either DMBS or TFA for desalination of high-salinity feeds.  
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39 

Chapter 3 
 

Anomalous phase change of sugar alcohols encapsulated in 
nanopores for thermal applications 

 

Content in this chapter will be submitted for publication as the following tentative title: 
 

H. Kang, C Dames, J. J. Urban, “Anomalous phase change of sugar alcohols encapsulated in ZIF 

nanopores”, in preparation 

 

 

3.1 Introduction  

Phase change materials (PCMs) have been widely investigated to store and release thermal 

energy in the form of latent heat from a phase transition. Thermal energy storage based on latent 

heat is one of the most efficient methods for pursuing high storage density in a small temperature 

range [71-73]. PCMs have been integrated into the fields of solar-thermal energy storage, pumped 

coolants, waste heat recovery, and off-peak electricity storage systems [74-79]. Nevertheless, the 

widespread utilization of PCM is limited since there is no ideal material for each specific 

application [80].  

 

Especially, building space heating by thermal energy storage has lacked appropriate PCMs 

with a desired melting temperature and heat of fusion, in contrast to ice storage air conditioning 

which can take advantage of the large latent heat of water. Traditionally, paraffin waxes and salt 

hydrates are commonly used for the heating and cooling energy demand in buildings [81]. Paraffin 

is chemically stable, and compositionally tunable to achieve a suitable melting temperature. 

However, paraffin shows poor thermal properties such as relatively low latent heat (DhL<200 Jg-

1), low thermal conductivity, and flammability [82]. On the other hand, inorganic salt hydrates 

have issues of large volume change in phase transition, corrosiveness and phase separation in spite 

of their good thermal properties (DhL~200-300 Jg-1) [83]. Sugar alcohols (SAs), on the other hand, 

have attractive characteristics for thermal energy storage applications [80]. SAs display a high 

latent heat (DhL>300 Jg-1) and are chemically stable, non-corrosive, non-toxic and even 

inexpensive [84]. However, a major challenge limiting their application in the real world is their 

relatively high melting temperature (Tm >100 oC). 

 

For applications integrated into building walls or with working fluids such as water, the 

encapsulation of PCMs is necessary to prevent the flow of liquid PCMs, phase separation, and low 
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heat transfer rate. Recent studies have shown the confinement of PCMs at the nanoscale to improve 

thermo-physical properties with a versatile strategy [73]. Metal-organic frameworks (MOFs), 

which is an emerging class of three-dimensional crystalline porous materials, is a promising 

structure because it offers nanoconfinement with high internal porosity, large surface area, and 

stability even at high temperatures [85]. Furthermore, the nanoconfinement can be a parameter to 

reduce the phase transition temperature of PCMs, which can be helpful for some applications. For 

example, the decrease of the phase transition temperature of polyethylene glycol (PEG) has been 

observed when incorporated into graphene oxide [86], nanochannels of porous coordination 

polymers (PCPs) [87], and carbonized MOFs [88]. Recently, our group experimentally 

demonstrated the first encapsulation of SAs (erythritol and xylitol) within a class of MOF without 

an infusion process at room temperature [89]. The nanoconfinement of the sugar alcohols was 

found to lower the melting point of the SAs into the operating range for water cooling applications. 

However, the mechanism behind the observed melting point depression and the phase 

identification in the nanopores is currently unknown.  

 

3.2 Problem statement  

I investigate the phases of nanoconfined SAs using molecular dynamics (MD) simulations. 

Despite the observation of thermal transitions of the SA-in-MOF system by differential scanning 

calorimetry (DSC) [89], the structural difference between the phases consisting of a few number 

of SA molecules in the nanopores was not explained. Due to the few-nm length scales being too 

small, and lack of experimental access to a MOF pore interior, it is impossible to experimentally 

observe behaviors of the nanoconfined SAs. Instead, a theoretical atomistic-level approach 

presents guidance for synthesis and composite design.  

 

The encapsulated SAs of the previous study were simultaneously synthesized with the 

building blocks of a uniformly porous structure of a zeolitic imidazolate framework (ZIF) type 

MOF. The ZIF structure was identified as ZIF-L. ZIF-L is a two-dimensional layered ZIF structure 

that is made up of the same building blocks as ZIF-8. ZIF-L is a metastable phase and would 

transform to ZIF-8 under organic solvent interactions and temperature conditions [90,91]. The 

layered structure of ZIF-L has a smaller pore size and weaker crystallinity than ZIF-8, so ZIF-8 is 

expected to be more suitable to contain the SAs as phase change materials. Therefore, here I select 

ZIF-8 and additional ZIF-11 with a larger pore size as the frameworks to encapsulate sugar 

alcohols. ZIF-8 and ZIF-11 are both popular for their thermal and chemical stabilities, and the 

small aperture diameter of the channels between pores in normal conditions [92].  

 

I further explore the thermal conductivity of the SA-infused ZIFs. The thermal conductivity, 

k, of ZIF-11 and the SA-ZIF composites has never been measured or calculated, to the best of my 

knowledge. ZIF is basically a dielectric material. The thermal conductivity of ZIF-8 was measured 
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(0.326 Wm-1K-1) [93] in air at the standard 1 atm and 300 K which is one order of magnitude lower 

than other nanoporous crystals such as zeolites sodalite (3.5 Wm-1K-1), zeolite-A (1.7 Wm-1K-1) 

[94], and amorphous silica (1.4 Wm-1K-1) [95]. Such low k could be a critical issue when applying 

the composites into energy storage systems or as components of thermal circuits. Here I resolve 

the open question on whether the presence of SA molecules increases the composite k by adding 

additional heat pathways, or reduces it by introducing a new phonon scattering source [96]. 

 

 

3.3 Model and method  

I select ZIF-8 and ZIF-11 as the frameworks for encapsulating sugar alcohols (Fig. 3-1). 

They are suitable for this encapsulation because their rather large pore size (ZIF‐8: 11.6 Å, ZIF‐

11: 14.6 Å) holds more SA molecules while the small inter-pore aperture diameter (ZIF‐8: 3.4 Å, 

ZIF‐11: 3.0 Å) prevents diffusion between pores [92]. In addition, the ZIFs have the same 

tetrahedrally-coordinated transition metal ion, Zn(II), and similar imidazolate linkers, meaning 

they have similar internal surface interactions.  

 

For the MD simulation of this system, the all-atom AMBER force fields for potential 

energy U are used: 

 

  (3.1) 

 

The first term describes the non-bonded interactions including Van der Waals as the Lennard-

Jones 12-6 form and Coulombic forces from atom-centered partial charges q; this includes 

interactions between SAs and ZIF and among different SA molecules. The next terms in Eq. (3.1) 

represent, respectively, bond stretching, bond bending, and proper and improper torsional 

interactions. I apply a force field developed for ZIF-8 with structural flexibility [97] to both ZIFs 

since they share mostly the same bonded interactions of stretching, bending, and torsion. However, 

to the best of my best knowledge, the partial charges for ZIF-11 have not been studied with a 

reliable treatment, so here I first calculate them using a density functional theory simulation with 

DDEC6 methodology [98]. To unify the partial charge methodology for both ZIFs, the partial 

charges of ZIF-8 are also calculated with the same method. The details of the force field parameters 

and partial charges for the ZIF-8 and ZIF-11 are summarized in Tables 3-1 and 3-2, respectively.  
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Figure 3-1. Structure of (a) pristine ZIF-8 (sod, lattice constant, a=b=c=16.99 Å) and (b) ZIF-11 

(rho, lattice constant, a=b=c=28.76 Å), both functioning as frameworks [92], and (c) erythritol as 

the phase change material. For each ZIF structure, Zn ions are represented as tetrahedra and the 

largest cavity in the pores by a yellow sphere that fits into the framework without touching any 

atoms. H atoms are omitted here for clarity but were included in the MD simulations. Copyright 
(2006) National Academy of Sciences, U.S.A. 

 

 

Regarding sugar alcohols, this study focuses on erythritol as a representative of sugar 

alcohols having hydroxyl (OH) groups. The thermodynamic properties of sugar alcohols are 

substantially affected by the OH group which forms strong intermolecular hydrogen bonds [99]. 

Bulk erythritol has an outstanding heat of fusion (Dhm=337 Jg-1) among sugar alcohols and a 

melting point (Tm=118 oC, 391 K) [100] not too far from the liquid water working range. The short 

carbon chain is also suitable for being confined in the nanopores of a ZIF. I use force field 

parameters for erythritol which were used in a previous MD analysis of C6 sugar alcohols [99] 

and the details are summarized in Table 3-3.  

 

MD simulation is performed using the LAMMPS package with standard 3D periodic 

boundary conditions. The non-bonded interactions are cut off at 12 Å while the Ewald summation 

method is applied to treat the long-range electrostatic interactions. The VdW interaction 

parameters between unlike atoms were obtained by the Lorentz−Berthelot combining rule. The 

non-bonded interactions separated by exactly three consecutive bonds (1−4 interactions) are 

reduced by related scaling factors which are optimized as 0.50 for VdW interactions and 0.83 for 

electrostatic interactions, respectively [61,62]. For the upcoming investigation of the structure and 

melting temperature of the SA-ZIF composites (shown later in Fig. 3-8), the Nose-Hoover 

thermostat and barostat [101] is applied to the ZIF structures. All simulations are carried out at 

atmospheric pressure. The erythritol molecules are initially placed with an original crystal structure 

a b
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in the pores. After initial relaxation and equilibration, at least 3 ns of simulation is performed for 

each temperature condition with a fixed time step of 1.0 fs. The simulation system sizes are 

summarized in Tables 3-4 and 3-5, where the notation “npP” means “n erythritol molecules per 

pore.” 

 

 

Table 3-1. Force field parameters for ZIF-8 framework. 

 

 

The force field for ZIF-8 cites the results from [97]. 

a X denotes wildcard atoms. i.e., X-A-B-X means any dihedral combination having A-B as 

central atoms. Unmentioned combinations are assumed as negligible torsional potential. 
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Table 3-2. Force field parameters for ZIF-11 framework. 

 

a X denotes wildcard atoms. i.e., X-A-B-X means any dihedral combination having A-B as 

central atoms. Unmentioned combinations are assumed as negligible torsional potential. 
b The force field for ZIF-11 except for b marked terms cites the results from [97]. The b marked 

terms cite the general AMBER force field.  
c Subscripts ɑ and β correspond to the description for CA, HA in a benzene ring, which is 

expressed in the inset structure schema.  
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Table 3-3. Force field parameters for erythritol. 

 

The force field for erythritol cites the results from [99]. 

a X denotes wildcard atoms. i.e., X-A-B-X means any dihedral combination having A-B as 

central atoms. 

c Subscripts t and m correspond to the terminal and mid CT, T, HO units in a carbon backbone. 

d The CT-HC and O-HO bonds are held rigid by the SHAKE method. 

 

 

 

 

 

Table 3-4. Simulation system size for the encapsulated erythritol in ZIF-8. 

 case 
supercell 

size 

ZIF 

atoms 

# of erythritol 

per pore 

total # of 

erythritola 

erythritol 

atoms 

total 

atoms 

ZIF-8 

pristine 

2 x 2 x 2 2208 

- - - 2208 

3pP 3 48 864 3072 

4pP 4 64 1152 3360 

5pP 5 80 1440 3648 

6pP 6 96 1728 3936 

a A ZIF-8 (sod) unit cell has two pores, like a BCC structure. 
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Table 3-5. Simulation system size for the encapsulated erythritol in ZIF-11. 

 case 
supercell 

size 

ZIF  

atoms 

# of erythritol 

per pore 

total # of 

erythritola 

erythritol 

atoms 

total 

atoms 

ZIF-11 

pristine 

1 x 1 x 2 2784 
 

- - - 2784 

4pP 4 16 288 3072 

8pP 8 32 576 3360 

12pP 12 48 864 3648 

16pP 16 64 1152 3936 

20pP 20 80 1440 4224 

a A ZIF-11 (rho) unit cell has two pores, like a BCC structure. 

 

 

3.4 Structure analysis 

3.4.1 ZIFs containing erythritol 

I first analyze the structural characteristics of ZIFs containing erythritol molecules (Fig. 

3-2). The applied force field renders the lattice constant of ZIF-8 comparable with available 

experimental data [102,103] within 2%, as shown in Fig. 3-2a. Upon beginning to add SAs into 

the ZIF pores, Fig. 3-2a shows that the lattice constant of the ZIF composites reduces, which is 

due to the attractive interaction between the ZIF structure and SA molecules, and between the SA 

molecules themselves. However, above a certain number of erythritol molecules in a pore, the 

lattice constant begins to expand, due to the limitation of physical pore size. For example, this 

constraint effect is seen in Fig. 3-2a for 5 and 6 molecules per pore. Similarly, for ZIF-8 with 5 

and especially 6 erythritol molecules per pore (6pP), the thermal expansion trend is different from 

the pristine ZIF-8 case and few-pP cases, indicating that the thermal expansion of the composite 

is dominated by the thermal expansion of the erythritol molecules (The volumetric coefficient of 

thermal expansion, ɑV of ZIF-8 [104] is 11.9 MK-1 smaller than that of solid and liquid erythritol 

[100], 29.4 MK-1 and 395 MK-1, respectively). For ZIF-11 (Fig. 3-2d), although shrinking of the 

framework size is not observed in the small quantity cases (4pP and 8pP) due to the larger pore 

size having enough empty space, further increasing the number of erythritol molecules gives the 

same trends as seen for the ZIF-8 composites in Fig. 3-2a.  

 

Note that the lattice constants of 6pP in ZIF-8 and 20pP in ZIF-11 exceed that of pristine 

ZIFs in the temperature range of my interest (< 400 K), which has the potential to break the ZIF 

structures in a real application. Therefore, I conclude that ZIF-8 and ZIF-11 safely contain up to 5 

and 16 erythritol molecules per pore, respectively. Then, in order to check the diffusibility between 
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pores, I track the absolute displacement of every erythritol molecule from their respective origins 

at the highest loading conditions, and present representative results of a subset of molecules in 

Figs. 3-2b and 3-2e. As expected, based on the small inter-pore aperture diameter of the ZIFs, the 

absolute displacement does not exceed a certain distance, which means that erythritol molecules 

move around only within their original pore. Figures 3-2c and 3-2f show the maximum distance 

of every erythritol molecule itself during their 3 ns trajectory. ZIF-8 and ZIF-11 have the allowable 

cavity distance for erythritol as around 10 Å and 20 Å, respectively. The latter is larger than the 

nominal inner spherical cavity diameter of d=14.6 Å indicated in Fig. 3-1, but this is reasonable 

since the accessible spherical cavity diameter is somewhat larger due to the free space in between 

the benzimidazolate molecules. Furthermore, I notice from Figs. 3-2c and 3-2f that the 

encapsulated erythritols at low temperatures (200 K) are no longer mobile but rather vibrate locally 

within a ~3-5 Å range. The distinction between these two phases (the mobile, liquid-like, high-

temperature phase; and the immobile, low-temperature phase) will be discussed further below. 

 

 

Figure 3-2. Structural analysis of ZIF-8 (top row) and ZIF-11 (bottom row) containing various 

numbers of erythritol molecules. (a,d) Effect on lattice constant according to the number of 

erythritol molecules per pore. (b,e) Absolute displacement (center of mass) of erythritol molecules 

from an origin time. Only a representative subset of molecular trajectories (10 in b, 16 in e) is 

shown here for visibility. (c,f) Accessible internal cavity size as determined by the maximum 

distance among trajectories of each erythritol molecule. 
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3.4.2 Encapsulated erythritols 

The radial distribution function (RDF), g(r), is used to understand structural features of 

the encapsulated erythritol molecules. The g(r) is defined as  

 

 O(() =
'Q(()

P,4S($'(
 (3.2) 

 

where Q(() is the number of particles within a shell of thickness dr and ρn is the average number 

density of the particles in each simulation system. Figure 3-3 explains the erythritol structure by 

the RDFs of two significant atomic relations through comparisons with that of the solid and liquid 

state of pure erythritol from additional simulations. First, the mid-carbon (CTm) atoms are taken 

as the central reference site showing the general density distribution. Figures 3-3a and 3-3c show 

that the RDFs between CTm of the encapsulated erythritol are similar to the RDFs of the liquid 

state of pure erythritol, i.e. relatively slowly varying g(r) with few peaks, for the entire temperature 

range, in spite of the initially placed crystal structure of erythritol. Hydrogen bonds among their 

OH groups are also the key interaction that attracts SA molecules to each other. The major 

difference between pure crystal and liquid erythritol is the hydrogen bond between terminal-

oxygen (Ot) atoms and mid-hydrogen (HOm) atoms. For the crystalline structure, the combination 

of Ot and HOm hardly constitutes hydrogen bonds, which would show up as a strong first peak at 

around 2 Å on the RDF graph between O and H. On the other hand, the amorphous liquid state 

does form hydrogen bonds and its RDF between Ot and HOm (black dashed lines in Figs. 3-3b and 

3-3d) shows a strong peak at 2 Å. The encapsulated erythritol Ot-HOm RDF results show a similar 

strong peak around 2 Å and other similar RDF features as pure erythritol liquid. Therefore, I 

conclude that the boundary attractive interaction of SAs with the ZIF framework frustrates the SA 

crystallization and causes them to remain in an amorphous structure. 

 

Nevertheless, I can notice some evidence that there are two distinguishing amorphous 

phases from the RDF graphs. At the lower temperatures of Fig. 3-3 there are some signatures of 

the beginning of ordering. The first peak (around 5.5 Å) of the CTm RDF splits and the movement 

of secondary peaks (the range of 3 to 5 Å) of the RDF between Ot and HOm are observed at the 

low-temperature range. The melting temperature (Tm) of encapsulated erythritol is definitely 

reduced from the original melting temperature (of 391 K), and the depression amount for the 

encapsulation with ZIF-8 is larger than with ZIF-11 due to the stronger interaction by the smaller 

pore size.    
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Figure 3-3. Radial distribution function among erythritol molecules inside ZIF-8 (top row) and 

ZIF-11 (bottom row). (a,c) RDF between the mid-carbon (CTm) atoms. (b,d) RDF between 

terminal-oxygen (Ot) atoms and mid-hydrogen (HOm) atoms 

 

3.5 Melting temperature of encapsulated erythritols 

Melting temperature Tm is one of the most important and interesting properties for the 

composites. Although the depression of Tm was observed from the RDF analysis, determining Tm 

with a higher accuracy is required to understand further the amorphous phases. Many methods in 

MD simulation have been developed for the computation of Tm: the hysteresis method, the voids 

method, and the solid-liquid interface method as direct methods; and the free energy methods as 

indirect methods [105]. However, those direct methods are not suitable for materials with a small 

number of atoms/molecules and the indirect methods require a clear understanding of the two 

reference phases. In order to figure out the Tm of the nanoconfined erythritols, I here take a different 

approach, beginning with the fundamentals of particle diffusion. The mean squared displacement 

(MSD) has been generally used to measure a diffusion coefficient:  
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where N is the number of particles in simulation system, vector x(i)(t) is the position of the i-th 

particle at time t, and x(i)(0) = x0(i) is the reference position of the i-th particle. Figure 3-4a presents 

the trends of MSD of two idealized systems (bulk liquid, bulk solid) as well as the system 

considered here in which a liquid is confined to a small fixed volume. For identification of bulk 

phases, it would be straightforward to distinguish liquid from solid phases from an MSD(t) 
calculation accordingly, by looking for either MSD increasing linearly with t or saturating with t.  

 

 

 

Figure 3-4. Mean squared displacement. (a) Conceptual examples of two idealized systems (bulk 

liquid, bulk solid) and the confined liquid system. (b) The split of movement of an SA molecule 

into circumferential (ds) and radial (dr) directions based on the spherical symmetry of a ZIF pore. 

 

 

However, in the confined systems, the MSD saturates for the liquid phase as well as the 

solid phase. Such a saturated long-time MSD(t) behavior was confirmed in these systems at all 

temperatures considered (Fig. 3-5). Nevertheless, theoretically the difference between the solid-
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like and liquid-like phases in the confined volume can still be observed in a shorter effective 

sampling time range (highlighted as the orange color in Fig. 3-4a) after the collision time, tcol, and 

before the time limit, tlim, which scales with the accessible cavity size (~d of Fig. 3-1). To calculate 

the MSD I analyze a snapshot of the simulation at some sample time, ts, which must be chosen 

carefully. If ts is too short, i.e. ts<tcol, even liquid phases will not have had enough time for their 

molecules to diffuse around significantly, and the MSD of liquid and solid phases will be 

indistinguishable. Then for a range of ts>tcol, the MSD(t) curves for solid and confined liquid 

phases will diverge: the solid phase MSD(t) saturates for ts>tcol while the confined-liquid phase 

MSD(t) will continue increasing. Finally, if t ts is too large, i.e. ts>tlim, the confined-liquid’s MSD(t) 
will also saturate due to the finite pore confinement volume. Thus, the best regime for 

distinguishing solid from confined-liquid phases based on their different MSD(t) slopes is the 

orange zone in the figure. Below the movements of the erythritol molecules are analyzed by 

dividing them into tangential and perpendicular movement to the ZIF surface. The sod structure 

of ZIF-8 and rho structure of ZIF-11 are approximately spherically symmetric, so the MSD can be 

expressed by the movement in the radial direction and on the ZIF surface, dr and ds, with the 

convenience of spherical coordinates as detailed in Fig. 3-4b.  

 

 

Figure 3-5. Mean squared displacement of erythritol molecules inside ZIF pores. (a) 5pP in ZIF-

8. (b) 16pP in ZIF-11. The saturated trend of MSD at long times shows that erythritol molecules 

cannot diffuse between the ZIF pores.  

 

 I consider 5 sampling times, ts=0.5 ps, 1.0 ps, 1.5 ps, 2.0 ps and 2.5 ps, to identify the 

phases and tcol. The results of the snapshotted MSD at the 5 prescribed sampling times are 

summarized in Fig. 3-6. To better compare the 2d movement of ds vs. the 1d movement of dr on 

the same footing, I choose to plot (ds2)/2 in the figure. Figure 3-6 reveals several phenomena. First, 

in all of the cases tested the movement of the SA molecules along the ZIF surface is equal to or 

larger than movements in the radial direction, i.e. (ds2)/2³dr2, with the largest differences occurring 

a b
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at high temperature and in the ZIF-8 whose pore size is smaller. Since the interaction between 

erythritol and ZIFs is attractive as observed above, the perpendicular movement of erythritol away 

from the pore surface (dr) is limited, like adsorbates on a 2d substrate; while circumferential 

diffusion (ds) while still adsorbed to the pore surface is relatively easier. This phenomenon is 

exaggerated in ZIF-8 rather than ZIF-11, since in the latter some erythritol molecules can be 

located without adjacent interaction with the pore surface due to the larger pore size. Thus, I 

determine the collision time, tcol, by focusing on the MSD(t) results of the dominant movement, 

ds2. At temperatures low enough that the SA molecules can be considered as a solid-like phase, the 

MSD evaluated at sampling times ts>tcol should converge and saturate as explained in Fig. 3-4a.  

 

Although tcol is dependent on the temperature and the number density, I can start the 

temperature region that the results with the most of sampling times converge except for the shortest 

sampling time, ts=0.5 ps. The erythritol is decided as solid-like phase where the sole separation of 

happens because of the shortest ts<tcol and the others’ ts>tcol. At lower temperature, the lesser 

mobility and larger tcol makes that ds2 becomes independent of ts due to all ts<tcol, as shown in Figs. 

3-6b to 3-6d. Recalling again the discussion around Fig. 3-4a, if the SA molecules act as liquid-

like, the MSD increases with ts as ts in the effective range (tcol<ts<tlim) increases. Finally, for each 

sample and temperature, I assess whether ds2 keeps increasing with ts > tcol, or saturates, and use 

this to judge whether that condition is liquid-like or solid-like. The boundary temperature between 

these two phase regimes is identified as Tm and is marked by the dashed red lines in Fig. 3-6.  

 

Like the simple observation in Fig. 3-3, the analysis in Fig. 3-6 also shows Tm of erythritol 

is reduced by the encapsulation in nanopores from the original bulk Tm of 391 K. The Tm 

depression is stronger for smaller pore sizes and smaller number of SA pP. Although Fig. 3-6 shows 

the movements of SA along the ZIF surface dominate those normal to it (ds>dr) due to the 

attractive interaction between SA and ZIF, there are no hydrogen donor or acceptor sites in the 

ligands of ZIF structures. The RDFs between erythritol and ZIFs also support the absence of 

hydrogen bonds (Figs. 3-7 and 3-8). Compared to the first-order phase transition of pure erythritol 

with its strong hydrogen bonds, the required kinetic energy for the second-order phase transition 

between amorphous phases of encapsulated SA is relatively lower; this also reduces the Tm. The 

balance between the hydrogen bonding interaction among SAs and the effect from attractive 

potential field of ZIF surface can also be understood through the surface-to-volume ratio. As more 

erythritol molecules are contained in a pore, there are relatively more “interior” SA molecules than 

“boundary” SA molecules which adjacently interact with ZIF pore surface; since the Tm depression 

is mainly due to those “boundary” molecules, reducing the effective surface-to-volume ratio in this 

way also tends to reduce the Tm depression. The same principle holds for the ZIF-11 with the larger 

pore size which means the smaller surface-to-volume ratio. 

The effect from the attractive potential field of ZIF surface can be probed through the ratio 
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between two directional movements, 2<dr2(ts)>/<ds2(ts)>. This ratio reflects the degree of the 

weaker effect of the ZIF surface, and so approaches to 0 if the surface attractive interaction is very 

strong and must equal 1 for pure bulk erythritol. I focus on times ts ³ tcol (where ts ³1.0 ps). For all 

T, the results in Fig. 3-6 show that this ratio increases for the cases with more erythritol in a pore, 

for example compare 2<dr2(ts)>/<ds2(ts)> for Fig. 3-6a and Fig 3-6b. The ratio is also increasing 

towards 1 in the ZIF-11 as compared to ZIF-8 (compare top and bottom rows) which also makes 

sense because the ZIF-11 has a larger pore volume, in other words, the surface effect weakens and 

the SA experiences a more bulk-like environment overall.  
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Figure 3-6. Mean squared displacements of encapsulated erythritol as a function of temperature, 

evaluated at the 5 different sampling times listed in panel (b,top). I decompose these displacements 

into the radial direction (dr2; upper plot in each pair) and along the surface of the ZIF’s 

approximately-spherical pore (ds2; lower plot in each pair), as indicated in Fig. 3-4b. (a) 3pP in 

ZIF-8. (b) 5 pP in ZIF-8. (c) 4 pP in ZIF-11. (d) 16 pP in ZIF-11. In each case the melting 

temperature, Tm, is determined and indicated by a vertical red dashed line. For each sample, I 

define its Tm such that for all T<Tm the ds2 data is practically independent of ts for 1.0 ps £ ts £ 2.5 

ps, while for all T>Tm the ds2 data increases significantly with increasing ts ³ 1.0 ps.   
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Figure 3-7. Radial distribution function at possible hydrogen bonding pairs between SAs and ZIF-

8. If hydrogen bonds were present, a strong first peak would show up around 2 Å. (a) Pairs between 

HOt atom in erythritol and four types of non-hydrogen atoms in ZIF-8. (b) Pairs between HOm 

atom in erythritol and four types of non-hydrogen atoms in ZIF-8. (c) Pairs between oxygen atoms 

in erythritol and hydrogen atoms in ZIF-8. In all cases no hydrogen-bonding peaks are seen.  



 

 

56 

 

Figure 3-8. (Like Fig. 3-7 but here for ZIF-11). Radial distribution function at possible hydrogen 

bonding pairs between SAs and ZIF-11. If hydrogen bonds were present, a strong first peak would 

show up around 2 Å. (a) Pairs between HOt atom in erythritol and six types of non-hydrogen atoms 

in ZIF-11. (b) Pairs between HOm atom in erythritol and six types of non-hydrogen atoms in ZIF-

11. (c) Pairs between oxygen atoms in erythritol and hydrogen atoms in ZIF-11. In all cases no 

hydrogen-bonding peaks are seen. 
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3.6 Thermal conductivity 

The thermal conductivity, k, of the pristine ZIFs and the composites with encapsulated 

erythritol is predicted by Green-Kubo method [106]. The GK method has been used to investigate 

the thermal properties of dielectric materials, and recently for MOFs [107,108]. Since both ZIF-8 

and ZIF-11 have cubic symmetry, their k is isotropic, which the GK method calculates as 

 

 B =
1

3B'C$E
I 〈K⃗(0) ∙ K⃗())〉'),

*

+
 (3.4) 

 

where kB is the Boltzmann constant, V is the system volume, K⃗())  is the heat current, and 

〈K⃗(0) ∙ K⃗())〉 is the heat current autocorrelation function (HCACF). The heat current is given by  

 

 K⃗()) =
'

')
=(#

&

#
:# (3.5) 

 

where ri and Ei are the position and total energy of particle i.  

 

In this thermal conductivity investigation, I applied a shorter timestep, 0.5 fs. To prevent 

a divergence issue caused by a longer phonon lifetime at low temperatures, I prepared a larger 

simulation size with a 2x3x4 supercell for the pristine ZIF-8 and its composite cases, and a 1x2x3 

supercell for the pristine ZIF-11 and its composite cases. The system is run first in an NPT and 

then NVT ensemble to set the temperature and volume. After the system has reached equilibrium, 

the heat current is obtained from runs in an NVE ensemble over 4 ns, then the thermal conductivity 

is obtained from the integral of the HCACF. For good convergence, every successive 10 ps of heat 

current data is treated as a different independent sample of the HCACF for use in Eq. (3.4). A 

running average is applied to define a convergence region [107], then the thermal conductivity 

reaches a constant value at around 8 ps (Fig. 3-9). At each temperature and case, at least three 

independent runs are performed, and the averaged value is considered for the following discussion.  
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Figure 3-9. (a) Normalized heat current autocorrelation function and (b) thermal conductivity by 

using the Green-Kubo method as a function of correlation time, both for the pristine ZIF-8 at 400 

K. 

 

Figure 3-10 presents the result of this thermal conductivity calculation for pristine ZIF-8, 

pristine ZIF-11, and their composites with various numbers of erythritol molecules inside their 

pores. For context, a previous MD study with the Green-Kubo method had predicted the thermal 

conductivity of pristine (empty pores) ZIF-8 at 300 K and 1 bar as 0.165 Wm-1K-1 [108], which 

was the same order of magnitude as an experimental measurement [93] of in-air thermal 

conductivity of a ZIF-8 thin-film, 0.326 Wm-1K-1. The applied force field with DDEC6 partial 

charge in the present study predicts the thermal conductivity of pristine (empty pores) ZIF-8 at 300 

K and 1 atm as 0.206 Wm-1K-1 which is somewhat closer to the experimental value. For the thermal 

conductivity of ZIF-11, this is the first calculation to the best of my best knowledge. The thermal 

conductivity of pristine ZIF-11 at the standard 1 atm and 300 K is predicted as 0.123 ± 0.004 Wm-

1K-1 which is approximately half that of ZIF-8. The lower thermal conductivity of ZIF-11 could be 

problematic for transferring heat to and from the SAs inside their pores and become a barrier for 

practical thermal applications. 
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Figure 3-10. Thermal conductivity of pristine ZIFs and their composites with encapsulated 

erythritols. (a) ZIF-8 and its composites. (b) ZIF-11 and its composites. In each panel the cold and 

hot temperatures were chosen to ensure that the erythritol acts fully solid-like and liquid-like, 

respectively. Error bars show the maximum and minimum values from repeated calculations. 

 

 

In order to investigate the influence of SA molecules on the thermal conductivity of the 

ZIFs, I calculate the thermal conductivities of composites by increasing the number of erythritol 

molecules in each pore. The results in Fig. 3-10 show that increasing the number of encapsulated 

erythritol molecules enhances the thermal conductivity for the both ZIF structures. This indicates 

that the erythritol molecules inside ZIF pores contribute to the heat transfer as additional parallel 

pathways. Note that fundamentally this increase was not a given, as the presence of additives in 

porous materials can positively or negatively affect the thermal conductivity of composites as new 

heat pathways or phonon scattering sources, respectively [96].  

 

To elucidate further the thermal conductivity enhancement induced by the SA molecules, 
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I perform a phonon frequency analysis on ZIF structures with and without SA molecules [96,108]. 

The Fourier transform of the normalized HCACF, 〈K⃗(0) ∙ K⃗())〉/〈K⃗(0) ∙ K⃗(0)〉 , is used for the 

analysis as shown in Figs. 3-11a to 3-11c. The presence of SAs inside the ZIF pore does not disturb 

the major phonon frequency peaks of pristine ZIFs (compare the blue and red lines in Figs. 3-11a 

and b). Still, for both ZIFs the composite’s peaks are stronger for frequencies around 40 THz, as 

seen in the insets. As seen in Fig. 3-11c this frequency range originates from the erythritol’s major 

phonon frequency for the amorphous liquid state, as highlighted with orange color in Figs 3-11a 

to 3-11c.  

 

The ZIF-8 composite shows an additionally enhanced peak at a very low-frequency range 

(< ~2 THz; blue shading in Fig. 3-11b inset), which has long lifetimes. To understand the origin of 

the phononic heat transfer of the very low-frequency range, the vibrational density of states (VDOS) 

is calculated by taking the Fourier transform the atomic velocity autocorrelation function (VACF) 

[109],  

 

 VDOS(ν) = Ih()) exp(−2Slm) '), (3.6) 

 

where ν is frequency, j is the imaginary number, and h is the VACF which is defined as h()) =

〈∑ 4#(0) ∙ 4#())# 〉/〈∑ 4#(0) ∙ 4#(0)# 〉. Figure 3-11d presents the VDOS for the atoms which are 

most important for energy transfer in ZIF-8 [108], namely Zn, N, and C1, as well as the VDOS for 

the edge atoms of erythritol, namely O, HO, and HC (details of labelling in Table 3-3). The O 

atoms in erythritol vibrate with the low-frequency phonon modes (< ~2 THz; blue shading in Fig. 

3-11d) which overlap with the phonon modes of the main channel for energy transfer of ZIF-8 

structure, Zn and C1. The 40 THz region phonon mode from erythritol is the major phonon mode 

of the edge hydrogen atoms (HO and HC, yellow shading) which closely interact with the ZIF 

ligands.  

 

I also want to bring attention to the fact that the k of the liquid-like phase is larger than 

that of the solid-like phase, kliquid-like > ksolid-like seen in Fig. 3-10. This trend between solid-like vs. 

liquid-like erythritol is unusual compared to pure erythritol (0.89 ± 0.06 Wm-1K-1 at 20 oC solid 

and 0.33 ± 0.02 Wm-1K-1 at 140 oC liquid) [100], and most natural materials, which have kliquid < 

ksolid [110]. To try to understand this unusual trend, I recall that Fig. 3-6 showed that the liquid-like 

SAs inside nanopores are more mobile than the solid-like SAs. At the atomistic scale within the 

framework structure, even at the highest SA loading conditions considered, there should be some 

vacant volume inside the pore which is not occupied by the SA molecules. Thus, a further heat 

transfer can be induced by the direct SA molecules transport or a thermocapillary mechanism 

within the mobile liquid-like phase.  
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Figure 3-11. Phonon analysis by Fourier transform of the normalized HCACF and VACF at 400 

K. (a) Comparison between pristine ZIF-11 and the case of 16pP in ZIF-11. The inset shows the 

10-50 THz range in more detail. (b) Comparison between pristine ZIF-8 and the case of 5pP in 

ZIF-8. (c) Pure liquid erythritol. (d) VDOS comparison between pristine ZIF-8 (left) and the case 

of 5pP in ZIF-8 (right).  Shaded bands indicate the enhanced heat transfer originating from the 

contributions of the edge atoms of erythritol, namely O (<2 THz, blue shading) and HO & HC 

(~40 THz, yellow shading). 
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Chapter 4 
 

Thermal rectification via heterojunctions of  
solid-state phase change materials 
 
Content in this chapter is adapted with permission from the following publication: 

 

H. Kang, F. Yang, J. J. Urban, “Thermal Rectification via Heterojunctions of Solid-State Phase-

Change Materials”, Physical Review Applied 10, 024034, (2018) 

 

 

4.1 Introduction  

Inspired by the conceptual keystone of the microelectronics industry, the transistor, 

research on thermal transport with nonlinear thermal properties, such as nonlinear temperature- 

(or atomic mass, pressure, geometry) dependent thermal conductivities, has attracted a great deal 

of attention in recent years. Thermal devices including thermal rectifiers [111-125] and thermal 

transistors [111,112] have been realized by nonlinear transport phenomena such as thermal 

rectification (i.e. heat transport characterized by a preferential direction for heat flow, as described 

in Fig. 4-1). To achieve thermal rectification, several mechanisms at solid states have been 

suggested, such as enhancing lattice anharmonicity [112,126], use of asymmetric nanostructures 

[114-119], defects in structures [120,121] and asymmetric scattering of photons [122-124]. 

However, none of these proposed mechanisms has yielded materials with large thermal 

rectification, experimentally and analytically. Another promising mechanism, solid-state junctions 

using phase change materials, have been recently used for thermal rectification [127-130] and 

show great potential for making devices that scale effectively. Cottrill et. al. [131] analyzed the 

thermal rectification in a single phase change material. However, they limited their analysis to the 

simplest case with only one phase change material and thus can only provide rectification defined 

by the contrast of the high and low thermal conductivity phase of that individual material. The 

parametric study to obtain the thermal rectification remained in numerical approach, without an 

empirical solution for the maximal performance. Recently, they extended the approach to a 

junction with two phase change materials, however, considered limited cases which can make only 

one phase change situation at one time [132]. Ordonez-Miranda et. al. [133] studied an added 

hysteresis effect of a phase change material in the junction and figured out the main key parameter 

for the thermal rectification is thermal conductivity contrast of the phase change material. In 

addition, due to the lack of choice of appropriate materials, the thermal bias spans a very broad 

range (>50 K), limiting its use in applications such as thermal energy storage and thermal circuits, 
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which usually operate in a narrow thermal bias. The thermal rectification effect occurring in a 

narrow temperature window results in a greater potential to enhance when the thermal bias 

increases. 

 

 
 

Figure 4-1. Basic concept of thermal rectification. Analogous to the electrical diode, the thermal 

rectifier transmits heat more easily in one direction than in the reverse direction. The subscript HL 

and LH indicate the direction of heat flux, from high (H) to low (L) temperature, or vice versa. 
 
 

4.2 Problem statement 

In this chapter, I propose a general theory that can handle multiple phase change materials 

and interfaces, thus providing large thermal rectification ratios well-beyond that provided by the 

mere thermal conductivity contrast of any one individual material. Specifically, heterojunctions 

using two phase change materials can strongly enhance the thermal rectification with the advantage 

of additional interfaces, as depicted in Fig. 4-2. This work encompasses a full physical picture of 

heat transport in phase change materials, fundamentally addressing all possible experimentally 

observable scenarios of thermal rectification. Then, this study applies the general theory to real 

rapid jump thermal conductivity materials. With recent advancements in solid-state materials, 

phase transitions can occur over just a few degrees in temperature. One prominent example is the 

metal-insulator-transition (MIT) which occurs in tungsten doped vanadium dioxide (VO2) [134]. 

It has a MIT phase change in a very small temperature window (~5 K) which can show a thermal 

conductivity contrast clearly, and a higher thermal conductivity when the temperature rises across 

the MIT temperature. Thus, combining it with another material with the opposite temperature 

dependence, thermal rectification can be enhanced. Finally, the general theory suggests the 

theoretical maximum of thermal rectification factor of the solid-state junctions. 

 

 

TH TL
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THTL

qHL
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Figure 4-2. Heterojunction using two phase change materials in series. Schematic geometry of the 

suggested junction. The black line represents the temperature profile within the structure when 

phase changes exist in both A and B materials. 

 
 

4.3 Theoretical model 

4.3.1 Heterojunction design 
I start with a junction formed by two materials, A and B, each possessing a phase change 

at temperatures TA* and TB*, respectively. For bulk or thin film samples, I assume heat transfer is a 

one-dimensional problem. Without losing generality, I take the case where material “B” has a 

higher phase change temperature than material “A” (i.e. TA*<TB*). I also assume that A has a 

thermal conductivity, kA,L, at low temperature and a thermal conductivity, kA,H, at high temperature. 

Here, the subscripts denote the material index and temperature region in relation to its phase 

change temperature (higher or lower), respectively. I also apply analogous nomenclature to 

material B. For simplicity, I assume thermal conductivity is a step function with respect to 

temperature through the phase change. This step function assumption is supported by the 

acceptable similarity of thermal conductivity trend in several materials within a large temperature 

range [134,135]. The schematic in Fig. 4-2 represents the geometry of the junction in materials A 

and B of lengths lA and lB, respectively. I name the heat flux traveling in the direction depicted in 

Fig. 4-2 as qLH and the heat flux traveling in the opposite direction as qHL. I treat the heat flux 

directions separately, meaning qLH and qHL represent their absolute magnitude. With heat flux in 

both directions, I define the thermal rectification factor as the normalized heat flux difference, 

 

 . (4.1) 

 

In general, linear thermal transport, especially, no thermal rectification, the thermal rectification 

factor should be the minimum value, zero. The designed heterojunction would have a thermal 

rectification factor trend depending on thermal bias with an optimum. 
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4.3.2 General theory 

 The governing equation for this study is Fourier’s law under steady state conditions. I 

assume that the thermal boundary resistance at the junction is negligible. The ratio of thermal 

boundary resistance to the thermal resistance of materials can affect the thermal rectification factor 

[132]. The eligible device length depends on the thermal conductivity of the applied materials and 

the contact resistance at the interface between different materials. This assumption holds if the 

device length is on the order of 300 nm or longer, since the most of similar thermal contact 

conductance at interface between different materials is on the order of 100 MWm-2K-1 [136-138] 

and the minimum order of that is around 30 MWm-2K-1 [139-142]. The boundary conditions are 

the temperatures TH and TL and the known phase change temperatures TA* and TB*. Heat fluxes 

through each material or phase are described by: 

 

 . (4.2) 

 

 The problem I consider here is a general case with two phase change materials. When the 

thermal bias, TH-TL, changes, the phase change interface in the materials moves. There are a 

multitude of different factors that must be taken into consideration, such as the phase change could 

happen in A and/or B, or the flux direction yields different amounts of heat flux. In this study, I 

analytically derive the heat flux for all cases and the criteria to determine an appropriate case, 

compute the thermal rectification factor, γ, and give suggestions for designing an optimal thermal 

rectifier. 

 

 Firstly, I start from conditions that the phase change temperatures for both materials are 

between TL and TH (i.e. TL ≤ TA* ≤ TH and TL ≤ TB* ≤ TH). Given these conditions, there are four 

possible cases of heat flux for the qLH direction with respect to the interface position of the phase 

change: a phase change occurs only in material A or B, or in both or none of the materials, as 

summarized in Table 4-1. On the other hand, all these cases are possible for the qHL direction except 

for the case of phase changes in both material A and B due to the temperature inequality order, as 

summarized in Table 4-2. Through multiple steps to simultaneously solve Eq. (4.2) for Fourier’s 

law, I can firstly derive a relation of the phase change position in a certain material, and then obtain 

the magnitude of steady heat flux sequentially. The process to the general solutions is depicted 

below. 
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Table 4-1. Total possible phase change cases with respect to the inequalities between the phase 

change temperatures and boundary temperatures for the qLH direction. 

TL Material 
A 

Ti Material 
B 

TH # of phase 
change 

TA*, TB*  kA,H   kB,H   0 

TA*  TB*, kA,H   kB,H   0 

TA*  kA,H  kB,L TB* kB,H  1 

TA*  kA,H   kB,L  TB* 0 

 kA,L TA*, TB* kA,H  kB,H   1 

 kA,L TA* kA,H kB,L TB* kB,H  2 

 kA,L TA* kA,H  kB,L  TB* 1 

  kA,L  kB,L TA*, TB* kB,H  1 

  kA,L   TA*, kB,L  TB* 0 

  kA,L   kB,L  TA*, TB* 0 

 

 

 

Table 4-2. Total possible phase change cases with respect to the inequalities between the phase 

change temperatures and boundary temperatures for the qHL direction. 

TL Material 
A 

Ti Material 
B 

TH # of phase 
change 

TB*, TA*  kA,L   kB,L   0 

TB* kA,H TA* kA,L  kB,L   1 

TB*  kA,H   TA*, kB,L   0 

TB*  kA,H   kB,L  TA* 0 

 kA,H TB*, TA* kA,L  kB,L   1 

  TB*, kA,H   TA*, kB,L   0 

  TB*, kA,H   kB,L  TA* 0 

  kA,H  kB,H TB*, TA* kB,L  1 

  kA,H  kB,H TB* kB,L TA* 1 

  kA,H   kB,H  TB*, TA* 0 
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Figure 4-3. Thermal resistance circuit diagram for the heterojunction design comprised of two phase-change materials. 
 
 
For the qLH direction with the case of that phase change occurs in both materials, I start from two heat flux equations attained 
from the thermal circuit diagram in Fig. 4-3.  
 

 ! = #!∗ − ##
%! &!,#'

= #% − #!∗
()! − %!) &!,%' + ()& − %&) &&,#' + %& &&,%'

. (4.3) 

 ! = #&∗ − ##
%! &!,#' + ()! − %!) &!,%' + ()& − %&) &&,#'

= #% − #&∗
%& &&,%'

. (4.4) 

 
The two heat flux equations are rearranged in terms of δA and δB.  
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I eliminate the terms of δA by combining the equations. 
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The equation is rearranged as in terms of δB.  
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I remove the fractions by multiplying both sides by kA,L kA,H kB,L kB,H. 
 
2'34&!,%(#% − #!∗) + &!,#(#!∗ − ##)54&&,%(#% − #&∗) + &&,#(#&∗ − ##)5 − (#!∗ − ##)(#% − #&∗)6&!,% − &!,#76&&,# − &&,%78 
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)!
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&&,#
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     = 9',((#% − ##)6&!,%)& + &&,#)!7(:( − :'∗ ). (4.9) 

 
The bold terms in Eq. (4.9) are replaced by a heat flux term, q, through the equation of  
 

 ! = #% − #&∗
%& &&,%'

. (4.10) 

 
Then, I can obtain the general heat flux relation for the case of that a phase change occurs in both materials as below. 
 

! = 4&!,%(#% − #!∗) + &!,#(#!∗ − ##)54&&,%(#% − #&∗) + &&,#(#&∗ − ##)5 − 6&!,% − &!,#76&&,# − &&,%7(#!∗ − ##)(#% − #&∗)
(#% − ##)6&!,%)& + &&,#)!7

. 

   (4.11) 

 
If a phase change occurs only in material A or B, the other martial without a phase change possesses a constant overall thermal 
conductivity. For the case of a phase change only in A with TL ≤ TB* ≤ TH condition, kA,H is substituted by kA,L then the above 
relation with two phase changes can be simplified as  
 

 ! = &!,#4&&,%(#% − #&∗) + &&,#(#&∗ − ##)5
&!,#)& + &&,#)!

. (4.12) 

 
Similarly, the relation for the case of a phase change in only in B with TL ≤ TA* ≤ TH condition is obtained by substituting kB,H 

for kB,L.  
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 ! = &&,%4&!,%(#% − #!∗) + &!,#(#!∗ − ##)5

&!,%)& + &&,%)!
. (4.13) 

 
 
Eqs. (4.12) and (4.13) can be reduced again to derive the relation for the case of none phase change in neither material.  
 

 ! = &!,#&&,%(#% − ##)
&!,%)& + &&,%)!

. (4.14) 

 
Likewise, the heat flux relations for the qHL direction can be derived by following the same process above with the total case 
study in Table 4-2. The general solutions to all cases on both directions are summarized in Tables 4-3 and 4-4. The adjustment 
methods for the extended conditions will be discussed. 
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Table 4-3. Heat flux relations for qLH with corresponding criteria. The criteria on columns and rows independently determine 
the existence of phase change in material A and B, respectively. 
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Table 4-4. Heat flux relations for qHL with corresponding criteria. The relation on the second column is about the state of the 
absence of phase change in both materials. 

 Phase change in A: 
RHL < θA 

No change: 
θA ≤ RHL ≤ θB † 

Phase change in B: 
θB † < RHL 

qHL =    

† when θB < 0, there is no phase change in both materials. It is equivalent to assume θB as very large number 
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4.3.2 Criteria to determine phase situations 

The criterion parameters are important since they are related to how many phase changes 
occur and in which material. Thus, they determine which heat flux relation for qLH in Table 4-3 or 
for qHL in Table 4-4 is appropriate. These criterion parameters are defined by both boundary 
temperatures (TH and TL) and thermophysical properties of A and B. The following dimensionless 
temperatures 
 

  and  (4.15) 

 
are introduced as representative parameters for thermal condition effects on judging the cases. The 
criterion for each direction is separately proposed since the possible number of phase changes is 
different. There are two criterion relations for each material for the qLH direction. In order for a 
phase change to occur in material A, the temperature at the junction point between materials A and 
B, Ti, should be larger than the phase change temperature TA*. 
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To express the criteria with the design and operating parameters, δB is also presented and replaced 
by the parameters from the heat flux relations.  
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Starting from the inequality condition (4.16), I can obtain a relation of 1/θA>RLH,A. 
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Similarly, the derivation for the material B starts from a physical condition between Tb* and 
junction temperature, and δA expression.  
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Then, the relation detailing the existence of material B is obtained as θB>RLH,B. 
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The two criteria for qLH independently determine the existence of phase change in material A and 
B, as summarized in Table 4-3.  
 
 In the qHL direction, one phase change can occur at most. From the same comparison using 
the inequality conditions below, a criterion RHL is found to be sufficient for determining whether 
the phase change for both materials exists or not. The detailed inequality criteria with a 
dimensionless ratio, RHL, are summarized in Table 4-4. 
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4.3.4 Adjustment method for extended conditions 

The above criteria and the general solutions in Tables 4-3 and 4-4 are valid only when the 
phase change temperatures are within boundaries TL ≤ TA* ≤ TH and TL ≤ TB* ≤ TH. If TA* or TB* is 
outside these ranges, no phase change should arise. Should this be the case, the material can be 
assumed to possess a constant overall thermal conductivity. To adjust the situations with correct 
properties, I have to substitute kA,H for kA,L and/or kB,L for kB,H to the relations and criteria for the 
qLH in Table 4-3 when TA* < TL and/or TB* > TH, respectively. Likewise, when TA* > TH and/or TB* 

< TL, the values of kA,L and/or kB,H for the qHL are substituted for kA,H and/or kB,L in Table 4-4, 
respectively. Another adjustment for the qHL is additionally needed since RHL is a single criterion 
for both materials, and mentioned in Table 4-4. On the boundary of criteria, the solutions to the 
heat flux of both sides should be physically continuous and the continuity was validated. 
 
 
4.4 Case study 
4.4.1 Applied materials 

Based on this general theory, I introduce a candidate material pair to show the potential 
thermal rectification effect of phase change heterojunctions. At room temperature or above, where 
most thermal diodes are used, low temperature thermal conductivities in the solid-state phase are 
higher than the high temperature thermal conductivities, such as polyethylene [135] (material A in 
the model). To maximize thermal rectification of the heterojunction, choosing a material with the 
opposite temperature trend can be a promising design for the other side. One candidate is metallic 
VO2 (material B in the model) [134]. Indeed, the materials have the thermal conductivities like a 
step function [134,135], and have been used in literature [131]. The narrow transition temperature 
range hardly degrades the thermal rectification factor as enough thermal bias is applied [132]. The 
phase change temperatures and amplitude of thermal conductivity for both materials are tunable, 
either by doping [134], geometric factor [135], or stress [135]. For this work, I used the thermal 
conductivity data of the polyethylene by large-scale molecular dynamics simulations and the 
metallic VO2 [134] by experimental measurements on a suspended device. Both temperature-
dependent thermal conductivities show that the shapes are good approximation of step functions 
even at the length scale of <100 nm. Even though VO2 exhibits a hysteresis effect in heating and 
cooling processes, the general theory can cover the both heat flux based on different properties 
from the hysteresis. Since my theory here is general and I wish to test an example with more 
varieties of phase change states, I assume VO2 has a higher value of virtual representative phase 
change temperature as TB*=340 K than the polyethylene with TA*=320 K. Otherwise, I do not 
optimize other material properties (such as thermal conductivity ratio across phase change 



 

 

76 

temperature) to achieve best performance instead I keep them the same as literature values 
[134,135], as summarized in Table 4-5. 
 
 
Table 4-5. Material properties used for the calculation in this manuscript for polyethylene (material 
A) [135] and tungsten doped VO2 (material B) [134]. 

TA* 

[K] 
TB* 

[K] 
kA,L 

[Wm-1K-1] 
kA,H 

[Wm-1K-1] 
kB,L 

[Wm-1K-1] 
kB,H 

[Wm-1K-1] 
lA/lB 
[-] 

320 340† 30 10 2 4 4 

      † The value of TB* is virtual  
 
 
4.4.2 General theory results 

 

 
 

Figure 4-4. Thermal bias dependent thermal rectification via a heterojunction between 
polyethylene (material A) [135] and tungsten doped VO2 (material B) [134] as detailed in Table 4-
5. Regimes with different slopes represent different combinations of phase change states between 
the two materials Two representative states yielding different thermal rectification trends are 
detailed in the inserts. 
 

Figure 4-4 shows the thermal rectification factor dependent on thermal bias. The interface 
positions of phase change in both materials move with respect to the change of temperature TH, as 
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the temperature TL at the other end is fixed. The moving phase change interfaces in both materials 
are responsible for the various cases of thermal rectification. In the given conditions, seven distinct 
regions with different slopes of the thermal rectification factor are observed. All of which are 
derived from different phase change states. Two representative states, yielding different thermal 
rectification trends, are described as schematics in the insets. The thermal bias determines the 
phase changes, and thus defines the overall thermal conductivity and heat flux in each state and 
direction. The changing overall thermal conductivities are the underlying phenomenology behind 
thermal rectification. 
 

At the flat regions in Fig. 4-4, I note that there is no phase change in either direction or 
material. The junction with two materials possessing the thermally opposite phase change trends 
is expected to perform high thermal rectification. In this case, the solid-state junction using the 
phase change materials shows a maximal thermal rectification factor of 80 %, with a great potential 
to achieve a higher thermal rectification compared to the concept with an asymmetric shape of a 
material such as the 7 % of a carbon nanotube [116] and 28 % of VO2 [118]. Furthermore, as the 
concept developed in this work is based on bulk properties, the solid-state thermal device can be 
scaled up significantly more easily in comparison to nanostructures in the literature. 
 

The general theory presented above offers a physical interpretation of thermal rectification, 
thus directly examining the contribution of each parameter to the thermal rectification factor and 
the relationship among these parameters. As investigating to optimize the thermal rectification 
factor according to geometric characteristics, I can recognize the thermal rectification of the 
junction depends on the length ratio lA/lB of the materials, not on the length itself. As shown in Fig. 
4-5 which presents the thermal rectification factor obtained by the length ratio and thermal bias, 
the length ratio lA/lB, as a design parameter, is a critical parameter to determine the trend of thermal 
rectification factor, as well as its maximal value. Furthermore, under particular conditions such as 
the black line of lA/lB = 23, I can observe more than one local maximum. The result with plural 
optimization points represents that the solid-state junction is dominated by the complex phase 
change scenarios and this general theory is able to provide a design guide for thermal devices from 
testable predictions.  
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Figure 4-5. Optimal thermal rectification with respect to a selected design parameter, the length 
ratio lA/lB. The 3D mesh graph shows the existence of local and general optimization points for 
thermal rectification. (Other parameters are detailed in Table 4-5)  
 
 
4.4.3 Global optimal solution 

This general theory works as a powerful and convenient tool to understand the physics of 
different cases of phase change in the heterojunction and the theoretical limitations on the 
performance of such a thermal diode. The general theory shows that the phase change temperature 
as well as the length ratio are two knobs to tune the thermal rectification factor. In order to examine 
the maximum potential rectification behavior possible across the heterojunction, I study the effect 
that changing the phase change temperature in each material has. In the following analysis, T*VO2 
is considered as a tuning parameter while T*Polyethylene is fixed as 320 K and the generality of 
T*A<T*B should be kept by choosing VO2 as material A at the cases of T*VO2<T*Polyethylene. Figure 4-
6 presents the dependence of the thermal rectification factor with respect to T*VO2 for three different 
length ratios. The black dashed line in Fig. 4-6 refers to the condition where VO2 has the same 
phase change temperature as polyethylene (i.e. 320 K). Two noticeable features emerge from this 
analysis, which I discuss below.  
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Figure 4-6. Optimal thermal rectification with respect to phase change temperature at the defined 
length ratio, (a) lVO2/lPolyethylene = 2, (b) l VO2/lPolyethylene = 4 and (c) lVO2/lPolyethylene = 8. The area inside 
the black line in each figure has the same thermal rectification factor γ and the maximum value of 
γ. The black dashed lines mean the condition the VO2 has the same phase change temperature with 
the polyethylene as 320 K. The magenta dashed line in (b) corresponds to the condition of the case 
study at Fig. 4-4. (Other parameters are detailed in Table 4-5)  
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(and not at one particular point). The area inside the black solid line (the plateau region) has the 
same value of γ as a local maximum across the entire area. Basically, the highest possible γ 

0 10 20 30 40 50 60 70
310

315

320

325

330

335

340

345

350

0 10 20 30 40 50 60 70
310

315

320

325

330

335

340

345

350

0 10 20 30 40 50 60 70
310

315

320

325

330

335

340

345

350

Thermal bias, (K)TH -TL

* T V
O

2  
(K

)
a b

c

TPolyethylene 
* TPolyethylene 

*

TPolyethylene 
*

lPolyethylene / lVO2 = 2 lPolyethylene / lVO2 = 4

lPolyethylene / lVO2 = 8

0 20 40 60
310

315

320

325

330

335

340

345

350

0

0.2

0.4

0.6

0.8

1

1.2
γ

* T V
O

2 
(K

)
Thermal bias, (K)TH -TL

Thermal bias, (K)TH -TL

* T V
O

2 
(K

)



 

 

80 

available from the heterojunction, occurs when both materials are in their most thermally 
conductive phase in one direction and in their lowest thermally conductive phase in the other 
direction. However, as a practical matter, this limiting case seldom occurs in real systems, so, in 
general, it is important to examine the case where the local maximum γ predominates – this is 
where only one material is exhibiting a phase change interface in both directions. In this 
circumstance, the plateau regions confirm that the thermal rectification maxima are robust to small 
thermal perturbations from the ideal case. In more detail, when I check the phase change states of 
the plateau regions, there is only one phase change in both heat flux directions in the same material 
(in the VO2 material at the length ratio conditions of Figs. 4-6a and 4-6b, and in the polyethylene 
material at the condition of Fig. 4-6c).  
 

I can derive the mathematical solution of γ for each region from the general theory 
summarized in Tables 4-3 and 4-4. When the phase change occurs only in material A (as is the case 
in Fig. 4-6c which has a large length ratio lA/lB), the heat flux of each direction can be calculated 
as 
  

 , (4.25) 

 . (4.26) 

 
At conditions that cause higher heat flux in the qLH direction, the solution of γ in the case of a phase 
change in material A in both directions can be derived by inserting Eqs. (4.25) and (4.26) into the 
Eq. (4.1) as follows. 
 

 . (4.27) 

 
Additionally, the solution of γ with a phase change in material B can be presented as 
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Both equations are possible solutions for maximum γ, expressed as an independent relation 
of the thermal bias (TH and TL) and the phase change temperatures (TA* and TB*). It means that the 
change in overall thermal conductivity for both directions is maintained at a certain rate according 
to the thermal bias, even though the phase change interface is moving. Thus, the optimal plateau 
regions, which share an identical thermal rectification factor, occur due to the independency of the 
thermal rectification on the axis variables, the thermal bias and T*VO2. 
 
 The second feature worth noting arises that the thermal bias range satisfying the local 
optimal γ is the widest when the phase change temperatures of the two materials are identical, i.e. 
at the condition on the black dashed line in Figure 4-6. As the phase change temperatures of two 
materials approach the same value, the possibility of the state with two phase changes in the qLH 
direction disappears. The more phase change interface disturbs to actualize the higher thermal 
rectification from the appropriate thermally conductive phase for each heat flux direction. The 
state with only one phase change can utilize the proper phase of at least the other material which 
a phase change does not occur, in contrast to the state with two phase changes. The reduced 
possibility of the additional phase change widens the thermal bias condition for the local maximum 
γ. 
 
 By leveraging the tunability of the phase change temperature, a solid-state junction 
consisting of two materials with an identical phase change temperature is the most promising case. 
Below, I examine the theoretical maximum thermal rectification factor in this case. One additional 
optimization parameter for this solid-state heterojunction is the ratio of the lengths of each segment 
of material, lA/lB. Figure 4-7 shows the maximal thermal rectification factor γmax of the 
heterojunction at each length ratio condition. The results of γmax corresponds to the mathematical 
solutions from Eqs. (4.27) or (4.28), as expected from the above analysis. A global optimization 
value is obtainable from the intersection of the two equations. To achieve the global maximal 
performance of the heterojunction, the length ratio should satisfy the following relation of lA/lB. 
 

 . (4.29) 

 
Then, as the optimized length ratio inserts into Eqs. (4.27) or (4.28), the equations result in the 
identical thermal rectification factor of 
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 The theoretical maximum solution is based on the geometric mean of the thermal 
conductivity ratio of the two materials. The relation with the thermal conductivity ratio is 
consistent with the initial intuition of selecting polyethylene as material A (kA,L>kA,H) and VO2 
(kB,L<kB,H) as material B to achieve an effect of thermal rectification in this case study. The 
maximum solution shows there is no limit ceiling for the thermal rectification in this design. A 
phase change material with one phase change temperature makes two separate phases. Thus, two 
materials in the junction design are sufficient number to realize the effect of thermal rectification. 
Additionally, I am able to check that the length ratio for the high thermal rectification is dependent 
on the ratio of the general thermal conductivity between two phase change materials. 
 

Upon close inspection of this condition of the length ratio for the theoretical maximum, a 
plateau region according to thermal bias does not appear, in other words, the optimum γmax is 
observed at a specific thermal bias condition. The phase change temperature is located at the 
junction interface in both directions. Without any phase change in both materials, the 
heterojunction can be operated only with low thermal conductivities of both materials in one 
direction and high thermal conductivities in the opposite direction. As presented in Fig. 4-7, the 
heterojunction with the two materials has a theoretical potential to present the γmax of over 140 %. 
Although based on optimal phase change temperatures of materials and a specific thermal bias 
condition, the theoretical maximum value suggests the guidance for design and material selection, 
and clarifies the possibility of the heterojunction as a thermal rectifier with an outstanding thermal 
rectification factor. 
 
 



 

 

83 

 
Figure 4-7. Maximal thermal rectification gmax with TA* = TB* condition at each length ratio. The 
green line is the solution of γ for the case of a phase change in material A in both directions and 
the red line is the solution for that in material B. The global maximal rectification is observed at 
the intersection between the two solutions. The theoretical maximal rectification is based on the 

geometric mean of the thermal conductivity ratio of the two materials as expressed as !!!,#
!!,$

!%,$
!%,#

−

1 with the optimized length ratio of "!"% = !!!,#
!%,#

!!,$
!%,$

. (Other parameters are detailed in Table 4-5) 
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Chapter 5 
 

Summary and future works 
 

5.1 Summary of this dissertation 
 This dissertation has made contributions to the understanding of anomalous phases for 
thermal energy materials and their second-order phase transitions; and suggested a theoretical 
model of a nonlinear transport phenomenon, thermal rectification, by using phase change materials. 
Here I summarize the content of this dissertation.  
  

Chapter 2 presented a molecular insight into the lower critical solution temperature (LCST) 
transition of aqueous ionic liquids. Thermally responsive ionic liquids are promising draw solutes 
for forward osmosis desalination as they exhibited high osmotic pressures and a small enthalpy of 
phase separation from water compared to conventional unresponsive draws (NaCl) and thermolytic 
salts. For an understanding of changes in the local molecular environment during the transition, 
the dynamic light scattering (DLS) revealed a common trend among IL-water LCST mixtures in 
which the IL forms small aggregates below Tc, which subsequently increased in size upon heating 
leading up to the critical point. This observation was specific to LCST mixtures i.e., after minor 
chemical modification of the anion which led to a fully miscible mixture, the system exhibited 
long-range order of hundreds on nm, which then decreased in size upon heating. Molecular 
dynamics (MD) simulation supported a stronger attractive interaction between cations and anions 
at above Tc of LCST. The driving force for the aggregation phenomena was analyzed by directional 
bonding with water molecules. For the ionic liquid combination to have LCST behavior, the 
directional bonding with water molecules was necessary to contribute to hydration shells around 
the ions of ionic liquid rather than hydrogen bonds. This chapter also investigated the osmotic 
strength of two candidate ionic liquids as draw solutes to desalinate feeds of varying salinity. The 
osmolality of the aqueous ionic liquids deviated from an ideal solution by van’t Hoff theory. MD 
simulation explained the unusual dissolution by checking the number of water molecules inside 
the ions’ first coordination shell to form a hydration shell. The study suggested a method to define 
a free ion by a cut-off number to satisfy the requirement for a hydration shell by comparing it with 
a single ion and pair simulations. 
 

Chapter 3 investigated the amorphous phases and behavior of nanoconfined erythritol, as 
a representative of sugar alcohols (SAs), in ZIF-8 and ZIF-11 pores by utilizing MD simulations. 
Sugar alcohols have attractive characteristics as phase change materials, nevertheless, their 
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relatively high melting temperature limits their application in the real world. Nanoconfinement 
was used as a parameter to reduce the melting temperature. Although the experimental 
encapsulation of SAs (erythritol and xylitol) within a class of MOF was demonstrated, the 
mechanism behind the observed melting point depression and the phase identification in the 
nanopores could not be experimentally observed. Based on reliable partial charges for the ZIF 
structures calculated by a density functional theory, structural analysis showed the attractive 
interaction between SA and the ZIF structure frustrates the crystallization of SAs, and verified the 
second-order phase transition between amorphous phases. Here, I suggested a methodology to 
determine the phase transition temperature by using the MSD with fixed sampling times. The 
melting temperature of erythritol was reduced by the nanoconfinement from 391 K to 330 K or 
lower as a function of the ZIF pore size and the number of SA molecules. This chapter also 
explored the thermal conductivity of the SA-in-ZIF composites. The phonon frequency analysis 
through the HCACF and VDOS verified that the presence of SA molecules enhances the heat 
transfer by adding additional heat pathways between the nanoporous structure of ZIFs.  
 

Chapter 4 studied a practical thermal device application that can be realized by phase 
change materials. Analogous to the electrical diode, a thermal rectifier transmits heat more easily 
in one direction than in the reverse direction. I suggested a thermal rectifier design of a solid-state 
junction comprised of two phase change materials and discussed a general theory for calculating 
the thermal rectification factor of the system. This provided a comprehensive analysis, considering 
whether phase changes happen in either (or both) of two material heterojunctions. The analysis of 
a heterojunction by the general theory showed the possibility to obtain a high thermal rectification 
by utilizing the thermal conductivity difference between phases of existing materials. With a 
further analysis based on the tunable phase change materials, the general theory suggested the 
theoretical maximal thermal rectification factor from optimization of design and thermal-bias 
conditions.  
 
5.2 Recommendations for future work  

Certainly, many works still need to be done to figure out the unusual behavior of 
anomalous phase transition materials and to expand their possibilities into the real world. Some 
parts of the theoretical works in this dissertation require a certain level of experimental validation 
and realization. Experiments and simulations are complementary and support each other by 
suggesting intriguing questions that cannot be resolved by themselves. Thinking beyond the 
interdependent role, the work of this dissertation also motivates the more challenging directions 
on computational work itself as described below. 
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5.2.1 Low Critical Solution Temperature (LCST) behavior 

The DLS measurements in Chapter 2 showed a common trend of the aggregate size of IL-
water LCST mixtures and MD simulations reproduced the observation of the subsequent increase 
in size upon heating. However, the all-atom classic MD simulation could not realize a few orders 
of magnitude radical increase of scattering diameter after the phase separation, i.e., above Tc. Both 
IL-rich and water-rich phases showed aggregates on the order of a few hundreds to thousands nm, 
of which system size is difficult to be simulated even at a general scale of cluster computers. 
Coarse-grained Molecular Dynamics (CGMD) can be applied to understand the mesoscale 
aggregation. Compared to the all-atom MD, each bead in CGMD represents three to five atoms 
and their pendant hydrogen atoms [143] to reduce the total number of particles in a simulation 
system. Since the LCST behavior comes from the interaction between water and the ion 
combination of hydrophobic/hydrophilic cation/anion, the water model should be considered 
carefully. We still have a question of whether a 2 or 3-site water model can reproduce the hydration 
effect on the ions. Coarse-grained water model [144,145] is an intriguing topic for general usage 
to scale up the system size of water mixture simulations. In Chapter 2, although the osmolality was 
measured experimentally, the theoretical work studied the osmotic strength by converting it to an 
apparent free ion ratio. Several works [146,147] have tried to directly calculate the osmotic 
pressure from MD simulations, however, the applications have been limited to the aqueous 
solutions with simple salt ions such as Na+, K+, and Cl-. The suggested method is not proper to 
apply to such small molecules in this system. Thus, the development of a general methodology for 
osmotic pressure calculation remains an outstanding challenge and will make a benefit to the area 
of water treatment and osmosis materials.  

 
5.2.2 Enthalpy of fusion and phase transition temperature of phase change materials 

 Although the MD simulation for the nanoconfined SAs checked the melting temperature 
depression and their second-order phase transition in Chapter 3, recognizable enthalpy of fusion 
was not observed. It is a technical limitation of MD simulation with the fixed partial charges on 
atoms. The underestimate of the computational enthalpy of fusion originates from two factors: the 
effects of quantum zero-point vibrational energy and electronic polarization [99]. The adjustment 
of phase transition temperature naturally brings the trade-off of latent heat. To accurately evaluate 
the availability of the encapsulated SAs to thermal energy applications, reliable results of enthalpy 
of fusion are necessary. Ab initio MD or other polarizable MD simulations can be used to calculate 
the enthalpy of fusion of the composites by removing the limitation of the force field with fixed 
partial charges. Beyond MOFs, the sweet spot size of pore volume should be searched with 
candidates having larger pore sizes. The consecutive researches and the collective data would 
suggest a general theory that determines critical parameters and predicts the relation between 
adjusted phase transition temperature and enthalpy of fusion.  
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5.2.3 Strategy for tunable phase transition temperature 

The general theory for the heterojunction design of two phase-change materials 
demonstrated that the thermal bias range satisfying the local optimal thermal rectification is the 
widest when the phase transition temperatures of the two materials are identical. This finding 
means that the tunability of phase transition temperature can provide a remarkable improvement 
for the high thermal rectification and further for nonlinear thermal devices using phase change 
materials. Chapter 3 validated that the encapsulation of phase change materials is a parameter to 
reduce the phase transition temperature. The thermodynamic change (potential field and entropy) 
by the boundary interaction with frameworks shifts the equilibration of the free energy between 
phases. Entropy change is another key parameter for fine control of the phase transition 
temperature. For example, additives (such as metal particles, ions, or polymers) to phase change 
materials can affect the structure order and then their entropy. We further suggest a possibility of 
active controllability of phase transition temperature by applying an external force field which can 
affect the additives. Polyelectrolyte as an additive is an interesting material with a lot of 
controllable parameters that could allow the precise and active tuning of the phase transition 
temperature.  
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