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This study aims to enable deep learning models on resource constrained devices consid-

ering system and application requirements. The proven success of deep learning models can be

extended into people’s life even more by using them on mobile systems since mobile systems are

ubiquitous in people’s lives. However, mobile systems are resource constrained by their nature.

The deep learning models require high computation power and resource constrained devices

do not have high computation power. This contradiction makes the research for enabling deep

learning models on resource constrained devices necessary.

In the first part of the study, we focus on the contention in a system and how it affects

our deep learning-based application. Since today’s systems are very complex and handle many
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tasks at the same time, the tasks can create contention in different parts of the system. This

contention may create undesired and unpredictable effects on the applications. In this study, we

study the contention in the systems and create a model selection framework which makes deep

learning-based applications contention agnostic with limited accuracy cost.

In the second part of the study, we focus on dynamic neural network architectures. The

dynamic neural networks are very useful for mobile systems as their conditions and requirements

may change frequently. In this study, we develop slimmable early exit deep learning models and

an efficient branch selection algorithm. Our dynamic neural network architecture is shown to be

effective to adapt changing latency and power requirements.

In the third and last part of the study, we focus on scalable design space exploration

to find pareto optimal design configurations for deep learning models on embedded systems.

Finding the correct configurations for executing deep learning models on embedded systems is a

challenging problem since testing a configuration is costly in time and the design space is vast.

In this study, we develop a fast and scalable exploration algorithm that works well for extremely

large search spaces.
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Introduction

Deep learning has proven to be superior to the previous methods and been very successful

in various fields including, but not limited to, autonomous systems, generative models, and

reinforcement learning. The different deep learning architectures are used for different tasks.

These architectures include convolution based neural networks, transformer based large language

models, fully connected neural network-based reinforcement learning agents and many more.

Many of these architectures have been showing better performance compared to non-deep

learning-based methods. However, this superior performance comes with certain costs. The deep

learning models usually require a large computing power even for inference. While this is not an

issue for large servers, it makes it harder to use these models on mobile systems. However, using

these models on mobile systems would increase their impact on people’s lives. Therefore, it is

important to study how to use deep learning-based models efficiently on the resource constrained

mobile systems is needed.

In Chapter 1, we consider the contention caused by multiple tasks running on a resource

constrained system, its impact on deep learning-based applications, and how to mitigate this

impact through an application accuracy trade-off. The modern systems run complicated tasks

that include multiple stages with different sub-applications. These sub-applications may require

the same resource of the system at the same time, hence cause a contention in the system. This

contention creates unwanted and unpredictable effects on the applications on the system such

as delays in the latency and increase in power consumption. We develop a model selection

framework for deep learning-based applications to grade the contention on the system and pick a

suitable model to avoid the contention on the runtime. Our experiments show that our model
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selection framework can achieve near contention agnostic deep learning model execution with

minimal application accuracy sacrifice.

In Chapter 2, we consider a dynamic neural network architecture and how it can be used

for adaptive execution on a resource constrained system with changing system requirements.

Many of the resource constrained mobile systems have unpredictable requirement changes due

their mobility. Therefore, a deep learning-based application needs to adapt to the system’s

changing requirements. We develop a dynamic neural network architecture that combines

slimming and early exit techniques to get each technique’s strengths. Moreover, we develop a

branch selection algorithm that considers the current state of the system and picks the branch of

our architecture that satisfies the requirements of the application and system. Our experiments

show that our architecture and branch selection algorithm achieve better results than just slimming

and just early exit techniques for adapting changing requirements and conditions on a mobile

system.

In Chapter 3, we consider a design space exploration problem for the software and

hardware configurations of running deep learning-based application on resource constrained

embedded systems. This is a very challenging problem since the design space is extremely

large, testing a sample configuration on the actual system takes long time and there’s no known

analytical form of the objective function that we are trying to optimize to find pareto optimal

configurations in the design space. The problems that carry the similar challenges are usually

solved by Bayesian Optimization and its variants. However, Bayesian Optimization is shown to

be not scalable for extremely large search spaces. We develop a sampling-based search algorithm

that can scale to search extremely large search spaces. Our experiments show that our search

algorithm shows superior performance to Bayesian Optimization-based methods in much shorter

time.
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Chapter 1

Contention Grading and
Adaptive Model Selection for
Machine Vision in Embedded Systems

1.1 Introduction

Modern machine vision systems involve complex deep learning based algorithms [37, 53,

67, 75] that need significant computing resources to run under reasonable time limits. However,

this is very challenging when the algorithms need to be realized in a resource-constrained system.

Moreover, in many cases, the computing system running the machine vision application shares

resources with other coexisting computing loads. For example, connected and autonomous

vehicles process camera data together with RADAR and/or LiDAR data on the same computing

system for better fused perception in crowded areas or in the presence of obstacles [22, 38, 88].

In such scenarios, the machine vision workload can contend with the other workloads for the

computing system resources, further increasing the application latency. While increasing the

priority of certain tasks can improve their latency, it can cause a starvation for the other tasks

running on the same system. Instead, an alternative approach is to handle contention by adapting

the machine vision workload to best utilize the computing resources available in the presence of

contention. The machine vision is thus realized by choosing an appropriate model from a set

of neural network-based image classification models, fitting the available computing resources.
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In this work, we examine the effects of contention on the image classification application, and

propose a contention-aware adaptive model selection framework that minimally compromises

the accuracy of the image classification application while satisfying the latency requirements.

Several previous efforts have explored reduced complexity models that fit within the

constrained capabilities of embedded systems [55, 101]. These approaches typically involve

a tradeoff between compute/storage requirements and model accuracy. However, contention-

impacted systems present a moving target, since the contention levels may vary over time,

effectively presenting different resource levels that we would like to fully utilize in order to

achieve the lowest impact on application accuracy. Thus, the major challenges in a real-time

system with contention are (i) to accurately predict the level of contention in the system, and

(ii) adapt the application accordingly maintaining the performance constraint of the application.

As many modern systems may not allow applications to access low-level system information

in real-time due to security concerns or complexity of the platform, herein, we infer the level

of contention from its impact on the application performance. We propose an application-level

data-driven predictive framework for contention-aware adaptive model selection that aims to

minimize the cost of system resources and overhead of our framework, while maintaining system

performance stability in presence of dynamic workload variations.

Now, as the model selection framework needs to load a number of pre-trained models

in memory and dynamically select a model at runtime, the length of the model set can not only

impact the memory overhead but also the model switching cost and stability. Hence, we also

propose a contention grading mechanism that intelligently selects the appropriate deep learning

models in the model-set used by the adaptive model selection framework.

The main contributions of this work are as follows:

• An application-level profiler for system contention and a methodology to automatically

regenerate the profiled system contention in a controlled environment.

• An offline model set pruning methodology that selects the optimal models for a given
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system contention profile and specific user requirements.

• A runtime model selection mechanism for an image classification application that adapts

based on the system contention to stay below a predefined delay threshold.

We implement the framework on the Nvidia Jetson TX2 platform and show the advantage

of our adaptive model selection framework in dynamic contention scenarios. We empirically

show that our model pruning methodology improves the runtime model selection performance

resulting in better tradeoff between latency and accuracy, and also reduction in memory overhead.

The framework also shows the advantage of model selection from a set of independently trained

models compared to early exit techniques [79, 86].

1.2 Related work

The challenge of enabling deep learning models on resource constrained devices has been

extensively researched in previous efforts. One of the main techniques is designing ground-up

efficient models that require less resources than high accuracy models while sacrificing accuracy

as little as possible [36, 70, 80, 97]. In [36], a squeeze-and-expand architecture is created by

using 1x1 and 3x3 filters together. In [97], a channel shuffling operation is created after 1x1

group convolutions. In [70], linear bottlenecks and inverted residuals are used together with

depthwise convolutions. In [80], the DenseNet architecture [35] is modified to design an efficient

deep neural network. Unlike our framework, these approaches create a single efficient model

and do not consider dynamic changes in computing resources available due to contention in the

system. In the presence of contention, their inference delays will still increase unexpectedly.

Similarly, when there is no contention, they miss the opportunity to use the available resources

for higher accuracy since the design is fixed. These efforts are orthogonal to our work, and

our proposed approach and framework will apply to all neural network models, including these

compute-efficient models as well.

Another way of creating efficient deep learning models is to use quantization to come up
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with efficient designs out of any neural network model. Quantization decreases the precision

of neural network weights and activations to improve efficiency. There are several efforts

addressing neural network quantization in the literature [28]. Quantization can be considered in

two categories, namely quantization-aware training [13,65,76,101] and post-training quantization

[4, 57]. Quantization is applied during training in the quantization-aware training methods.

In [13], the weights and activations are constrained to -1 and +1. In [101], quantization clusters

are learned during training together with weights. In [65], the weights and activations are

quantized to binary values to allow XNOR and bitcount implementation of expensive operations.

In [76], quantization is designed for graph neural networks. Quantization is applied after training

in post quantization methods. In [4], 3 post training techniques are defined and their combinations

are used for 4-bit quantization. In [57], the weights in different layers of a neural network are

scaled to decrease the error caused by quantization. These approaches do not consider contention

either. Therefore, their inference delays are vulnerable to dynamic system contention as well.

Pruning is another method that is similar to quantization in terms of its objectives and

design flow. The less important weights of neural networks are pruned to create efficient

neural network models. Pruning methods can be categorized into two main methods, namely

unstructured and structured pruning [7]. Unstructured pruning removes individual parameters

or neurons [29]. Structured pruning removes the coarse-grained structures such as filters or

channels [55]. The effect of contention on pruning methods is similar to the quantization. They

do not consider contention and their inference delays can be affected by contention.

All the previous related work is focused on creating one fixed efficient design with

minimal accuracy loss. However, multiple models can be used to find a balance point between

efficiency and accuracy. Real-time model selection is previously investigated in literature

for different scenarios. In [78], the authors measure the input image’s complexity before

classification and select the ideal model for the specific input image content. In [62], two models

are employed, one big and one little. Each image is classified by the little model first. Then, if

the classification is found unsuccessful, big model classifies the same image again. However,
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the unsuccessful attempts in this method increase the latency, and hence, are not suitable for

real-time machine vision system. In [21], a CNN based multiplexer is trained to select the

optimal deep learning model for the given input image. The multiplexer considers the input

image’s complexity. In [23], the optimal model in a model set is selected or the current model

is adapted when a class skew is detected in the input. The model set is prepared by pruning

models by considering class skew. The aforementioned methods do not take the contention of

the underlying computing system into account for model selection. In [94], a model switching

methodology is developed to improve the performance for cloud servers which do not have strict

delay constraints like embedded systems. In this work fluctuating workloads are considered as

contention in the server environment.

Using early exit models can be an alternative to model switching. Defining early exit

points in a neural network creates incremental sub-models where a latency-accuracy tradeoff

occurs between these early exit points. In [79], this methodology is applied on multiple neural

networks and latency-accuracy tradeoff is demonstrated. In [93], a methodology is proposed

to convert any CNN to a multistage model. The stages of this multistage model are selected at

runtime. In [86], an early exit model is designed to be used during runtime. The input and the

contention are considered to select an approximate branch of the predefined early exit model.

The contention is determined by matching previous inference delays of approximate branches

and a look-up table that consists of benchmarks of each approximate branch. The runtime

part of our work is different in two aspects. First, instead of approximate branches, we use

multiple models that are specifically tuned to provide different accuracy-compute tradeoffs, e.g.,

selected from existing resource-efficient deep learning model designs. This results in a better

efficiency-accuracy tradeoff. Second, our contention measurement is embedded in regression

models instead of look-up tables. Also, our delay normalization mechanism allows us to use

different models’ inference delay to measure contention. This can be useful when contention

and therefore model selection change rapidly. In Section 1.5.5, we provide results demonstrating

the advantages of our approach over early exit based technique [86].
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Slimmable neural networks [92] are dynamic neural networks like early exit models.

Slimming operation scales the model width by changing the number of channels in each layer.

Therefore, slimming creates sub-models as well where a latency-accuracy tradeoff occurs

between switches. In [91], slimmable networks are improved to be able to use arbitrary widths

instead of predefined widths. In [90], a width search strategy is proposed for the number of

channels instead of using predefined or arbitrary widths. Even though slimmable networks are

not experimented with switching when contention exists, it is possible to use them in that way.

Therefore, we compared our methodology with slimmable neural networks in Section 1.5.6.

In our previous work [43], we examined runtime model selection in the presence of

contention. However, this work was assuming the contention levels are known beforehand and

expecting a model set that is already tailored for the contention levels. In this work, we extended

our previous work by adding an application level profiler to determine the contention levels and

adding a model set pruning methodology to find optimal model set for the existing contention

levels from a given large number of models.

1.3 Overview of our Approach

1.3.1 Machine Vision Application

In this paper, we consider machine vision applications, specifically focusing on the

image classification block within them. There are two main metrics that define the performance

of image classification applications - inference delay and accuracy. In any machine vision

system, it is desirable to minimize the inference delay and maximize the accuracy of the image

classification task.

The presence of multiple, concurrently executing tasks in a computing system causes

contention for the specific system resources, eventually resulting in increased delay for the

completion of the tasks. These contentions and their impact are seen more frequently in resource-

constrained embedded systems. For demonstration of contention and its impact, we consider
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Figure 1.1. Inference delays of different models under changing contention

sensor fusion in autonomous vehicles.

Sensor Fusion and Contention in Autonomous Vehicles: Autonomous vehicles operate in

a complex environment and therefore require a high level of perception that is achieved by

using multiple sensors and their fusion. Autonomous cars have three main sensors - Camera,

LiDAR, and RADAR. The fusion of these sensors can achieve better accuracy than using each

sensor individually. However, this performance improvement comes with a cost since using more

sensors requires more computation power. Further, the processing of each sensory modality

results in contention, whose effects are especially significant in resource-constrained settings.

There are different fusion approaches as reviewed in [88]. This work categorizes fusion

approaches into three levels, high-level [38], mid-level [49], and low-level [89]. All of these

fusion approaches incur a processing cost in addition to sensors’ individual processing costs. The

computation for the fusion task is also affected by the system contention as well as contributing

to it.

1.3.2 Delay Accuracy Trade-off

The trade-off between inference delay and accuracy is fundamental to image classification

systems as more complex image classification algorithms result in higher accuracy but also

require more time to compute those results. Since contention creates dynamic variations in the
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available compute resources, a machine vision system needs to optimize its performance in

terms of delay and accuracy. Typical autonomous systems need to satisfy a delay constraint (e.g.,

operate under a certain frame rate), while maximizing accuracy. In order to achieve this objective,

we propose to use a set of N image classification models {Mi}, i = 1, ..,N with increasing

complexity. Depending on the available resources in presence of contention, the system must

choose the optimal model. For example, the inference delays of four different EfficientNet [77]

models under varying contention are shown in Figure 1.1. The contention is created by multiple

radar instances running on the same computing platform. The contention level graph at the

bottom of Figure 1.1 shows varying contention levels. Each model’s inference delay increases

proportionally under increasing contention. Figure 1.1 shows that if we have an inference delay

constraint, we can satisfy it by choosing an appropriate model for each contention level. For

example, all of the models satisfy the delay threshold around frame 500 since the contention

level is low. Therefore, the most complex model can be chosen at this contention level. However,

the contention level is very high around frame 1000. EfficientNetB6 and EfficientNetB4 do not

satisfy the delay threshold at this contention level. Therefore, the third most complex model,

EfficientNetB2, should be chosen at this contention level. Choosing the simpler model satisfies

the delay threshold, however it also results in accuracy loss.

1.3.3 Adaptive Model Selection At Runtime

For selection of an appropriate model, one needs to have a priori knowledge about the

contention level in the system when the model will be executed, and select the best model that

fits in the available resources. Since it is not possible to know future contention levels precisely,

one can estimate the contention level based on recent history, project the impact of contention on

different image classification models, and select the best model for the next image frame.

The proposed framework predicts the future inference delays of the model set {Mi} in

the presence of contention. Then, we find a subset of models {M j|D j < T}, j = 1, ..,L, L≤ N,

where D j is the predicted inference delay of model M j, T is a latency threshold of the system
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and N is the total number of models in the model set during runtime. After that, we choose the

appropriate model Mk such that the accuracy Ak = max{A j}.

1.3.4 Contention Grading and Defining Model Set

The adaptive model selection framework works at runtime and requires a set of models to

be defined before runtime. Defining the model set is the other side of this problem and imposes

an important challenge. The optimal model set differs based on the aim of the models, the

system contention levels and the user requirements. There are usually a very large number of

models available across the entire latency-accuracy tradeoff space. Having a large number of

models to choose from can lead to the runtime framework incurring excessive overheads and/or

switching models more frequently than needed. Thus, it is important to define a model set that

is minimal in size, while still offering sufficient options to adapt to the observed contention

levels. The optimality of a model set depends on satisfying the inference delay constraint while

maximizing accuracy using minimum memory.

We find the optimal model set by measuring system contention and pruning a given

model set based on the effects of contention in the system. In order to measure system contention,

we profile the system using a specifically designed profiler. Then, we regenerate the system

contention in a controlled environment to prune our model set. We have 3 pruning stages where

we use independent notations in the following paragraphs. In the first stage, we remove Pareto-

inferior models in the model set. Given a model set {Mi}, i = 1, ..,N where N is the number

of models, for each model Mk, we find the subset of {Mi} as Mkt = {M j|D j ≤ Dk} where D j

is the inference delay of model M j. Then, let the Akt be the accuracy set of the model set Mkt .

If max(Akt) ̸= Ak, then we prune Mk from {Mi}. In the second stage, we remove models that

have small gains compared to their adjacent models. These models have small gains with high

cost where the cost includes inference delay and memory consumption. Given a model set {Mi},

i = 1, ..,N′, where all models are on Pareto frontier and N′ is the number of models, we find the

slopes of each adjacent model pair as S j =
A j+1−A j

D j+1−D j
where A j is the accuracy and D j is the
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inference delay for M j. Then given a lower (Ll) and higher (Lh) limits for the slopes, we prune

the model M j if S j > Lh or M j+1 if S j < Ll . Whenever a pruning occurs, we recalculate all of

the slopes and restart pruning. In the last stage, we remove the models that have no use in the

contention levels of the system. In this step, the user requirements and the system contention

levels are considered. Given a model set {Mi}, i = 1, ..,N′′ where N′′ is the number of models,

Contention levels {C j}, j = 1, ..,P where P is the number of contention levels and the inference

delay threshold T, we run the all models on each contention level to find inference delays {Di j}.

Then we find the most accurate model Mk that satisfies the delay threshold for each contention

level j such that Ak = max(Ai|Di j < T ). Then we add Mk to the valid model set and prune the

rest of the models.

1.4 Contention Grading, Model Set Generation and Adap-
tive Model Selection: Details

Our system consists of offline contention grading and model set pruning, followed by a

runtime adaptive model selection. We discuss the details of each of these phases in this section.

1.4.1 Contention Grading

Contention grading and model set pruning comprises of three components. The first

component is profiling system contention on the target system during runtime. The second

component is mimicking the profiled system contention for detailed analysis of the model set.

The last component is model set pruning, which outputs the optimal subset of the input model

set.

Profiling System Contention

Profiling the contention in a system can be a very complex task because of two main

problems. The first one is - P1: the contention is created by overlapping execution of many dif-

ferent tasks. Therefore, the combination of these different tasks creates unpredictable contention
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levels. The second one is - P2: the difficulty of detecting the contention point. There are many

modules (CPU, GPU, memory, bus etc.) in a computer system which can be requested by the

tasks at the same time, resulting in a contention in these modules.

As a result of complex contention scenarios, instead of profiling the system contention,

we decided to profile the impact of the contention to our application. In order to do that, we

run a sample of our application along with all other tasks and measure the performance of our

application. For example, since our application is a neural network based one, we run a sample

neural network on the system and measure its inference delays to understand different levels of

contention that are important to neural network based applications. We named this profiler as

Contention Impact Profiler (CIP). CIP should be run on the system for long enough to observe

all contention levels.

Using CIP solves the first problem (P1) because we observe the effect of contention and

see the root of contention as a black box which can be a single task or multiple of them. This

method also ignores the contention that has no effect on our application and therefore simplifies

the contention profiling. Using CIP solves the second problem (P2) of contention profiling since

it does not try to identify the contention point.

The CIP is needed for our framework for two aspects. The first one is the need of

knowing the specific contention levels in a system and regenerating them in a controlled offline

environment. These known and controlled contention levels are required and used in our model

set pruning methodology. If we do not have these known and controlled contention levels, we

cannot prune a model set for the target system with contention. The second one is the requirement

for the generalization. The model set pruning is designed to work for any system and requirement.

However, it requires system and contention specific information for each case. Measuring such

information for each system would require a significant amount of effort and would decrease the

value of our framework. The CIP covers this aspect by working as a black box in any system and

collecting the required system and contention specific information by model set pruning stage.

13



Mimicking Contention

Once we know the levels of contention, we mimic this contention in a controlled environ-

ment for the purpose of selecting a model set. We propose the use of Artificial Contention Units

(ACUs) for this purpose. An ACU is a dummy workload used for the purpose of producing a

specific level of contention. Different numbers of ACUs are used to generate different levels of

contention. An ACU is composed of dummy instructions including vector addition, vector multi-

plication and FFT operations. These operations are big and diverse enough to create contention

and small enough to give us a fine grained control over contention creation when multiple of

them are used.

We use the same CIP that is used to profile the system contention, to profile contention

synthetically created by ACUs. During this profiling, we increase the number of ACUs incre-

mentally and measure the inference delays of the CIP. This creates an inference delay trace of

the CIP under increasing ACU contention in addition to the inference delay trace of the CIP

under system contention as we obtained in 1.4.1. Note that both traces are measured on the same

hardware by the same CIP.

At this point, we get back to the inference delay trace of the CIP under system contention

and do some preprocessing. First, we take the moving average of the trace to remove noise.

Then, we apply kernel density estimation to data to find the contention levels. In the end, we

have the number and intensity of the contention levels in the system. At the last step, we match

the system contention levels and ACU contention levels with same intensity. As a result, we

have the set of ACU contention levels that can regenerate the system contention. Since we have

a complete control over using ACUs, we systematically use them to measure the performance of

all of our models and prune our model set.

Model Set Pruning

The aim of contention grading is to prune the model set and propose an optimal subset.

Profiling system contention and mimicking it are done to enable model set pruning. Subsequently,

14



Figure 1.2. Pareto-optimal and
Pareto-inferior of a hypothetical
model set

Figure 1.3. Hypothetical model
set before transition pruning

Figure 1.4. Hypothetical model
set before contention pruning

we prune the model set in three stages, which are described below.

Pareto Pruning: Pareto pruning is the first pruning stage. In this stage, we remove the models

that are not on the accuracy-inference delay Pareto frontier of the model set. This is because the

models that are not on the Pareto frontier should not be used in any application. If a model is

not on the Pareto frontier, there is at least one other model in the model set that performs better

with less cost. So, the models that are not on the Pareto frontier are either obsolete or poorly

designed for the image classification task at hand. Pareto-optimal and Pareto-inferior models of

a hypothetical model set are shown in Figure 1.2.

To construct the accuracy-inference delay, we use the average inference delay over all

the contention levels of the system in this stage. This enables us to consider the overall response

of models to system contention. If a model is on the Pareto frontier without contention, but the

inference delay of the model increases more than other models in the presence of contention,

then this model may lose its position on the Pareto frontier.

At the end of this stage, we have a model subset where each model presents a unique

tradeoff between accuracy and inference delay.

Transition Pruning: Pareto pruning creates a model subset where each model shows a non-zero

improvement in one metric with respect to models adjacent to it in the Pareto frontier. However,

some of those models might not be beneficial in practice. This is because Pareto optimality

considers any gain without evaluating the actual magnitude of the gain. There can be a very

small gain with very high cost or a very high gain with very small cost, leading to models that do
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not get used in practice.

In our case, the gain is accuracy and the cost is inference delay or memory consumption.

We use inference delay as our cost for our pruning calculations. However, since the inference

delay and memory consumption are usually correlated (since both depend on the number of

parameters in the model), our pruning in this stage improves memory consumption as well.

A hypothetical model set is shown in Figure 1.3. All models are Pareto optimal in this

model set. However, two minimally useful transitions can be noticed. These transitions are

- model 1 to model 2, and model 4 to model 5. First, let’s consider the transition model 1 to

model 2. There is a very high accuracy improvement from model 1 to model 2. However, their

inference delays are almost the same. Therefore, the model 1 can be dropped from the model set.

The second transition has a similar problem but in the opposite direction. There is a very small

accuracy improvement from model 4 to model 5. However, model 5 requires significantly larger

time to achieve this accuracy. Therefore, model 5 is not useful in this model set. Removing

these models from the model set does not only simplify the model set but also improves the

performance of adaptive model selection by eliminating the use of these models, and hence the

associated overheads, at runtime.

When the given example is examined, a certain pattern can be noticed when there is an

inefficient transition. This pattern is the slope of the transition. If the slope is too low or too

high, it is an inefficient transition. We therefore use the slope to identify inefficient transitions

and eliminate them. The lower and higher threshold of the slope can change depending on the

problem and user requirements. Therefore, these values are hyperparameters in our methodology.

Contention Pruning: In this final stage of pruning, the model set is pruned considering specific

contention levels and user requirements. Our pre-deployment profiler (CIP) gives the specific

contention levels that can be observed in the system. The number of different contention levels is

important because it also limits the number of models in the model set. Given a contention level,

there can be only one best model, because only one model has the maximum accuracy among the

models that satisfy the inference delay threshold (user requirement) at a specific contention level.
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Note that the vice versa is not true - one model can be the best model for multiple contention

levels. As a result, we can say that the total number of models must be less than or equal to

the total number of contention levels and we consider this rule in the contention pruning stage.

Before explaining this stage of pruning, note that Pareto pruning creates a model set

where accuracies and inference costs vary monotonically. Therefore, if a model has a higher

inference delay than another model, it is also more accurate than the other model. This property

is used to define the more accurate model by looking at the inference delay in contention pruning

stage.

Before contention pruning, we need to run all of our models under the contention levels

that we found in the previous steps. We use ACUs to mimic the system contention, run each

model under each contention level and save the average inference delays. The output of this part

can be observed in Figure 1.4 where a hypothetical model set is used for explanation purposes.

In the figure, there is an inference delay threshold which is shown as a black line. This is the user

requirement which basically defines the maximum acceptable inference delay. Therefore, we

want our models to perform under this threshold while being as much as accurate. The x-axis of

the figure shows the contention level. The increasing contention levels and the models’ responses

are shown from left to right. In each contention level, we find the model that is just below the

inference delay threshold and mark it as valid model. In the end, any model that is not in the

valid list is pruned. The valid model in each contention level is shown with a red circle around it.

When we examine the pruned models, we can see that they are not suitable for the user

requirement and contention profile of the system. For example, model 6 requires too much time

and is not suitable even in smallest contention level. The model 0, on the other hand, is always

below the inference delay threshold. However, the contention never increases up to a point where

using model 0 is the optimal choice. Another pruned model is the model 3. Model 3 is below

the threshold in some contention levels and above it in some other contention levels. So, it is

expected that model 3 should be optimal at one contention level. However, as we can see from

this example, the contention does not have to increase gradually at every level. A system may
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Figure 1.5. Overview of the proposed framework

experience a jump in contention which eliminates the need for middle level models. We also

notice that model 4 is the optimal choice for two contention levels. This can happen when some

contention levels are close to each other.

In the end, 3 models are pruned in our hypothetical example. This leaves our model set

with 4 models (model 1, 2, 4, and 5) which is smaller than the number of measured contention

levels (5).

Figure 1.5 shows our proposed end-to-end framework, the top part of which shows the

components involved in contention grading and model-set pruning. As the figure indicates, this

phase is done before the runtime model selection starts at t = 0 when the pruned model set is

forwarded to the predictive model selection framework.

1.4.2 Runtime Model Selection

The overview of the proposed predictive model selection framework is shown in the

lower part of the Figure 1.5. The framework employs a set of image classification models
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provided by the contention grading and model set pruning component. The framework chooses

the optimal model for the next frame’s classification while considering the current contention on

the system. The optimal model is determined by using historical information and a set of linear

regression models. The historical information comes from the previous frames’ normalized

inference delays. There is one regression model for each image classification model used in

the framework. The regression models are trained before runtime using their corresponding

image classification models on randomly changing contention level. All regression models take

the same input, the previous normalized inference delays, and output the predicted inference

delay for their corresponding image classification model. Then, the framework chooses the most

appropriate model based on the delay threshold constraint and maximum accuracy as mentioned

earlier.

Delay Normalization: Figure 1.6a shows the inference delays for EfficientNet-B0, B2, B4

and B6 [77] under increasing contention. It shows that the inference delay values depend on

two things - the system level contention, and the image classification model type. Since our

framework uses historical inference delay values to represent the impact of contention, we

remove the model type dependency by normalization shown in Equation 1.1. In this equation, x

is one inference delay of a model and X is a vector that consists of all inference delays of the

same model. If we consider EfficientNetB6 in Figure 1.6a, x is one red dot and X is the vector of

all red dots.

xnormalized =
x−min(X)

sqrt(var(X))
(1.1)

The result of normalization is shown in Figure 1.6b. The minimum and variance values

for each model is saved before runtime and used to normalize the inference delays of the models

during runtime.

Prediction and Selection: The training data is created by running each model under randomly

changing contention levels. As input, the normalized data is split into chunks of n consecutive
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(a) Inference delays (b) Normalized inference delays

Figure 1.6. Inference delays under increasing contention and normalization

normalized inference delays. All of the regression models take the same input as they will be

predicting in parallel using the same input. As prediction output, non-normalized delays are

used. Each regression model has different output corresponding to its image classification model.

Hence, each regression model takes same input, n previous normalized inference delays, and

predicts its corresponding image classification model’s inference time for the next frame. After

this step, the framework has a predicted inference delay for each image classification model. The

image classification models are already ranked in terms of accuracy on static datasets before

runtime. Therefore, the framework chooses the model which has the highest rank and also a

predicted inference delay under the predefined threshold.

1.5 Experimental Results

1.5.1 Experimental Setup

We implemented the proposed framework on the Nvidia Jetson TX2 platform. We

used Tensorflow to train deep learning models that are used in Section 1.5.5. We used built-in

image classification models of Tensorflow for the rest of the experiments. These built-in models

are EfficientNets [77], ResNetV2 [32], InceptionV3 [75], DenseNets [35], MobileNetV1 [33],

MobileNetV2 [70], and NasNets [103]. These built-in models come with pre-trained weights on

the ImageNet dataset [69]. Since the validation set of ImageNet is available for hyperparameter
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tuning, we decided to use the ImageNetV2 dataset [66] for our test set. Therefore, all of the

reported test results in this section are using ImageNetV2 dataset. Also, we resized images using

the bi-linear method without cropping before inference for all of the models. We standardized

the test set and resizing-cropping technique to make a fair comparison. Therefore, the reported

accuracies may be different from the original ImageNet validation set accuracies that are reported

in the original papers of the models. Since we focus on the relative accuracies, this is not an issue

for our experiments. When we trained custom models, we used the original ImageNet dataset.

1.5.2 Contention Grading and Model Set Pruning Evaluation

We consider contention scenarios imposed by multiple autonomous vehicle applications

including RADAR processing (FFT based), LiDAR processing (Deep neural network based)

and sensor fusion (clustering based). We run the deep neural network based image classification

application concurrently with these other applications on the target system. These coexisting

applications create different contention patterns in the system, e.g., the radar processes and sensor

fusion run on the CPU while the LiDAR processes run on the GPU, thus creating contentions

with the parts of the image classification algorithm sharing those system resources.

Contention Grading Evaluation

System Profiling with CIP: We generate a random number of threads for each of our contending

applications. Then we use the CIP to profile this system. In the core of the CIP, we used an

application based on EfficientNetB2 image classification model and measured its inference

delays to profile the impact of the contention on the system. The inference delays of the CIP and

the number of threads of applications creating contention are presented in Figure 1.7. Note that,

the information about applications that create contention is not used by the CIP. We only provide

the number of threads of contention applications for better understanding of CIP behavior. We

generated 15 contention combinations by changing the number of threads of each contention

application. 12 of them are unique combinations. In any system, same combination of threads
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Figure 1.7. Inference delays of CIP under system contention

can repeat over time or different combinations of threads can result in the same contention level.

We can see examples of both of these scenarios in our system profile.

Mimicking Contention with ACU: The same EfficientNetB2 based CIP is used to profile

the incrementally increasing ACU contention. We increased the number of ACU threads by 2

threads at every 400 frames. The inference delays of the CIP are shown in Figure 1.8. This fine

grained contention steps will be used to regenerate the system contention at model pruning step.

However, in order to do that, we need to know the system contention levels that match to specific

steps of ACU contention.

We use kernel density estimation with Gaussian kernel to find the contention levels in

the system. We selected the Gaussian kernel because the distribution of inference delays show

a similar pattern to Gaussian distribution at every specific contention level. When we apply

kernel density estimation on the inference delay axis, we remove the position information of the

inference delay samples. Therefore, we automatically combine repeating or similar contention
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Figure 1.8. Inference delays of CIP under
increasing ACU contention

Figure 1.9. Kernel density estimation of the
system profile

(a) All models (b) Pareto pruned models

Figure 1.10. Pareto pruning - Accuracy vs inference delay values of models

levels in time, which can be caused by repeating same contention combination or completely

different combinations with same effects. The kernel density estimation is shown in Figure 1.9.

The peaks of this plot are the means of the estimated Gaussian kernels. Therefore, the peaks are

the specific contention levels that exist in our system contention. The inference delay values of

these peaks are matched to inference delay values at ACU profile to find required the number of

ACU threads to regenerate each contention level. In this specific example, the number of ACU

threads are found to be 2, 8, 16 and 20.

Model Set Pruning Evaluation

Once we have the required number of ACUs to regenerate the system contention, we

benchmark our input set of models under the artificial contention that is generated by ACUs. After
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this benchmarking step, the accuracy and average inference delay across all contention levels

of each model is calculated. These values for our specific example are shown in Figure 1.10a.

The abbreviations in the legend of the figure and their corresponding models are as following:

eb0 to eb7 are for EfficientNet models, r50V2 and r101v2 are for ResNetV2 models, iv3 is for

InceptionNetV3, d121 to d201 are for DenseNet models, mnet is for MobileNet, mnet2 is for

MobileNetV2, nasm is for NasNetMobile, and nasl is for NasNetLarge. This plot clearly shows

that some models have no advantage at all compared to others. For example whole families of

ResNetv2 and DenseNet architectures are performing with less accuracy using more inference

time compared to other models. Therefore, we calculate the accuracy-inference delay Pareto

frontier of the models to remove these bad performing models from consideration for our task.

The Pareto pruned model set is shown in Figure 1.10b.

Each model in Pareto pruned model set is guaranteed to give best accuracy at its inference

delay or below. However, this theoretical result does not correspond to the equally good practical

result when these models are used in an application on an embedded system. A model can still

be on the Pareto frontier if it improves accuracy very slightly but requires a lot more time and

memory for inference. Using such models harms the performance of our application as they

do not provide significant advantage while still requiring the cost. Therefore, we remove these

models from our model set as well. In order to remove these models, we check the slope of

every consecutive models. If the slope is too big, we remove the model with smaller accuracy. If

the slope is too small, we remove the model with higher accuracy. In our specific example, we

define the slope thresholds as 0.25 and 1.5. The slopes that violate these thresholds are shown in

Figure 1.11a. The pruned models are pointed by a red arrow. The resulting model set is shown in

Figure 1.11b.

We can consider some of the prunings to understand how this stage can save memory. For

example, eb4 (EfficientNetB4) requires 79.1 MB while eb6 (EfficientNetB6) requires 174.8 MB.

Even if eb6 would satisfy the user requirements, it would require more than 2 times larger

memory than eb4 without providing significant advantage.
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(a) Pareto pruned models and violating slopes (b) Transition pruned models

Figure 1.11. Transition pruning - Accuracy vs inference delay values of models

Figure 1.12. Inference delays of the transition pruned models under existing contention levels

In the final step of pruning, the contention levels and the user requirement are considered.

The user requirement is the inference delay threshold. The application’s inference delay for one

frame should not exceed this inference delay threshold in any contention levels. The remaining

models’ inference delays are considered under the existing contention levels as in Figure 1.12.

In this figure, every model is run for 250 frames for each of the contention levels. Note that, the

previous steps of pruning guaranteed that a model with higher inference delay has also better

accuracy with a decent margin. In this step, we select the best performing model that satisfies

the inference delay threshold in each contention level. Note that, we do not need to select one

unique model for each contention level. In first two contention levels, eb4 (EfficientNetB4) is the

optimal model. In the third level, iv3 (InceptionNetv3) is the optimal model. eb3 (EfficientNetB3)
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satisfies the delay threshold at contention level 2 but violates it at contention level 3. Since

it is not selected at contention level 2 and there is no intermediate contention level between

levels 2 and 3, eb3 is pruned in this step. Similarly, mnet (MobileNetv1) satisfies the inference

delay threshold at all of the contention levels. However, there is always at least one model

that satisfies the delay threshold and performs better than mnet. Therefore, mnet is also pruned

from the model set. In the contention level 4, the optimal model is mnet2 (MobileNetv2). As a

final result, the optimal model set for this contention scenario consists of eb4 (EfficientNetB4),

iv3 (InceptionNetv3) and mnet2 (MobileNetv2). Our contention grading and model pruning

methods decreased the number of model from 18 to 3 for a contention scenario where 12 unique

combinations of 3 real applications are running on the system.

1.5.3 Runtime Performance Evaluation

After we obtain a pruned model set, we run our contention-aware adaptive model selection

framework. First we show the performance of our predictive model selection method and then

also show how the prior contention grading stage positively contributed to the model selection

performance.

Predictive Model Selection Performance

We compare our predictive model selection with two reactive model selection approaches.

The first one is called 1-step reactive model selection which checks the last frame’s inference

and then selects 1-step stronger model if the last frame’s inference is below threshold. Otherwise,

it selects the next (1-step) weaker model. The second reactive approach is called N-step reactive

model selection. This approach similarly checks the last frame’s inference delay and selects

1-step stronger model if the last frame’s inference is below the threshold. However, if the last

frame’s inference is above the threshold, it conservatively selects the weakest model for the next

frame to satisfy the delay threshold.

The temporal plots for 6000 frames under a specific contention regime are shown in
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Figure 1.13. Temporal comparison of individual models, reactive methods and the predictive
method under varying contention

Figure 1.13. This contention regime is generated by randomly sampling real system contention

applications that are shown in Figure 1.7. The inference delay and the selected model’s index

are given for three different model selection methods. The individual models’ inference delays

are also plotted for comparison purposes. The inference delays are averaged over 10 frames to

smooth the plots. The delay plots for individual models in Figure 1.13a show that using a single

model under varying contention is not optimal. The individual plots also suggest the best model
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Table 1.1. Comparison of methods in a specific contention regime - Dataset: ImageNetV2

.

Model Accuracy (%) Delay Violations (%)
MobileNetV2 (mnet2) 57.50 0.05
InceptionNetV3 (iv3) 63.93 29.75
EfficientNet-B4 (eb4) 70.00 65.50

Average-(mnet2, iv3, eb4) 63.81 31.76
1-step Reactive Model Selection 65.93 34.61
N-step Reactive Model Selection 64.86 27.40

Predictive Model Selection 64.60 11.66

under a specific contention regime, e.g., around the frames 900,1900,3900, the ideal models are

mnet2, iv3, eb4 respectively. It can be seen that the predictive method can successfully select

the optimal model most of the time in Figure 1.13d. It can also choose multiple models under

the same contention region. One example of this can be seen just after frame 2000. In this

region, predictive model selection selects eb4 and iv3 frequently. This happens when contention

corresponds to the middle of two models, i.e contention is high for iv3 and is low for eb4. In

this case, predictive model selection changes the optimal model selection between eb4 and iv3

frequently to satisfy inference delay threshold and maximize the accuracy. 1-step reactive model

selection and N-step reactive model selection frequently fail to satisfy delay threshold as shown

in Figure 1.13b and Figure 1.13c, respectively.

Table 1.1 shows the summary of data for Figure 1.13 in terms of average performance

of different schemes. If a frame classification takes more time than predefined threshold, we

consider it as delay violation. The delay violation is a way to measure wrong selections. The

table shows that all of the model selection methods have an accuracy around the middle of

individual models. However, the reactive methods have large delay violations as well. On the

other hand, the predictive method has only 11.66% delay violation.

The Effect of Contention Grading on Runtime

In this section, we consider the effect of contention grading on runtime with respect to

accuracy and delay violation. There are 3 stages of pruning which are Pareto pruning, transition
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Figure 1.14. Temporal comparison of predictive method with model sets after each pruning
stage under varying contention

pruning and contention pruning. These are applied one after another in this order. Therefore, we

will compare 3 model sets on runtime using the same predictive model selection method. The

Pareto pruned model set has 9 models which are shown in Figure 1.10b, the transition pruned

model set has 5 models which are shown in Figure 1.11b, full pruned model set has 3 models

which are MobileNetV2, InceptionNetV3, and EfficientNetB4.

The temporal comparison of three model sets using the predictive method is shown

in Figure 1.14. When the number of models increase in a model set, the number of model

switching also increases which harms the performance since there is only one optimal model in
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Figure 1.15. Selection counts of models for each model set

Table 1.2. Model set comparison - Dataset: ImageNetV2

.

Model Accuracy (%) Delay Violations (%) Memory Consumption (MB)
Pareto-pruned 65.91 31.35 4290

Transition-pruned 64.91 12.46 3650
Final 64.60 11.66 3460

one contention level. When we examined the selected indexes of Pareto pruned and transition

pruned model sets, we see that mnet and eb7 are almost never selected. Therefore, they occupy

memory without providing any gain to system. We plotted the selection counts of models for

each model set in Figure 1.15. This plot shows the most frequently used models in each model

set. The most frequently used models are similar in most cases (mnet2, iv3, eb4). The only

exception is eb0 in Pareto pruned model set where it is used more than mnet2. eb0 is pruned

in transition pruning since it requires more than 1.5x memory of mnet2 while it does not give

significant accuracy gain over mnet2. Our model set pruning stage finds these frequently selected

models (mnet2, iv3, eb4) before runtime.

We examined the overall performance of these model sets in Table 1.2. The Pareto-

pruned model set has a large delay violation percentage at 31.35%. Transition pruning achieves

a decrease in delay violation significantly from 31.35% to 12.46% with 1.0% absolute accuracy

loss. The final pruning achieves the smallest delay violation percentage at 11.66% with another

0.31% absolute accuracy loss. Furthermore, the final pruning achieves the smallest memory

consumption. The provided memory measurements include base Tensorflow cost which is around
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3GB. This is a one time cost and independent from the number of loaded models. Therefore,

another comparison can be made without including this base cost. Then memory consumption

values are 1240MB, 600MB, 410MB for Pareto-pruned, transition-pruned and final model sets,

respectively. Considering these results, the final pruning achieves the best memory efficiency by

occupying 0.33 of what Pareto pruned model set occupies and 0.68 of transition pruned model

set occupies.

1.5.4 System Implementation Details

Our framework works with neural network based applications. Therefore, we decided to

use Jetson TX2 which has a GPU for neural network loads. EfficientNetB0, a neural network

that is extensively used in our experiments, runs in 34.9 ms on Jetson TX2 GPU and in 61.1 ms

on Jetson TX2 CPU. Therefore, Jetson TX2 GPU gives a speedup of 1.75 over a mobile CPU.

Moreover, our framework is designed for real time applications and Jetson TX2 is a good fit

since it is an embedded system. Lastly, we are using Tensorflow for neural network applications

and Jetson TX2 is running Linux with Tensorflow support.

The power consumption corresponding to Figure 1.14c is shown in Figure 1.16a. The

details of applications that create contention are also given in Figure 1.16b. The RADAR and

Fusion applications run on CPU, the LiDAR application runs on GPU. The power is measured

by the built-in power sensor of Jetson TX2 which provides the average of the last 512 samples

from continuously probed data when it is called. The peak power is 12170.0 mW.

The inference delays and the power consumption are not changing in parallel, which

would be the expected behavior in single threaded applications. However, since our system is

multi-threaded and uses both CPU and GPU, the behavior is different. This is because the power

usages of GPU and CPU are different. The behavior can be understood by comparing the first

three regions. In region 400-600, the contention is very small and limited to CPU and therefore

the inference delay of our application is small. However, power consumption is high. This is

because the GPU is used extensively all the time. On the other hand, in the region 200-400, the
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Figure 1.16. System power measurement when model selection is running under varying
contention

contention is high and heavily focused on CPU. Therefore, the inference delay of our application

is high which is compensated by choosing a smaller model. This is because the CPU is being

used heavily and becomes a bottleneck in the system. However, since the CPU does not consume

as much power as the GPU, the power consumption (average of 512 samples from Jetson TX2

sensor) is low. The contention of region 0-200 is similar to region 400-600. However, there is

one more GPU application in region 0-200. Therefore, the power consumption is bigger.

We also measured temperature values of GPU, CPU and the board. Once the system

is used for a while and stabilizes, the temperature does not change much. GPU and CPU

temperature stay between 38C and 40C, and the board temperature stays around 35C. Jetson

TX2 has a fan and therefore active cooling results in stable temperature values for our workload.

The average running time cost for one frame of our predictive framework is 0.29ms

which is approximately 690 times smaller than average inference delay for one frame. Therefore,

we can say that the time cost of the framework is insignificant. This only includes the selection

logic which is a relatively light calculation. A matrix multiplication is used for linear regression

models and an iteration is used for model selection. Overall, model selection takes too little time

to trigger any measurement hardware and we do not see any unusual pattern in general power

and temperature measurements. Therefore, the power consumption and temperature overhead of
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Table 1.3. Inference delays of 4 models when model switching is used

Model M

Average of first
inference delays right after

switch to Model M (s)

Average of all
inference delays when

the Model M is used (s)
Difference

in percentage
EfficientNetB0 0.03431 0.03324 3.21%
EfficientNetB2 0.04663 0.04683 -0.41%
EfficientNetB3 0.05318 0.05261 1.09%
EfficientNetB4 0.06495 0.06426 1.07%

model selection is negligible.

All of our models are stored in RAM during runtime. To measure switching overhead, we

loaded 4 models in RAM, ran 1 model for 100 frames, then switched to another model and kept

this cycle for 10000 frames. The Table 1.3 shows the difference between first inference delays

right after switch and mean of all inference delays for each model. The table shows that there is

no significant difference between the first inference delay and the rest. Sometimes, the average

of first inference delay is even faster than the average of the rest as in the case of EfficientNetB2.

Note that these values are average. Therefore, in many switch cases the other models also are

faster in their first inference delay compared to the rest. As a result, we can say that we do not

observe any perceivable switching overhead.

1.5.5 Comparison with Early Exit Based Method

Early exit networks present an alternative approach to adapting neural network based

applications to contention [86]. An early exit network consists of different exit points that are

typically derived by adding classifier layers to different intermediate features in a neural network

to generate the final class predictions. Different early exit branches are selected as a response to

changing contention levels. Since this work is closely related to the runtime part of our work, we

compare the contention-aware early exit methodology with our work in this section.

We designed an early exit model to adapt to changing contention levels based on the

methodology presented in [86]. We used EfficientNetB0 architecture as the backbone of our

early exit model. All of the EfficientNet architectures consist of 7 blocks. These blocks are
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scaled in terms of width and depth to create heavier models, while the number of blocks stays

constant throughout all EfficientNet architectures. Therefore, we decided to use these blocks

as our early exit paths. We created 5 early exit branches from the output of block 3 to the

output of 7. For each exit, we built a classifier top that is similar to the original EfficientNet top.

This classifier top includes a 1x1 convolution layer to set channel sizes of the features to some

constant value (1280), a global average pooling to remove spatial size dependency and a fully

connected layer to generate predictions. This top design makes the early exit branches input

size agnostic. Moreover, we created 4 different input sizes as (128x128, 160x160, 192x192,

224x224) by following a similar practice to [86]. In the end, our early exit model supports 20

different combinations of early exit branches and input sizes.

We also designed 4 individual models to compare with the early exit model. Since the

early exit model is trained from scratch, we also trained individual models from scratch under

the same conditions to make fair accuracy comparisons. Therefore, we did not use pre-trained

models as in the previous section. We used the same intermediate points as the early exit

branches to design individual models. For example, the smallest individual model starts as an

EfficientNetB0 model but stops at block 4 and ends with a classifier top. Similarly, the other

models stop at blocks 5,6, and 7. As a result, our individual models are directly comparable with

the corresponding early exit branches in terms of architecture.

The training is done on the ImageNet training dataset. The ImageNet validation dataset

is used for monitoring improvement and early stopping. The ImageNetV2 test set is used for

reporting the test accuracies. The Adam optimizer [41] is used to train the parameters. Random

cropping, random horizontal flipping and random contrast (factor 0.8-1.2) are used as data

augmentation techniques.

Multi Objective Optimization and Impact on Accuracy

The training of early exit model is a multi objective optimization. During forward

propagation, the same data is fed to the network and each early exit branch makes a prediction.
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Figure 1.17. Performance comparison of early exit branches -(branch no, input size) and
corresponding individual models - i(model size)-input size

An error is calculated at each early exit branch. Hence, during back propagation, multiple

gradients are propagated backwards. This results in multiple objective optimization of the shared

parameters. For example, a convolution layer in block 3 needs to learn both low level features for

early exit branch 7 and high level features for early exit branch 3. This results in longer training

times and also inferior accuracy.

In [79], it is shown that the early exit method can have regularization effect since it makes

it harder to train the neural network. However, this effect is only applicable when the data is

too small or the network is too high capacity for the data. Also, there are other regularization

techniques that are widely adopted in the neural network design such as dropout [73] or data

augmentation [14].

The inference delays and accuracies of early exit branches and corresponding individual

models are shown in Figure 1.17. The early exit branches in the legend are indicated as (branch

number, image size). The individual models in the legend are indicated as i(model size)-image

size. Note that branch number and model size are directly comparable as explained previously.

This similarity is shown with colors in the plot. The individual models outperform the early exit

branches in terms of inference delay and accuracy. Moreover, the early exit model has a time

35



Figure 1.18. Temporal comparison of the smallest individual model, early exit, individual model
selection under varying contention

overhead due to control logic. For example, early exit branch (7.0, 224) and individual model

i7-224 are completely same in terms of architecture and input size. However, individual model

runs slightly faster than the early exit branch. The same difference can be observed for the other

individual models and their corresponding early exit branches.
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Runtime Performance Comparison

We tested the early exit model and the individual model set on runtime with the contention

profile in previous section. We used our regression model based selection methodology for early

exit runtime branch selection and individual model set runtime model selection. The temporal

comparison and the numerical results for the early exit, individual model set and the smallest

individual model are shown in Figure 1.18 and Table 1.4. The individual model set has almost

absolute 9% higher accuracy than the early exit model. Moreover, the delay violation of the

individual model set is slightly less than the early exit model.

There are 20 early exit and input size combinations in the early exit model. However, this

granularity is not used completely even though a large variety of contention levels (12 unique

contention combinations as in Figure 1.7) are experienced. This is because one early exit-input

size combination can be the optimal choice for more than one contention level, as in the case of

individual models. On the other hand, this individual model set of 4 models can achieve slightly

less delay violation and much better accuracy than the early exit model. Therefore, we can say

that the high level of granularity of early exit networks is not helpful even in the presence of

frequently changing contention. The accuracy of early exit model is only comparable to the

smallest individual model which has a significantly lower delay violation of 5.91%.

In the early exit architecture, convolution layer parameters are shared among early exit

branches. Therefore, the architecture aims to achieve less parameters than the total parameters

of multiple individual models. However, a large part of the parameters in convolutional neural

networks are coming from the fully connected layers at the classifier. The recent and successful

EfficientNet architectures can be example for this. EfficientNetB0 has 5,330,571 parameters in

total of which 1,281,000 parameters are from the fully connected layer at the classifier. Therefore,

whenever we add a branch, we add a fully connected layer and a large number of parameters. As

a result, the size of the early exit model is 44 MB, whereas the total size of our individual models

is 55 MB (7+9+18+21). The early exit model, of course, would have much less parameters
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Table 1.4. Early exit model and individual model set comparison - Dataset: ImageNetV2

.

Model Accuracy (%) Delay Violations (%) Memory Consumption (MB)
i4-128 34.60 05.91 3070

Early exit model 37.03 21.90 3300
Individual models 45.87 20.81 3390

compared to the total of 20 individual models which correspond to each early exit branch-input

size combination. However, as we discussed earlier, we do not need that many models for

effectively adapting to contention. Moreover, our contention grading and model set pruning

framework allows us to decrease the total number of models by intelligently selecting optimal

models for the system contention and user requirement.

One drawback of using early exit models at runtime is the switching cost of the branches.

Whenever the output of the model is changed to a different early exit branch, an additional

time is required for the execution graph. We examined these switch costs. Some switching

combinations take more time than the other ones but we did not observe a certain pattern. The

average switching cost is 5.58 ms. The inference delays of early exit branches are ranging from

18 ms to 35 ms under no contention. Therefore, the average switching cost can be up to 31% of

the inference delay whenever a switching occurs.

In summary, we believe that the proposed approach, which comprises of selecting

individual models for contention adaptation is more effective in terms of accuracy, inference

latency and runtime overheads compared to early exit based methods.

1.5.6 Comparison with Slimmable Network Based Method

Even though the original work of slimmable networks [92] does not consider runtime in

the presence of contention, it is possible to use them in this context. Slimmable networks use

less parameters to create sub-networks in the same backbone architecture. Since slimming is

similar to early exit in the sense that they are both dynamic neural network methods and utilize

weight sharing, we implement a slimmable neural network and compare our method with it.
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We designed a slimmable neural network with 4 switches (0.25x, 0.50x, 0.75x, 1.0x)

where the backbone architecture is EfficientNetB0. We use the same individual models that are

used in the previous section. Therefore, the architectures of our biggest individual model and

1.0x switch of our slimmable network are exactly the same. The same training configuration is

used as specified in the previous section.

The Effect of Batch Size on Slimmable Networks

Slimming operation is basically using less number of filter channels in convolution

operations. Therefore, slimming reduces the FLOPs. However, this does not always translate to

speedup. Every operation has an arithmetic intensity value which can be calculated by the ratio of

number of FLOPS to number of byte accesses. Similarly, every processor has an ops to byte ratio

that can be calculated by the ratio of math bandwidth to memory bandwidth. If the arithmetic

intensity of an operation is smaller than the ops to byte ratio of the processor, the operation is

limited by the memory. Conversely, if the arithmetic intensity of an operation is larger than

the ops to byte ratio of the processor, the operation is limited by math (arithmetic). Finally,

if neither of the math and memory pipelines of the processor are saturated by the operation,

the operation is limited by the latency. The latency limitation happens when parallelism of the

operation is not enough to saturate the processor’s capabilities. While it is possible to calculate

the arithmetic intensity of each operation in a neural network, it is not practical to do so since we

are using very deep neural networks. Moreover, theoretical arithmetic intensity calculation is

only a first-order approximation. Therefore, we provided empirical results with different batch

sizes in Figure 1.19 to show the saturation points of GPU pipelines where the slimming operation

becomes useful. It is important to note that these results are specific to a given combination

of neural network and GPU. Using a better GPU in all aspects or using a neural network with

smaller width would result in requiring larger batch size to make slimming useful. Figure 1.19

shows that the minimum batch size of 8 is required to achieve a speedup at every slimming point.

However, using batch inferences in embedded systems is not useful. Since embedded systems
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are usually used in real-time applications, waiting for new data for batches and then running

batch inference may not be practical. Moreover, since embedded systems are already resource

constrained systems, running inference with large batch size takes too much time and results in

missing deadlines of many points in the batch data.

Even if we find a very specific scenario where inference with large batch size in an

embedded system is required, our proposed method using individual models is still superior

compared to the use of slimmable network switches in terms of accuracy. This is because training

a slimmable network is a multi objective optimization like early exit since the weights of a

slimmable network are shared among different switches. The comparison of individual models

and slimmable networks for different batch sizes are shown in Figure 1.20. Slimmable network

switches do not provide a tradeoff in batch size 1 and provide only a partial tradeoff in batch

size 4. It starts to provide a tradeoff in batch size 8. However, the individual models provide a

tradeoff in all batch sizes and have better accuracy than slimmable network switches. Note that

i7-224 individual model and 1.0x slimmable network switch have the exact same architecture.

The other individual models do not have the exact same architectures with slimmable switches

but since they have similar inference delays for high batch sizes, their accuracies can be fairly

compared.

All models in our experiments are implemented in graph execution instead of eager

execution. The graph execution requires models to be statically compiled. As a result, it is much

faster than eager execution. Since the slimmable networks are dynamic networks, implementing

them in graph mode requires different approaches and additional logic. We noticed these

implementation differences result in 1-4 ms deviation in inference delay. However, when the

batch size is increased, this deviation becomes negligible.

Runtime Performance Comparison

Even though our framework is designed for real-time systems and large batch sizes are

not preferred in real-time systems, we compare our methodology with slimmable networks by
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Figure 1.19. The effect of batch size on inference delays of switches of a slimmable network

(a) Batch size 1 (b) Batch size 4 (c) Batch size 8

Figure 1.20. Accuracy - inference delay plots of individual models and slimmable network
switches under different batch sizes
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Figure 1.21. Temporal comparison of slimmable model and individual model selection under
varying contention

Table 1.5. Slimmable model and individual model set comparison - Dataset: ImageNetV2.

Model Accuracy (%) Delay Violations (%)
Slimmable model 44.12 42.44
Individual models 51.25 16.55

increasing batch size for the sake of comparison. We used a batch size of 8 and decreased the

intensity of contention compared to previous sections in order to keep the inference delays in

a reasonable range. Therefore, the metrics in this section are not comparable to the ones in

previous sections.

The temporal comparison and the numerical results for the slimmable model and indi-

vidual model set are shown in Figure 1.21 and Table 1.5. The threshold is determined by the

maximum delay of the heaviest model under no contention. This is a fair selection of threshold

since the heaviest model is the same in both methods. Table 1.5 shows the accuracy achieved

by our proposed individual model selection method is better than using the slimmable model

as expected from previous analysis. The delay violation of the individual model set is also

significantly better than slimmable model. These results are expected since the individual model
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set provides a better tradeoff than the slimmable model.

The slimmable networks are similar to the early exit networks in the sense that they share

weights for different switches. Therefore, they use less memory compared to individual model

set that has same number of models as the switches in the slimmable network. However, as we

discussed in the previous sections, our model set pruning technique reduces the number of models

for a given system and applications, and therefore achieves efficient memory consumption.

In the end, we believe our proposed approach is more effective in terms of accuracy and

inference latency than the slimmable neural network based method. Moreover, our approach does

not have limitations such as minimum batch size depending on the neural network architecture

and the hardware as slimmable neural networks do.

1.6 Conclusion

In this paper, we proposed a two stage framework to enable contention-aware adaptive

image classification model selection. Our framework takes a deep learning model set, a user

requirement and the system with contention and creates a contention-aware application that runs

on the system. In the first stage, we define Contention Impact Profiler (CIP) that can profile

system contention effect to our application. Then we analyze the profile with kernel density

estimation to find the system contention levels. We define Artificial Contention Units (ACU)

to regenerate these contention level in a controlled environment. Then, we run 3-stage model

pruning on the given model set to select optimal models for the system contention and the user

requirement. In the second stage, we define a runtime framework to use previously found models

to adapt to changing contention. Our runtime framework employs linear regression models to

predict future inference of the models and selects the optimal model for the existing contention.

The experimental results show that our predictive model selection outperforms the average of

individual models in both accuracy and inference delay violation. Predictive model selection

also outperforms the reactive model selection methods and early exit method. We demonstrated
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our technique using image classification while the contention is created by fusion, RADAR and

LiDAR tasks to model an autonomous car environment. However, our framework can work

with any neural network based primary application along with any contention applications. For

example, the primary application can be object detection while contention can be created by

data communication and data encryption. Alternatively, the primary application can be neural

network based speech processing and video game graphics can create contention in a mobile

system.

Chapter 1, in full, is a reprint of the material as it appears in ACM Transactions on

Embedded Computing Systems 2022, Basar Kutukcu, Sabur Baidya, Anand Raghunathan, Sujit

Dey. The dissertation author was the primary investigator and author of this paper.
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Chapter 2

SLEXNet: Adaptive Inference Using
Slimmable Early Exit Neural Networks

2.1 Introduction

Deep learning has transformed many research areas including computer vision [10],

natural language processing [99], speech recognition [63] and many more. However, deep

learning’s superior performance comes with a cost, which is its dependency on high computation

power. The training of a deep learning model requires more computation power compared

to just using it for the inference. But the inference cost of a deep learning model is still

considerably significant for resource constrained systems. Therefore, there have been many

research efforts in recent times to enable efficient deep learning inference on resource constrained

systems. Additionally, over the years, the use of resource constrained embedded systems have

exponentially increased with the rapid emergence of cyber-physical systems in the era of the

Internet-of-Things (IoT) applications [72]. For this reason, the resource constrained systems

have a variable performance demands as they frequently interact with external factors such as

people and physical environment, unlike servers which work in an isolated environment with

well-defined workloads most of the time. As a result, implementing efficient inference of deep

learning models is extremely challenging for resource constrained systems where a number of

variable external factors exist.

The research on dynamic neural network architectures has garnered significant attention
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in recent years, as it can create multiple models to support various system requirements and

enable adaptive inference of deep learning models [30]. Many techniques are developed to

create dynamic neural networks including early exiting [79], layer skipping [82], slimming

[92], dynamic routing [58] and many more. Each of these methods has its advantages and

disadvantages for different tasks. However, the advantage of being dynamic usually comes with

a tradeoff between accuracy and complexity of the dynamic neural networks. Moreover, it is

harder to train these models as they require custom training strategies. Additionally, it takes

longer time to train these models as they are trained for multiple sub-architectures within one

main architecture.

In this paper, we propose a new dynamic neural network architecture, SLEXNet that is

designed for resource constrained systems with dynamic external factors. SLEXNet combines

early exiting and slimming to create more sub-architectures than each of these techniques

individually can offer. Moreover, early exiting and slimming have their own advantages in

different situations. SLEXNet not only utilizes the advantages from these techniques, but

also outperforms them due to using the combination of the techniques which provides more

optimization knobs that the dynamic model can tune to. We also propose a scheduling algorithm

that searches and finds out the best SLEXNet sub-architecture given the external factors and

requirements.

The main contributions of this work are as follows:

• A new dynamic neural network architecture, called SLEXNet that combines early exiting

and slimming to create a wide range of speed-power-accuracy characteristics in one

architecture.

• A runtime scheduling algorithm that evaluates the current external factors and requirements,

and searches within the SLEXNet sub-architectures efficiently in constant time to find the

best sub-architecture that satisfies the given requirements.

• Demonstration of the performance of the SLEXNet and the Runtime Scheduling on a wide
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range of experiments and comparison with other dynamic neural network techniques such

as early exiting and slimming.

We implement SLEXNet with TensorFlow and conduct the experiments on Nvidia Jetson

Orin. We investigate SLEXNet’s capability in terms of adapting varying data rate and power

consumption, considering processing time deadline and power budget as thresholds. We compare

our algorithm with early exiting and slimming and show advantages of SLEXNet.

2.2 Related Work

Efficient and Scalable Neural Network Architectures: Some works have proposed efficient

and scalable neural network architectures to satisfy different efficiency requirements. In [77],

an efficient neural network architecture is proposed. This architecture is scaled in terms of

depth, width and resolution to create bigger architectures step by step. Even though each of

these models provide a different point in complexity, they are all individual models and do not

have the dynamic network capacity. In [9], one efficient and scalable architecture is proposed.

In this work, one model is trained and many sub-models are made available for deployment.

Unlike our work, the runtime switching is not examined. There are ways to create more efficient

models using the existing neural network architectures, such as quantization [28] and pruning [7].

Quantization can be done during training [13, 76] or after training [4, 57]. Pruning can be

unstructured [29] or structured [55]. However, all the quantization and pruning methods are used

to make an existing neural network more efficient. They do not target to make them dynamic.

Dynamic Neural Network Architectures: There are many works focusing on dynamic neural

networks [30]. One main way to achieve a dynamic architecture is using multiple neural networks

and activating some of them based on a logic. In [62], two different sized models are used. The

big one is executed based on the softmax results of the little one. In [8], more than 2 models

are used, and an additional logic is implemented to decide to use which model is enough for

the given input. In [34], multiple models are created to use for inputs with different resolutions.
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These works [8, 34, 62] do not modify the neural network architecture as our work does.

Another way to achieve a dynamic architecture is early exiting. In [79], one main network

is created where multiple classifiers are added to intermediate positions in the main network.

In [93], a methodology is proposed to convert the static models to dynamic models. In [82],

instead of early exiting, a layer skipping idea is proposed. In [56], early exiting strategies are

examined. These works are different from ours since they do not examine slimming and also

runtime scheduling with power consumption as our work does.

Early exiting creates a dynamic depth in an architecture. It is also possible to create dy-

namic width by modifying the number of channels in convolution layers. In [92], a convolutional

neural network architecture with 4 different levels of dynamic width is proposed. In [91], the

previous architecture is extended to have an arbitrary level of width instead of 4 levels. In [11],

an additional neural network is developed to activate the selected channels of convolution layers

in the main prediction neural network. In [47], a gate module is used to activate the number of

channels in each stage of a neural network. These works do not consider dynamic depth of the

architecture.

Instead of creating flexibility with dynamic width and depth, some works defined various

subnetworks and used dynamic routing, where the routing decisions are taken by reinforcement

learning agents [52, 58]. The architecture of these works are different from ours.

Some works [5,83,85] have developed architectures to combine dynamic depth and width

through gating. Unlike our work, gating requires additional computation to calculate which

layers/block/channels will be skipped.

Dynamic Inference: The goal of having a dynamic architecture is to use it in dynamic inference.

In [86], an early exit architecture is proposed and its response to contention in runtime is

examined. This work do not consider dynamic width. In [44], a set of models are used to satisfy

dynamic requirements of the applications with contention. In [78], a model is selected among a

set of model by considering the complexity of the input on runtime. These works [44, 78] do not

modify the neural network architecture. Instead, they use a set of models. One advantage of using
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one dynamic neural network architecture (as in our work) instead of model selection is that only

one model’s weights need to be saved in the device compared to saving many different models’

weights. This is especially important when resource constrained devices are used. Another

advantage of our work is that it can create many fine-grained steps in terms of accuracy, latency

and power consumption, whereas it is hard to find many models that form fine-grained steps in

terms of these metrics. Moreover, [78] considers only input complexity while selecting a model

for inference. Our work, on the contrary, considers latency and power consumption requirements

while trying to maximize accuracy.

2.3 Background and Motivation

There have been a significant ongoing research effort on the dynamic networks, because

of their useful features such as efficiency, representation power, adaptiveness, compatibility, and

generality as stated in [30]. The adaptiveness becomes especially important when we consider

dynamic environments and resource constrained systems. Modern cyber-physical systems like

drones, autonomous cars, and mobile phones can be shown as examples for such dynamic

environments since they can have varying requirements depending on the external factors. These

systems usually have constrained resources since they run on a battery, require being small, or

cannot get too hot. In the end, dynamic neural networks are great tools for such systems because

of their adaptability that static models lack.

Another source of dynamism in the cyber-physical system can be introduced by different

rates of incoming data. For example, as shown in [48], drones can employ multiple cameras

which can be enabled/disabled depending on the application. This can create a varying data

rate for the neural network architecture. Such varying data rate problem can be solved by the

adaptability of the neural network architecture. There can also be dynamic requirements for the

neural network application. One example for a dynamic requirement is the power budget. As

investigated in [59], the wind has an effect on drones’ energy consumption, which can create
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Figure 2.1. The adaptability comparison of static models, their early exit and slimmed versions

a dynamic power budget. Another example for dynamic requirements is processing time for

neural network application. The drone communications have many factors that affect end-to-end

latency [24, 31] which might require adaptability in time for other tasks on the drone.

The static models are not good candidates for dynamic environments, since they cannot

adapt to varying conditions. A comparison of static models, along with their early exit and

slimmed versions are given in Fig. 2.1 in terms of processing time and power consumption. In

this example, the incoming data rate is changed every 100 frames. It starts with 10 FPS (Frame

Per Second) and end with 90 FPS. The aim of the all models is to execute the incoming data

without exceeding the delay threshold which is defined as 0.15 s in this particular example. The

used static model is EfficientNetB0 [77]. When we examine the full model with batch size 1,

we see that it can execute the incoming data with 10 and 30 FPS without any issues. However,

after that point, it cannot keep up with the incoming data rate. This results in a queuing delay

and therefore increased processing times for the following data. If we use the full model with

batch size 8, we see high processing times in the slower incoming data rates. This happens since

the model waits for batch to fill up. As a result, we see many delay threshold violations for this
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model too.

Different dynamic architectures can provide adaptability to different conditions. Early

exit [79] and slimming [92] techniques and their advantages can be seen in Fig. 2.1. The full

model with batch size 1 starts to build a queuing delay after 60 FPS incoming data rate. On

the other hand, the earlier exit version of this model can keep up with 60 FPS. Even though its

buildup speed is less than the full model, it also starts to build a queuing delay after 90 FPS.

When we compare the full model with batch size 8 and its slimmer version, processing times are

similar. As explained in [44], slimming is not always effective in speeding up when small batch

sizes are used in execution using GPUs. However, We notice a significant difference in power

consumption. The slimmer version consumes much less power. This is useful when there is an

adaptation requirement in power budget.

In this paper we present SLEXNet which combines the slimming and early exit techniques.

It not only harnesses the advantages of each technique in one architecture, but also makes an

improvement over each individual technique because of the hybrid approach. As a result, we

achieve a hybrid architecture that can adapt to the conditions that early exit and slimming dynamic

networks cannot. Moreover, we introduce a novel runtime scheduling algorithm that enables

us to utilize the full potential of SLEXNet considering time and power constraints. Further

explanations and comparisons are provided in section 2.5 with a wide range of experiments.

2.4 Methodology

2.4.1 SLEXNet

As mentioned earlier, the idea of SLEXNet is to combine early exiting and slimming

in one architecture to create a more dynamic model. The early exiting method makes a model

dynamic by changing the ‘depth’ of the model. On the other hand, the slimming method makes a

model dynamic by changing the ‘width’ of the model. SLEXNet combines these two methods to

create a more dynamic model with higher degree of adaptability.
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Figure 2.2. SLEXNet architecture implemented on EfficientNetB0

Architecture: We implement SLEXNet on EfficientNetB0 [77] architecture. The general

overview of the SLEXNet architecture based on EfficientNetB0 is given in Fig. 2.2. Efficient-

NetB0 has 7 blocks, where each block can have sub-blocks. We replace the convolution and

batch normalization layers with slimmable versions of them in each block. We use four slimming

coefficients, which are 0.25x, 0.50x, 0.75x, 1.00x as described in [92]. We add three early

exit blocks after blocks 3, 5, and 7. These early exit blocks are classifiers with another set of

slimmable convolution and batch normalization, followed by global average pooling and fully

connected layer.

Training: Since SLEXNet is a highly customized model, we use a customized training method,

which is explained in Algorithm 1. We calculate and save the gradients for each early exit and

slimming combination. Once we have all the gradients, we apply updates to the model for all

gradients and then move to the next batch.

Knobs of SLEXNet for Adaptive Execution: In addition to the early exiting and slimming, we

use batch execution as a knob in our runtime. Combining early exit and slimming with batch

size enhances our ability to adapt to different runtime requirements and situations. Moreover, it

creates more fine-grained steps to choose from.
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Algorithm 1. Training of SLEXNet
1: model← initialize SLEXNet
2: gradientList← empty list
3: for epoch = 1,2,3 . . . ,TotalNumberO f E pochs do
4: for Each batch in training set do
5: for ee = 3,5,7 do
6: for s = 0.25,0.50,0.75,1.00 do
7: model.setEarlyExit(ee)
8: model.setSlimming(s)
9: logits← model(batch)

10: loss← calculateLoss(logits)
11: gradients← calculateGradient(loss)
12: add gradients to gradientList
13: end for
14: end for
15: end for
16: for Each gradients in gradientList do
17: apply gradients to model
18: end for
19: gradientList← empty list
20: end for

2.4.2 Runtime

SLEXNet is capable of satisfying various delay and power requirements by adjusting its

knobs, however finding which knobs to use under different and varying conditions is another

challenging task. In order to solve this, we developed a Runtime Scheduling algorithm which

is used together with SLEXNet to provide an adaptive neural network execution system as

illustrated in the Fig. 2.3. The runtime scheduler peeks at the data in the input queue and

configures the SLEXNet for the next execution step using the previously benchmarked data,

delay and power thresholds. In such systems, there is a constant flow of frames that are placed

in input queue when they arrive. We execute the Runtime Scheduling algorithm before each

execution of SLEXNet and put the results to the output queue.

The runtime scheduling algorithm is explained in Algorithm 2. It starts with calculating

the average time difference (avgTimeGap) between arrival times of the frames that wait in the
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Figure 2.3. The overview of adaptive execution system using SLEXNet and Runtime Scheduling
algorithm

Figure 2.4. Simplified explanation of time estimation in runtime scheduling
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Algorithm 2. Runtime scheduling of SLEXNet
Inputs: SLEXNetDelays, SLEXNetPowerCoe f f s, SLEXNetMaxPowers, delayT hreshold,
powerT hreshold, inputQueue, SubNetworks, numO fWaitingFrames : number of frames that
wait in inputQueue
Output: scheduledSLEXNetOption

1: avgTimeGap←Mean of differences of arrival times of frames in inputQueue
2: residualDelay← currentTime − latest input’s arrivalTime in inputQueue (if there’s any)
3: for each (s,e) ∈ SubNetworks do ▷ SubNetworks has (slimming, early exit) tuples sorted

by accuracy in decreasing order
4: for bs = 1,4,8 do
5: if bs≥ numO fWaitingFrames then
6: SLEXNetOpt← (bs,s,e)
7: f illU pTime← (bs−1)∗avgTimeGap
8: in f erenceTime← SLEXNetDelays[SLEXNetOpt]
9: totalTime← f illU pTime+ in f erenceTime+ residualDelay

10: if totalTime < delayT hreshold then
11: powerCoe f f icient← SLEXNetPowerCoe f f s[SLEXNetOpt]
12: maxPower← SLEXNetMaxPowers[SLEXNetOpt]
13: powerConsumption← powerCoe f f icient/avgTimeGap
14: powerConsumption← min(powerConsumption,maxPower)
15: if powerConsumption < powerT hreshold then
16: Schedule SLEXNetOpt
17: f ound← True
18: Break from all loops
19: end if
20: end if
21: end if
22: end for
23: end for
24: if not f ound then
25: bs = highest batch size that is smaller than numO fWaitingFrames
26: s = the slimmest factor
27: e = the earliest exit
28: SLEXNetOpt← (bs,s,e)
29: Schedule SLEXNetOpt
30: end if
31: if scheduled batch size > numO fWaitingFrames then
32: wait scheduled batch size to fill up
33: end if
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input queue (Line 1). This value is used to estimate the total execution time later on. Then

residualDelay is calculated. It is the waiting time of the latest frame in the input queue before

the runtime scheduling and execution start. It is also used in the total execution time estimation.

Then we iterate over the SLEXNet options, starting from the heaviest option. We do this by

iterating SubNetworks which has (slimming factor, early exit point) tuples. These tuples are

sorted by decreasing validation accuracy that is computed before the runtime algorithm. For

example, the first element of SubNetworks is (1.00, 7) because it is the full network in terms of

both the width and the depth. Similarly, the last element of SubNetworks is (0.25, 3) because it

is the smallest capacity network among all the options and therefore has the worst validation

accuracy. During consideration of each SLEXNet option, we first check if the batch size is equal

to or larger than the number of inputs waiting in the input queue currently. Because if we pick

a SLEXNet option that has a batch size smaller than the number of inputs waiting in the input

queue, we leave some frames behind for this round of execution, which causes an increased

residualDelay for the next cycle and consequently a hard case for finding a suitable SLEXNet

option for the next cycle. If the batch size is larger than the number of inputs waiting in the input

queue, we estimate the processing delay of the oldest frame in the input queue. A simplified

example for this estimation is illustrated in Fig. 2.4. We first calculate the "fill up time" which is

caused by the time difference between arrival times of the frames. In order to calculate this, we

multiply (batch size - 1) with avgTimeGap that we calculate earlier. Then we get the inference

time of the related SLEXNet option using our saved benchmark data. Then we add these two

with residualDelay we calculate earlier to find the total time. This total time corresponds to the

processing time of the oldest frame in the input queue if we use the related SLEXNet option.

It is important to note that we can use a batch size that is larger than the number of inputs

waiting in the input queue. If we decide to use such a batch size, the runtime algorithm waits

for new frames to come after scheduling. This waiting time is actually projected in fill up time

calculation. So we assume that the average time gap that current inputs have will remain similar

for the incoming new frames. If the total time is less than the delay threshold, we move on to the
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power consumption estimation.

The power consumption estimation requires some pre-runtime processing to extract

"power coefficients". The average power consumption depends on two factors: The used

SLEXNet option and the incoming data rate. The used SLEXNet option defines the maximum

power, as it is directly related to how much of the available resources the system is using at a

given execution time. The incoming data rate scales the maximum power of a SLEXNet option.

Because if the incoming data rate is less than the current SLEXNet option’s capability, the system

stays idle while waiting for new data to come. It can be explained using the duty cycle idea

as illustrated in Fig. 2.5. In this example, let 100 FPS be the maximum data rate the related

SLEXNet option can handle. In other words, if the data comes with 100 FPS, the system executes

the incoming data batch after batch without staying idle in between. In this case, the SLEXNet

option consumes its maximum power. If the data comes with 10 FPS, then the average power

consumption from execution drops to 10% of the maximum power, since the system waits idle

90% of the time in this case. So there’s no execution for the 90% of the time. Similarly, when

the data comes with 50 FPS, the average power consumption from execution drops to 50% of the

maximum power. The duty cycle plot can be interpreted as following: it is 1 when the SLEXNet

option executes the data with its maximum instantaneous power. It is 0 when it waits in idle state

for new data to arrive (0 SLEXNet option power consumption). When the data comes faster than

the SLEXNet option can handle (120 FPS in the figure), the power consumption does not change

since the system is still executing data continuously, as in 100 FPS case. In this case, the data

starts to queue up, however this does not change the power consumption of the system.

When we remove the base power from the measured power consumption, there’s actually

a constant power consumption to data rate ratio for each SLEXNet option. In other words, the

ratio of average power consumption of any SLEXNet option under data rate of X FPS to X is

constant for all X . We can define this ratio as power coefficient which is represented as the

57



following:

powerCoe f f icient =
powerX

FPSX

where X is a data rate smaller than the maximum capability of the given SLEXNet option.

For example, this coefficient corresponds to p/100 in our example in Fig. 2.5. So, this SLEXNet

option’s power consumption would be 2p/10 when the data comes with 20 FPS.

Since we calculate the avgTimeGap at the start of our algorithm, we actually have an

estimate of incoming data rate in FPS, which is 1/avgTimeGap. We can use this number to

estimate the power consumption as following:

estimatedPower = powerCoe f f icient ∗FPS =
powerCoe f f icient

avgTimeGap

To be able to use this method, we need to calculate power coefficients for all SLEXNet

options before runtime. In order to do that, we run all SLEXNet options under a small FPS

(20 FPS is used in our case) and measure the power consumption. Then we remove the base

power value from these numbers. Base power is measured when no execution is happening on

the system. Then we divide these power consumption values to 20 (the used FPS) to calculate

power coefficients. Since this ratio (powerCoe f f icient) only holds when the power consumption

is equal to or less than the maximum power consumption, we also measure the maximum power

consumption of all SLEXNet options to handle these cases.

Power estimation during runtime is also described in Algorithm 2. We load power

coefficient and maximum power of the related SLEXNet option at lines 12 and 13, respectively.

Then we estimate the power consumption using power coefficient and the average time gap at

line 14. Lastly, we check if the estimated power is larger than the maximum power and if this is

the case, we use the maximum power as the power consumption as power coefficient method is

only for estimating power consumption that is less than the maximum power.

If the runtime algorithm cannot find a feasible SLEXNet option to schedule after iterating
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Figure 2.5. The effect of incoming data rate to the power consumption of a SLEXNet option

over all SLEXNet options, it still needs to schedule a SLEXNet option to keep executing

incoming data. Since there’s no feasible SLEXNet option, the scheduled one will fail the time

threshold and/or the power consumption threshold. This means the system is in a state where

the threshold failure is inevitable. This case is handled at line 26 in Algorithm 2. The algorithm

schedules the lightest SLEXNet option (the slimmest and the earliest exit) to quickly get out of

this state so that future inputs can be processed within the time and power thresholds. It also

uses the highest possible batch size since batch execution is efficient and therefore provides a

better chance to leave this state quickly. The system can get into this state due to queued data

and can leave this state only if it executes the queued data faster than the incoming data rate. The

fastest way of doing this is the SLEXNet option of the highest batch size, the slimmest factor

and the earliest exit.

2.4.3 Challenges for SLEXNet

Architectural challenges

Implementing a slimmable early exit method on neural networks comes with certain

challenges. We explain these challenges and how we approach them in this section.

Deciding on early exit points and slimming coefficients: The early exit points and slimming
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coefficients are the main factors that define the performance of SLEXNet. In theory, an early exit

point can be after any layer in the neural network and a slimming coefficient can be anything

between 0 and 1. However, the following constraints need to be addressed.

1. A key constraint is the number of early exit point-slimming coefficient combinations,

depending on the accuracy and runtime requirements. The subnetworks defined by early

exit points and slimming coefficients are sharing the weights which are limited by the

backbone architecture. That means, if too many early exit points and slimming coefficients

are used, the accuracy of all subnetworks drops. On the other hand, if very small numbers

of early exit points and slimming coefficients are used, there will be fewer options to pick

from during runtime, which will result in worse runtime accuracy, and more time and

power requirement failures. Therefore, it is important to find a middle ground depending

on the backbone architecture and the runtime task.

2. Another additional constraint is the range and sparsity of early exit point and slimming

coefficient parameters. If we define these parameters too close to their neighbors (i.e.

slimming coefficients 0.20 and 0.25), we cannot see any significant difference in accuracy,

time and power consumption between SLEXNet options. In the end, we decide to use

evenly spaced parameters for early exit points and slimming coefficients, while ensuring

an adequate space in between parameters.

3. Another one of these constraints is the backbone architecture. Most of the modern

convolutional neural network architectures are based on building blocks that are repeated

[32, 70, 77]. When defining an early exit, it is important to not cut these building blocks.

Because if an early exit point cuts a building block, the defined subnetwork consists of an

incomplete block, resulting in bad performance. Therefore, we define early exit points at

the end of building blocks. However, this is not the only backbone architecture constraint

to decide on early exit points. The effect of slimming coefficients on the backbone

architecture needs to be considered to pick early exit points as well. The combination
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of early exit points and slimming coefficients define the subnetworks of the backbone

architecture. If the smaller subnetworks don’t have enough parameters to learn the features

of the dataset, they do not provide viable subnetwork options and unnecessarily hurt the

performance of other subnetworks due to weight sharing.

Slimmable early exit classifiers: The size of a slimmable convolutional kernel is determined by

the slimming coefficient. The full size of the convolution kernel is

[kernelsize,

kernelsize,

(inputChannelNumber)× (slimmingCoe f f icient),

(out putChannelNumber)× (slimmingCoe f f icient)]

This means the channel number of output tensors of a slimmable convolutional layer

depends on the slimming coefficient. The early exit classifiers need to be slimmable as well,

since the sizes of tensors from intermediate blocks change based on the slimming coefficient.

The early exit classifiers consist of a slimmable convolution layer, a global pooling layer and

a final fully connected layer. A fully connected layer expects a constant input size. Most

modern neural network architectures handle this by using global pooling layers [32, 70, 77]

before the fully connected layer. Global pooling layer gets the input tensor with size (batch

size, spatial size, spatial size, channel number) and decreases it to a tensor with size (batch

size, channel number). This is a constant size for neural networks without slimming, since the

channel numbers of convolution filters without slimming are constant. However, if we use a

slimmable convolution layer before the global pooling layer, the channel number is scaled by

the slimming coefficient which cannot be handled by the last fully connected layer. Therefore,

we use "half" slimmable convolutional layer in the slimmable early exit classifiers. These

layers have filters that are slimmable in the input but constant in the output. The full size

of the convolution kernel of these layers is [kernelsize, kernelsize, (inputChannelNumber) x
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(slimmingCoe f f icient), (out putChannelNumber)]. So the output tensors of these layers have a

constant number of channels and are independent of the slimming coefficient, and therefore can

be used by the final fully connected layers. The output size of these slimmable convolutional

layers is an architectural choice and potentially affects the performance of SLEXNet.

SLEXNet also introduces some new parameters to the backbone architecture due to

the additional classifiers (at early exit 3 and early exit 5 for our implementation shown in Fig.

2.2). Note that early exit 7 is the normal output of the backbone architecture. The introduced

parameters come from the slimmable convolution layer and the fully connected layer at the early

exit classifiers. The filter size of the slimmable convolution layer is (kernel size, kernel size, input

channel number, 4 x input channel number). The weight size of the fully connected layer is (4 x

input channel number) x (number of output classes). Kernel sizes are 1 in the convolution layer

in the early exit classifiers. The input channel numbers are 40 and 112 for early exit classifiers 3

and 5, respectively. So, the total number of parameters of early exit classifier 3 is (1 x 1 x 40 x

160) + (160 x 5) = 7200. Similarly, the total number of parameters of early exit classifier 5 is

(1 x 1 x 112 x 448) + (448 x 5) = 52416. The total number of parameters of EfficientNetB0 is

5.3M [77]. Therefore, the parameters introduced by SLEXNet is around 1.2% of the backbone

architecture.

Training of SLEXNet

SLEXNet consists of many subnetworks which are defined by early exit points and

slimming factors. For example, early exit point 3 and slimming factor 0.75 define a subnetwork

(=Subnetwork(3, 0.75)) together. Similarly, early exit 7 and slimming factor 0.25 define another

one (=Subnetwork(7, 0.25)). All the subnetworks share the weights of the backbone architecture.

This means the same set of weights has different purposes for different subnetworks. For example,

the weights of block 2 in Fig. 2.2 works as high level feature extraction for Subnetwork(3, 0.75)

because it is close to the early exit 3 classifier. However, the same weights of block 2 work as

low level feature extraction for Subnetwork(7, 0.25) because block 2 is positioned in the initial
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part of the 7-block subnetwork. Therefore, the weights of block 2 need to learn different features

for different subnetworks. The training needs to be done in a way that all the subnetworks

are trained equally and none of them is given a precedence over another subnetwork. If some

subnetworks are trained before the other ones in each batch, it might make convergence harder

for the subnetworks that are trained later due to shared weights. Therefore, we run forward

(line 9 in Algorithm 1) and backward (line 11) passes for all subnetworks and calculate the

gradients for each subnetwork. However, we apply the gradients to the weights after gradients of

all subnetworks are calculated (line 17).

Runtime scheduling

The runtime scheduling problem is very challenging to solve optimally due to two main

reasons. The first reason is that the search space is too big to solve during runtime before each

execution. In the first glance, it may seem as if search space is small and constant since there

are only 36 options (3 batch sizes * 3 earl exits points * 4 slimming coefficients) to pick at a

given time. However, search space grows quickly based on the number of inputs in the input

queue. Let’s take a specific example where there are 6 frames in the input queue, and we want to

execute them optimally. Optimal execution is maximizing accuracy while satisfying processing

delay and power thresholds for all the frames. Our available batch sizes are 1,4,8 and we have

12 subnetworks (3 early exits * 4 slimming coefficients). In one batch execution scenario, 6

frames can be executed in 3 batches. We can execute 4 of them first, then we can execute the

remaining frames one by one. This means execution batches will be 4-1-1. Each of these batch

executions can use one of the 12 subnetworks. Since there are 3 batch executions, there are

123 options just for 4-1-1 execution order. Alternative batch execution scenarios can be 1-4-1

(123 total options) or 1-1-4 (123 total options) or 1-1-1-1-1-1 (126 total options). Each batch

execution has an effect on the inputs that are waiting in the input queue. Because those inputs

have a smaller time window to satisfy the processing delay threshold since they spend time in

the input queue waiting for their execution. This means the first execution option has an effect

63



on the last input waiting in the input queue. These numbers are only for 6 frames waiting in

the input queue. If there are, for example, 7 frames in the input queue, the search space grows

exponentially. Solving this problem during runtime takes long and more importantly unknown

time since it depends on the number of inputs in the input queue.

The second reason for the diffulty in solving the runtime scheduling algorithm is that

the environment is dynamic. This means frames keep coming to the input queue while we try to

solve the scheduling problem. For example, while we are solving the 6-input case, another input

can arrive in the input queue. In the end, our solution for the 6-input case might cause the 7th

input to miss its processing delay threshold. This would make the solution suboptimal.

Our average time gap idea estimates the incoming data rate, which makes the problem

solvable in almost constant and very short time. It is also used to accurately estimate end to

end processing delay and power consumption. Therefore, it enables us to pick the most suitable

SLEXNet option. This method is practical and highly effective. Therefore, it introduces a novelty

to this kind of search problem where the environment is dynamic, and a fast solution is required.

2.5 Experiments

We use a specific notation to denote the SLEXNet options in the figures throughout this

section. As explained in the previous section, the knobs of SLEXNet are the batch size, the

slimming factor and the early exit point. We use the naming convention of bsX_sY _eeZ where

X is the used batch size, Y is the slimming factor and Z is the early exit point. For example,

bs4_s0.25_ee5 means batch size 4, slimming factor 0.25, early exit 5.

The runtime experiments are conducted on Nvidia Jetson Orin platform.

2.5.1 Training and Dataset Details

We train SLEXNet on AIDER dataset [46]. It is an aerial image dataset for emergency

response applications. It includes images of emergency situations such as fire, collapsed buildings,

floods, traffic incidents as well as normal images captured by drones. An example of each
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Figure 2.6. Example images from AIDER dataset [46]

category in the dataset can be seen in Fig. 2.6. This dataset is relevant to our use case since it

can be used in resource constrained systems such as drones where various runtime constraints

can be imposed depending on the external conditions.

In addition to the customized training of SLEXNet shown in Algorithm 1, we use some

general image based training methodologies. We first resize all the images to 224 by 224 pixels.

Then, we use image augmentation provided by imgaug library [40]. The imgaug library applies

random image augmentation techniques to each image in the training pipeline. We use Adam

optimizer [41] with 0.01 learning rate. We use a batch size of 128 during training.

We split the dataset into a training set (∼80%), validation set (∼10%) and test set (∼10%).

We check the validation accuracy at every epoch during the training set and stop the training

when there is no improvement for 50 epochs. Then we save the best validation accuracy model

and use it in our runtime experiments in the following sections. The test set is used in our runtime

experiments. The test accuracies of the SLEXNet branches after training are given in Fig. 2.7.

2.5.2 Offline Performance Evaluation of SLEXNet

In this section, we manually impose various runtime requirements on a real-time image

classification problem and showcase SLEXNet’s adaptability. This manual and offline evaluation

shows SLEXNet’s capabilities in full extent and is also helpful to understand the other experi-

ments in the following sections. In this section, we consider two main metrics as requirements

– speed and power. We use a different set of requirements for each of the metrics and use

SLEXNet’s adaptability to satisfy each of these requirements.
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Figure 2.7. The accuracies of SLEXNet branches with different early exit points and slimming
factors

Our aim is to find and select a SLEXNet option (combination of batch size, slimming

factor and early exit branch) that satisfies the speed and power requirements best, while also

sacrificing the accuracy least. Changing slimming factor and early exit branch results in the

change in accuracy as shown in Fig. 2.7. For example, a slimmer model is less accurate.

Similarly, if we use an earlier branch to exit, the model is less accurate. The other SLEXNet

option is the batch size which however, does not have any effect on accuracy. But it has combined

effects with other SLEXNet options, and also it is required for certain requirement cases.

Since, in this offline evaluation, we keep the incoming FPS constant for each experiment,

in section, we add the incoming FPS to the legend naming. So we also add _ fW to our general

naming convention. f means the frame rate and W is the placeholder for the frame rate value in

FPS. For example, bs4_s0.25_ee5_f60 means batch size 4, slimming factor 0.25, early exit 5

under 60 FPS incoming data.

We change the incoming data FPS (Frames per second) rate and use different SLEXNet

options to keep up with the incoming data. In the plots, we use the term ‘processing delay’ which

is defined as an input’s serving time that includes the queuing delay and SLEXNet’s inference

delay. An input is captured with the defined FPS rate and put into the SLEXNet’s input queue,

then its queuing delay starts. The queuing delay ends when the input is taken from input queue

by SLEXNet and the inference delay starts. When the input is processed by SLEXNet and put to
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(a) 60 FPS (b) 120 FPS (c) 150 FPS

Figure 2.8. Some failing SLEXNet options for varying FPS incoming data rates (Accuracies of
the SLEXNet options can be seen in Fig. 2.7)

(a) 30 FPS - time (b) 30 FPS - power (c) 60 FPS - time (d) 60 FPS - power

(e) 120 FPS - time (f) 120 FPS - power (g) 150 FPS - time (h) 150 FPS - power

Figure 2.9. Some working SLEXNet options for varying FPS incoming data rates (Accuracies
of the SLEXNet options can be seen in Fig. 2.7)

67



the output queue, the inference delay ends. In the end, the processing delay is the sum of the

queuing delay and the inference delay for each of the inputs.

Now, as the typical camera data can be of 30 FPS or 60 FPS and there can be multiple

of them simultaneously stream the data, we may get even higher frame rates that are multiple

of 30 FPS. Herein, we consider individual cases of different frame rates and show their offline

performance below.

1) 30 FPS incoming data case:

30 FPS incoming data is slow enough to be satisfied (i.e., processing delay is below

1/30 s) by using batch size 1. However, when we do not use batches in execution, slimming is

not effective in terms of speed-up. Therefore, we only demonstrate the early exit variations of

the none slimmed (slimming factor 1.0) model in this use case in Fig. 2.9a. As we can see from

the figure, all the used SLEXNet options can satisfy 30 FPS speed requirements, i.e. there is

no increasing queuing delay that violates the processing delay requirement, while the inputs

keep coming. However, early exiting still affects the processing delay of each input. When we

consider the power consumption numbers in Fig. 2.9b, we can see that early exiting affects power.

For example, if we don’t have a power consumption requirement, we can select the SLEXNet

option – {batch size 1, slimming factor 1.0, early exit point 7}, since it can catch up with the

speed requirement and has the better accuracy compared to others which can be seen in Fig. 2.7.

However, if we have a power consumption requirement of 15000 mW, we have to select {batch

size 1, slimming factor 1.0, early exit point 3} among the three options because it can keep up

with the speed requirement and also satisfies the power requirement.

2) 60 FPS incoming data case:

When we increase the incoming data speed to 60 FPS, it starts to be too fast for some

SLEXNet options. For example, when we use the batch size of 1, the early exit 7 and 5 cannot

keep up with the incoming data and a queuing delay is accumulated as shown in Fig. 2.8a. In

this case, if we want to keep up with the incoming data, we can decrease the early exit parameter

even further to early exit point 3. However, using early exit point 3 also decreases the accuracy as
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seen in Fig. 2.7. If we want to keep the accuracy high while satisfying the speed the requirement,

we can use batch sizes greater than 1. In this case, using a batch size of 4 allows us to select

the SLEXNet option (early exit 7 and slimming 1.00) that yields the maximum accuracy while

satisfying the speed requirement. The processing delay comparison of some working SLEXNet

options is shown in Fig. 2.9c. As we can see from the figure, using batch size 1 and early exit

3 is the fastest. Using batch size 4 increases the minimum processing delay and also shows

a 4-step processing delay pattern since 4 consecutive inputs are executed together and put to

the output queue at the same time. Using an earlier exit on batch size 4 case still gives an

improvement on speed. In the end, all three SLEXNet options can satisfy the speed requirement

of this case. When we examine the power numbers shown in Fig. 2.9d, we see that all options

are close to each other in terms of power consumption. When we compare bs1_s1.00_ee3_f60

and bs4_s1.00_ee7_f60, we see that the increase in batch size and decrease in early exiting

balanced each other in terms of power consumption. On the other hand, bs4_s1.00_ee3_f60 has

a considerably lower power consumption compared to the other two options. Therefore, if there

would be a power consumption requirement around 17000 mW, bs4_s1.00_ee3_f60 would be

the only feasible option among these three.

3) 120 FPS incoming data case:

If we increase the incoming data rate to 120 FPS, batch size 1 becomes infeasible even

with the most efficient SLEXNet options as shown by monotonic increase in processing delay in

Fig. 2.8b. Therefore, we have to use SLEXNet options with higher batch sizes to keep up with

this incoming data rate. If we use batch size 4, we can keep up with the incoming data. Then we

can still change other parameters to tradeoff accuracy with speed, as shown in Fig. 2.9e. In the

power comparison plot in Fig. 2.9f, we see a similar pattern to the 30 FPS case. Depending on

the power consumption requirement and accuracy preference, different SLEXNet options can be

selected among these options.

4) 150 FPS incoming data case:

In the extreme speed requirements, even batch size 4 options become infeasible, as

69



shown in Fig. 2.8c. In this case, using batch size 8 with different combinations can keep up

with data while providing different speed and power characteristics. 3 different SLEXNet

options that can keep up with the incoming data rate are shown in Fig. 2.9g. Examining the

plot, we see that bs8_s1.00_ee7_f150 has the largest processing delay, and the other two are

similar. Decreasing slimming factor from 1.00 to 0.25 and decreasing exiting point from 7 to

3 seem to have similar effects on processing delay. However, there are significant differences

in power consumption, shown in Fig. 2.9h. As expected, bs8_s1.00_ee7_f150 has the largest

power consumption. However, bs8_s0.25_ee7_f150 has significantly less power consumption

compared to bs8_s1.00_ee3_f150. Therefore, we can reach to a conclusion that slimming is

more power efficient than early exiting when everything else remains the same and relatively

large batch sizes are used.

2.5.3 Online SLEXNet Performance with Adaptive Scheduling

As shown in the previous section, some SLEXNet options are not feasible, or not optimal

for a given power threshold and incoming data rate. In this section, we demonstrate how

SLEXNet can adapt by switching options during runtime, which means selecting the right

SLEXNet option for a given the current condition of the system and the requirements. We also

compare SLEXNet with early exit and slimming methods to emphasize the advantages of our

architecture.

Performance Metrics: In the experiments, we impose two requirements, one is the processing

delay threshold and the other one is power consumption threshold. We measure the performance

of the different techniques (architecture and scheduling algorithm) by their compliance with

these thresholds in different scenarios. In addition to the various plots showcasing the delay and

power performance on temporal scale, we use 3 main metrics to summarize and compare the

performance of different techniques. These are named as on-time accuracy (OTA), time fail

rate (TFR), and power fail rate (PFR). On-time accuracy is defined as the accuracy of the model

when it satisfies the processing delay threshold. If the technique fails to satisfy the processing
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delay threshold for some inputs, they are classified as false prediction. In other words, the

true predictions are the ones that are predicted correctly by the model and processed under the

processing delay threshold. Time fail rate is the ratio of the number of frames that violated the

delay threshold to total number of frames. Power fail rate (PFR) is the ratio of the number of

measurement points that violate the power threshold to the total number of points. These three

metrics give a good idea about the performance of the different architectures and scheduling

algorithms under different requirements.

Increasing FPS Scenario

In this section, we use a constant power threshold and increase the incoming data rate

gradually in steps, and observe the response of SLEXNet and our switching algorithm. We start

the data rate at 30 FPS and increase it by 5 after every 200 data points, until we reach 125 FPS.

We put a processing delay threshold of 0.15 s and power consumption threshold of 18000 mW

for the detailed experiment in this section. However, we also share the summary of results for

combinations of processing delay threshold and power consumption threshold.

The processing delay of each frame and the used SLEXNet option to execute that frame

can be seen in Fig. 2.10 when SLEXNet with our scheduling algorithm is used. This plot is

useful to observe the adaptability of our methods. Since it is an increasing data rate scenario, it

starts using batch size 1 and then moves to higher batch sizes to support the higher data rates. It

also uses its other adaptive parameters to adapt to the increasing data rate. It starts using early

exit 7 which is the full model and then switches to earlier exit points such as 5 and 3. Similarly,

it starts to use slimming factor 1.0 which is the full model and then switches to slimmer versions.

As a result, it can stay below the processing delay threshold all the time. Furthermore, it also

satisfies the power threshold all the time, as shown in Fig. 2.13a.

To understand the scheduling mechanism better, we can examine the SLEXNet options

that are rejected by our scheduling algorithm before it selects the current one. For example,

let’s take frame #1500 where bs4_s0.75_ee5 is used. When the scheduling algorithm starts
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Figure 2.10. Processing delay of each frame by their arrival numbers when SLEXNet is used
with our scheduling algorithm during increasing FPS scenario

Figure 2.11. Processing delay of each frame by their arrival numbers when batch size and early
exit are used during increasing FPS scenario

to search the SLEXNet options to schedule, there were already 2 frames waiting in the input

queue. Therefore, it rejects all bs1 options. The rejected options in the rejection order and

their reasons are as follows: bs1_s1.00_ee7 - bs is smaller than the backlog, bs4_s1.00_ee7 -

power is estimated to be larger than power threshold (18903mW > 18000mW), bs8_s1.00_ee7

- delay is estimated to be larger than delay threshold (0.1547 > 0.15), bs1_s1.00_ee5 - batch

size, bs4_s1.00_ee5 - power estimation (18194mW), bs8_s1.00_ee5 - time estimation (0.1533),

bs1_s0.75_ee7 - batch size, bs4_s0.75_ee7 - power estimation (18580mW), bs8_s0.75_ee7 -

time estimation (0.1544), bs1_s0.75_ee5 - batch size. Then it selects the option bs4_s0.75_ee5

eventually.

We also compare the performance of SLEXNet with the early exit and slimming tech-
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Figure 2.12. Processing delay of each frame by their arrival numbers when batch size and
slimming are used during increasing FPS scenario

niques. The processing delay plot of early exit and slimming can be seen in Fig. 2.11 and Fig.

2.12, respectively. Neither of them can keep up with the increasing FPS after a point. As a result,

they violate the delay threshold. Moreover, we can see the power consumption values for these

techniques in Fig. 2.13b and Fig. 2.13c, respectively. Both of the techniques violate the power

threshold at some points. Since slimming is a more power efficient method, its violation is rarer.

SLEXNet has many more options to select from compared to early exit and slimming.

As a result, we can see that SLEXNet is using many options and combine them in different

incoming data rate conditions. If we look at the legends of processing time plots, we see that

SLEXNet is using 13 different options, while early exit and slimming are using only 6 and 5

options, respectively. Therefore, SLEXNet’s increased flexibility is actually put in use in the

adaptive scheduling.

These temporal plots were only based on two requirements, a constant processing delay

threshold of 0.15 s and a power threshold of 18000 mW. Here we run SLEXNet with our

scheduling algorithm under a range of time and power requirements and summarize the results

in terms of the defined metrics in the Table 2.1. We also compare SLEXNet with early exit and

slimming in the table. The table shows that SLEXNet has better on-time accuracy than early exit

and slimming methods in all combinations of time and power requirements. Because SLEXNet

violates the delay threshold less than other methods. Furthermore, it has more options to select
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(a) SLEXNet (b) Early exit (c) Slimming

Figure 2.13. Power consumption values of different architecture during increasing FPS scenario

Table 2.1. Summary of increasing data rate results using on-time accuracy (OTA), time fail rate
(TFR) and power fail rate (PFR)

Processing
delay
threshold(s)

Technique
Power threshold (mW)

18000 20000 22000
OTA(%) TFR(%) PFR(%) OTA(%) TFR(%) PFR(%) OTA(%) TFR(%) PFR(%)

0.10
SLEXNet 86.4 5.5 0 88.2 4.4 0 88.5 3.5 0
Early Exit 77.2 16.5 32.4 78.8 15.1 11.8 79.8 14.1 0
Slimming 70.7 23.6 0 72.9 21.3 0 71.7 22.7 0

0.15
SLEXNet 91.8 0 0 92.5 0 0 92.3 0 0
Early Exit 87 6 30.9 86.9 6.4 11.6 87.4 5.8 0
Slimming 83.8 9.2 1.5 85.7 7.4 0 85.3 7.9 0

0.20
SLEXNet 91.9 0 1.5 92.5 0.1 0 92.2 0.1 0
Early Exit 90 2.8 30.4 89.8 3.3 12.9 91.9 0.9 0
Slimming 88.1 4.7 8.6 89.4 3.6 0 89.5 3.4 0

from, and therefore it can tradeoff accuracy less than the other methods when it is applicable.

We also notice that on-time accuracy decreases for all techniques when we impose more strict

requirements. This happens because of two reasons. The first one is that when we impose a lower

processing delay threshold, it is naturally harder to satisfy it. Since the classification of frames

that do not satisfy the processing delay are considered false in on-time accuracy, the overall

on-time accuracy decreases. The second reason is that when we impose lower processing delay

and power thresholds, we limit the SLEXNet options that Runtime Scheduling algorithm can

choose from. Runtime Scheduling algorithm is forced to select less accurate SLEXNet options

to satisfy lower thresholds. In the end, the on-time accuracy drops again.

74



Randomly Varying FPS Scenario

Although increasing data rate scenario is a good way to examine the step by step response

of the SLEXNet and Runtime Scheduling algorithm, in practical use cases, it is expected to see

both increasing and decreasing data rate variations. Therefore, we evaluate the SLEXNet using

randomly changing data rate and duration in this section. Additionally, similar to the previous

section, we also compare SLEXNet with early exit and slimming.

The same random FPS scenario is used for SLEXNet, early exit and slimming. The

processing delay results for SLEXNet are shown in Fig. 2.14 in detail. In this figure, we use

the batch execution number instead of arrival number. All frames in the same batch executed

together get the same batch execution number, but they have different arrival numbers. We

decide to use batch execution number since it looks similar to the original plot, but it is easier

to examine when there are many frames since the x-axis is smaller compared to arrival number

plot. In these detailed results, we can see that SLEXNet is using various options to achieve

the processing delay under the threshold which is 0.12 s while power consumption threshold of

18000 mW is imposed.

In this and the following section, we combined processing times and power consumption

in one plot for each technique, as shown in Fig. 2.15. These results are for the case of processing

delay threshold 0.12 s and power consumption threshold 18000 mW. So, Fig. 2.14 is the detailed

version of the time trace of Fig. 2.15a. The used options are not shown in these figures to

simplify it so that other aspects can be focused on better. In Fig. 2.15, the black horizontal

line is the threshold for both processing time and power consumption. It is aligned at 0.12 s

in the processing time axis and at 18000 mW in the power axis. The dark yellow trace is the

processing time and the blue trace is the power consumption. The background is colored red

whenever a processing time or power consumption violation happens. The results are similar to

the increasing FPS scenario as SLEXNet achieves to stay below the processing delay threshold

under changing conditions, while the early exit and slimming techniques violate the processing
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Figure 2.14. Processing delay of each frame by their execution batch numbers when SLEXNet
is used with our scheduling algorithm during random FPS scenario

delay threshold frequently. In some high data rate regions, even though early exit is failing to

satisfy the processing delay threshold, it is still better than slimming since slimming fails to

satisfy the processing delay threshold for more number of frames in the same regions. On the

other hand, the early exit case struggles to stay below power threshold. Whenever the incoming

data rate increases, early exit starts exceeding the power threshold and stays there until incoming

data rate drops to a level that early exit can manage. So we can say that early exit cannot adapt to

increased data rate in respect to power consumption. Early exit’s power consumption depends on

the external factors such as incoming data rate because early exit method is not capable enough

to decrease the power consumption when it is necessary. Slimming performs better than early

exit. We can see that when the incoming data rate increases, the slimming’s power consumption

goes over the threshold slightly. But, since slimming technique is capable of decreasing the

power consumption, it can recover from these points. In the end, slimming has much less power

consumption fail rate than early exit, but still has some. SLEXNet is clearly better than the

other two methods in terms of staying under the power threshold. When we examine the red

highlighted background to investigate the combined performance in terms of processing time

and power consumption, we can see that SLEXNet can satisfy both thresholds almost all the

time and outperforms the other two methods.

The summary of results is presented in Table 2.2 with different processing delay threshold
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(a) SLEXNet (b) Early exit (c) Slimming

Figure 2.15. Processing time and power consumption values of different techniques during
changing FPS scenario - black line (—) is 0.12s processing time and 18000mW power consump-
tion thresholds

Table 2.2. Summary of random data rate results using on-time accuracy (OTA), time fail rate
(TFR) and power fail rate (PFR)

Processing
delay
threshold(s)

Technique
Power threshold (mW)

18000 20000 22000
OTA(%) TFR(%) PFR(%) OTA(%) TFR(%) PFR(%) OTA(%) TFR(%) PFR(%)

0.10
SLEXNet 86.8 3.8 3.2 85.8 6.5 0 87.3 4.4 0
Early Exit 69.8 24.6 54 71.9 22.8 17.2 73.9 20 0
Slimming 55.6 40.2 7.9 58.7 36.8 0 63.7 31.3 0

0.12
SLEXNet 90.1 0.5 3.1 91 0.5 0 91.4 0.3 0
Early Exit 85.3 7.8 52.4 85.3 8 14.1 86.2 7.1 0
Slimming 77.4 16.5 6.3 72.1 22.3 0 77.7 16.4 0

0.15
SLEXNet 90.8 0.5 1.5 92.7 0.2 0 92.6 0 0
Early Exit 90.2 2.6 50.7 92.6 0 14.1 92.7 0.1 0
Slimming 91.3 1.4 14.9 91.2 1.5 0 90 3.1 0

and power threshold combinations. Similar to the previous section, we see that SLEXNet

outperforms early exit and slimming in all combinations. As we discussed earlier, early exit

is better than slimming in terms of satisfying time requirements and slimming is better than

early exit in terms of satisfying power consumption requirements. SLEXNet is better than

both techniques in terms of satisfying time and power requirements. Because even though one

technique is worse than the other for a task, it still creates some steps in that task. For example,

even though early exit is worse than slimming for managing power consumption, it can still

provide options with different power consumption. Similarly, slimming can provide options with

different inference delays. When the two techniques are combined, SLEXNet has more options

with fine-grained time and power profiles than the two techniques alone.
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Figure 2.16. Processing delay of each frame by their execution batch numbers when SLEXNet
is used with our scheduling algorithm during variable power threshold scenario

(a) SLEXNet (b) Early exit (c) Slimming

Figure 2.17. Processing time and power consumption values of different techniques during
changing FPS and power threshold scenarios. The black line (—) indicates 0.12s processing
time deadline and the red line (—) shows variable power consumption thresholds

Simultaneously Varying Power threshold and Data rate

In the previous sections, we show the response of SLEXNet under constant power

threshold and changing data rate. SLEXNet and the scheduling algorithm can work with varying

power threshold as well. In this section, we define a varying power threshold scenario on top of

the previous randomly changing FPS scenario. We change power threshold from 22000 mW to

17000 mW by decreasing it 1000 mW every 10 seconds.

We share and discuss the detailed results and plots for 0.12 s processing delay threshold.

The detailed processing delay plot is shown for SLEXNet in Fig 2.16. The combined processing
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delay and power consumption plots are given in Fig. 2.17. In these figures, the black line is the

time threshold and the variable red line is the power consumption threshold. As in the previous

sections, SLEXNet achieves to stay under the processing delay threshold while incoming data

rate and power threshold are varying throughout the experiment. On the other hand, we see that

both early exit and slimming techniques violate the processing delay threshold in many occasions.

Moreover, SLEXNet perfectly adapts to changing power threshold and achieves to stay under

the requirement almost all time. However, early exit technique cannot satisfy the lower power

thresholds as the model itself is not capable to perform for those levels of power threshold.

Slimming performs well in terms of satisfying the power threshold, but its performance in terms

of satisfying the processing delay is worse than early exit technique. The summary of the results

with different processing delay thresholds is given in Table 2.3. By looking at the summary of

the results and the plots, we can see that SLEXNet gets the advantage of each technique and in

the end performs better than both early exit and slimming. Early exit technique fails the power

threshold around 30% for all processing delay thresholds. Even though slimming’s power fail

rate is changing between 3% to 6.2%, its time fail rate is getting as high as 37%. On the other

hand, SLEXNet achieves the minimal fail rate for both time and power. We can also see these

results visually by examining the red background coloring in Fig. 2.17. As explained in the

previous section, the red background coloring is done whenever a threshold (time or power) is

violated.

We can also examine the SLEXNet’s response to the additional varying power threshold

by comparing Fig. 2.14 and Fig. 2.16. In both of these experiments, the same random data rate

scenario is used. However, the power threshold is kept constant at 18000 mW in the first one and

the power threshold is varied in the second one. For example, we can look at the last section in

both of these plots. In Fig. 2.14, Runtime Scheduling algorithm selects the option {batch size 4,

slimming factor 1.00x, early exit point 3}. This option is picked because it is estimated to satisfy

the 0.12 s processing delay threshold and, 18000 mW power threshold. However, in Fig. 2.16,

a different option is picked for the same last region. In that region, the processing delay is the
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Table 2.3. Summary of changing power threshold results under various processing delay
thresholds using on-time accuracy (OTA), time fail rate (TFR) and power fail rate (PFR)

Processing delay threshold(s) Technique OTA(%) TFR(%) PFR(%)

0.10
SLEXNet 85.1 6.3 1.5
Early Exit 76.7 17.4 31.2
Slimming 58.3 37 6.2

0.12
SLEXNet 90.5 0.4 1.6
Early Exit 87.3 5.8 29.2
Slimming 72.1 22 4.5

0.15
SLEXNet 92.2 0.1 1.5
Early Exit 89.8 3 32.8
Slimming 86.2 7 3

same as 0.12 s, but the power threshold is changed to 17000 mW. So the difference between the

two experiments is the power threshold. Runtime Scheduling algorithm selects {batch size 4,

slimming factor 0.25x, early exit point 5} for the lower power threshold case. So it decreased

the slimming factor to satisfy the power threshold. As we found out earlier, the slimming is

much more efficient to reduce the power consumption compared to early exit technique. We

can also see this in our fail logs, where each SLEXNet option that is not scheduled is logged

with its fail reason. In the variable power scenario, the SLEXNet option {batch size 4, slimming

factor 1.00x, early exit point 3} is estimated to consume 17697 mW, which is higher than the

17000 mW power threshold at that section. Therefore, it is not picked for execution at that region

where it is okay to use it with 18000 mW power threshold as in Fig. 2.14. When the slimming

factor is decreased to 0.25x from 1.00x, early exit is increased to 5 from 3. Because the reduction

in slimming factor caused a decrease in both power consumption and processing delay. So there

was more room in processing delay to select a heavier model.

Simultaneously Varying Processing Delay Threshold, Power Threshold and Data rate

In this section, we vary the processing delay threshold on top of the experiment settings

discussed in the previous section. The processing delay and power thresholds are randomly

changed every 10 seconds. We use the random FPS scenario that is used in previous sections.
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(a) SLEXNet (b) Early exit (c) Slimming

Figure 2.18. Processing time and power consumption values of different techniques during
changing FPS, processing time and power thresholds scenarios.

Table 2.4. Summary of changing both time and power thresholds using on-time accuracy (OTA),
time fail rate (TFR) and power fail rate (PFR)

Technique OTA(%) TFR(%) PFR(%)
SLEXNet 90.6 0.4 4.9
Early Exit 81.0 8.2 33.9
Slimming 72.6 14.1 11.7

The time and power consumption values of SLEXNet, early exit and slimming methods are

shared in Fig. 2.18. SLEXNet shows superior performance over early exit and slimming in this

experiment as well. It minimizes the violation by using a correct SLEXNet option for different

processing delay and power thresholds. The On-time accuracy, time fail rate and power fail rate

values are also shared in Table 2.4 where SLEXNet achieves the highest on-time accuracy while

achieving the smallest fail rates in terms of time and power.

2.5.4 Additional Analyses

Flexible Batch Size Analysis

In our experiments, we limit the runtime scheduling algorithm to select a batch size from

a predefined constrained set. However, our algorithm is capable of selecting any batch size by

evaluating the existing conditions and requirements. This can be done simply by changing the

batch size set at line 4 of Algorithm 2. The batch size set can be changed to [1 to max_batch_size]
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Figure 2.19. The processing time of each frame by their frame arrival number when SLEXNet
with flexible batch sizes is used

Table 2.5. Summary of random data rate results with flexible batch size using on-time accuracy
(OTA), time fail rate (TFR) and power fail rate (PFR)

Processing delay and power thresholds Technique OTA(%) TFR(%) PFR(%)

0.12s - 18000mW
SLEXNet 90.5 0 0
Early Exit 89 3.9 55
Slimming 76.8 17.2 6.6

where max_batch_size is the maximum batch size allowed. Even though this number can be any

large integer number, it is unlikely that our runtime scheduling algorithm picks a large number

for a batch size due to large f illU pTime (line 7 at Algorithm 2) would violate delayT hreshold

(line 10 at Algorithm 2). In this section, we set the available batch sizes from 1 to 8 and run the

random FPS experiment that we used in Section 2.5.3.

We share the processing time results in Fig. 2.19 when processing delay and power

thresholds are set to 0.12s and 18000mW, respectively. The runtime scheduling algorithm makes

use of the flexible batch sizes and picks every batch size up until 7 at some point throughout the

experiment. Flexible batch size actually slightly improves the performance of SLEXNet, while it

deteriorates hurts the performance of the individual early exit and slimming techniques as shown

in Table 2.5.
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Figure 2.20. The running time of Runtime scheduling algorithm (Algorithm 2)

Runtime Scheduling Algorithm Time Analysis

The runtime scheduling algorithm (shown in Algorithm 2) needs to be fast and efficient

since it is run for every execution batch. Therefore, it is important to analyze the overhead

introduced by the runtime scheduling algorithm. We track its running time based on the ex-

periment shown in Fig. 2.10, since in this experiment the FPS is increased regularly and it

makes analyzing the runtime scheduling algorithm’s running time clearer. The execution time of

the runtime scheduling algorithm for every batch is shown in Fig. 2.20. It takes less time for

more accurate subnetworks which have higher slimming coefficient and bigger early exit points.

It also takes less time for smaller batch sizes. These numbers are aligned with Algorithm 2.

Because the runtime scheduling algorithm iterates the SLEXNet options starting with the highest

accuracy subnetwork and smallest batch size. For example, bs1_s1.00_ee7 takes the least time to

be found by the algorithm, as it is the first option in the loops. Similarly, bs8_s0.25_ee3 takes

the most time to be found by the algorithm, as it is the last option in the loops. In overall, the

execution times are ranging between 30us and 160us. These numbers are very small and clearly

negligible in our total processing delays, which are ranging between 0.1s to 0.2s. Therefore, we

can conclude that the execution time of runtime scheduling algorithm is insignificant.
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(a) SLEX MobileNetv2 (b) SLEX ResNet50v2

Figure 2.21. Accuracies of SLEX MobileNetv2 and ResNet50v2 branches

Scalability and Portability Analysis

Since our prototype SLEXNet is implemented on EfficientNetB0 backbone architecture,

it is important to show its scalability and portability across models. To this aim, we implement

SLEXNet on two more architectures to show scalability and portability of slimmable early exit

models. We use MobileNetv2 [70] and ResNet50v2 [32] architectures as backbone in the new

implementations.

MobileNetv2 consists of 16 inverted residual bottleneck blocks. We define the early

exit points after 5th, 9th, 12th and 16th blocks. So this model has 4 early exit points, differing

from EfficientNetB0 based one, which has 3 early exit points. We use the same 4 slimming

coefficients which are 0.25, 0.50, 0.75 and 1.00. ResNetv2 consists of 5 stacked residual blocks

where we define the early exits after the 3rd, 4th and 5th residual block. Here, we again use the

same slimming coefficients. We train the new SLEXNets on the AIDER dataset. The accuracies

of SLEXNet branches of these architectures can be seen in Fig. 2.21. This figure shows that

slimmable early exit technique can be applied to different models with different architectures.

We also implement the runtime algorithm for these models. We use the same random

FPS scenario which is used in section 2.5.3. We use the processing delay threshold 0.12s and

18000mW. The results of processing time by frame arrival number for SLEX MobileNetv2 and
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Figure 2.22. Processing delay of each frame by their frame arrival numbers when SLEX
MobileNetv2 is used with our scheduling algorithm during random FPS scenario

Figure 2.23. Processing delay of each frame by their frame arrival numbers when SLEX
ResNet50v2 is used with our scheduling algorithm during random FPS scenario

(a) SLEX MobileNetv2 (b) SLEX ResNet50v2

Figure 2.24. Power consumption of SLEX MobileNetv2 and SLEX ResNet50v2 during random
FPS scenario
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SLEX ResNet50v2 can be seen in Fig. 2.22 and Fig. 2.23, respectively. We also measure Time

fail rates (TFR) of SLEX MobileNetv2 and ResNet50v2 as 1.0% and 1.1%, respectively. The

power consumption values for these experiments can be seen in Fig. 2.24. It can be noticed that

the power fail rates (PFR) are 0% for both architectures. These results show that slimmable early

exit technique is not architecture dependent and can scale across different models.

2.6 Conclusion

In this paper, we proposed a dynamic neural network architecture – SLEXNet, and a

Runtime Scheduling algorithm which enables utilizing SLEXNet with its full capacity during

dynamic runtime environments. SLEXNet combines dynamic depth and width to adapt to

varying time and power conditions better than the architectures that individually use each

of these techniques. Runtime Scheduling algorithm estimates the inference time and power

consumption of SLEXNet options accurately in different conditions. Then, it selects the most

suitable SLEXNet option using these estimations. SLEXNet is implemented on Nvidia Jetson

Orin and the experiments are conducted using an aerial drone image data. The dataset includes

aerial images that require emergency response such as fire, flood and traffic incidents. We did

a wide range of experiments by varying incoming FPS rates, processing delay thresholds, and

power thresholds. We showed that SLEXNet outperforms early exit and slimming techniques in

these experiments.

Chapter 2, in full, is a reprint of the material as it appears in ACM Transactions on

Embedded Computing Systems 2024, Basar Kutukcu, Sabur Baidya, Sujit Dey. The dissertation

author was the primary investigator and author of this paper.
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Chapter 3

Fast and Scalable Design Space Explo-
ration for Deep Learning on Embedded
Systems

3.1 Introduction

Deep learning algorithms continue to grow their impacts on engineering, with substantial

success in various fields including computer vision [10], natural language processing [99], speech

recognition [63]. For real-world implementation of these algorithms on various mobile systems,

embedded devices are essential. However, running the computation heavy algorithms such as

deep learning inference on embedded devices has significant challenges [98]. Since embedded

devices have small form factor and often need to be mobile, they have limited resources such

as computation capacity and power supply. These resource constraints can significantly impact

the application performance, e.g., latency, power consumption, application accuracy, memory

consumption running etc. running on those embedded systems. Essentially, these performance

metrics always form a tradeoff which is shaped by hardware knobs of the system and software

knobs of the application. The combination of all these knobs can create an extremely large search

space which makes it infeasible to exhaustively search and identify the Pareto frontier of these

metrics. For efficient operation, using any set of configuration that is not on the Pareto frontier is

undesirable, since it makes the systems perform less than its potential in one or more metrics.
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Therefore, it is very important for the algorithms to identify the points that are on or close to the

Pareto frontier within feasible search budget.

While the complexity of the computing systems has been rapidly increasing, more experts

and their time are required to find close to optimal configurations. The design solutions found

by experts could be good enough in some problems, However, it requires valuable engineering

time. Moreover, the same engineering effort is required for every new problem even if design

space is slightly changed. The engineering effort is limited by the expert’s working hours, human

introduced bugs, and a particular expert’s capability. On the other hand, automation of the design

space exploration does not have these drawbacks. It can work all the time; it is not limited by the

working hours. Once developed as stable, no new bugs can be introduced, and it is not limited by

a particular expert’s capability. Therefore, we can justify the development of automation tools in

design space exploration. However, an automation tool can be driven even by a random search

which would result in relatively bad design solutions. Therefore, improving the accuracy of the

search algorithms that drive the design space exploration is necessary. Therefore, we can say that

it is important and necessary to develop design space exploration tools that are automatic and

accurate in terms of finding close to optimal design solutions. Our proposed search algorithm is

an effort to develop an automated, fast, and accurate design space exploration tool.

In search algorithms, the size of the total search space is an important factor for the

algorithm design. Some search spaces are small enough for the algorithms to sample about

5%− 30% of the all search space [27, 104]. Scalability might not be an important design

requirement for these algorithms. However, in this paper, our considered problem setting

generates enormously large search spaces which we need to explore to solve the desired Pareto

frontier, and thus, requires a scalable approach. In other words, approaches that require more

resources with increasing number of iterations are not scalable and therefore bound to find

suboptimal results in extremely large search spaces. To reinforce this premise, we explain how

previous methods fail to scale for solving extremely large search spaces, and herein, propose a

fast, accurate and scalable search algorithm that can efficiently find points close to the Pareto
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frontier.

We experiment with a wide range of software applications including image classification,

object detection, and large language models. We also use different hardware boards including

Nvidia Jetson TX2, Nvidia Jetson Xavier and Nvidia Jetson Orin. We show that our algorithm

outperforms the previous search algorithms both in terms of search time and search performance.

The main contributions of the paper are as follows:

• We introduce a novel region based search algorithm, called DivCon that can learn different

structures in different regions in the same search space.

• We propose a search algorithm that is scalable, and therefore, can search extremely large

search spaces without having time bottlenecks that the existing methods suffer from while

performing the search.

• We address the complex search problems in real-world embedded systems, e.g., design

space exploration by simultaneously considering the hardware and software parameters.

We solve the problem of finding the optimal parameters for the Pareto frontier of perfor-

mance, and demonstrate the advantage of our algorithm in solving such large-scale search

problems.

The remainder of the paper is organized as follows. The related work is explained in

Section 3.2. Then, the background for the problem, the shortcomings of the previous methods

and our motivation is explained in Section 3.3. This is followed by the detailed explanation of

DivCon in Section 3.4. Then, we show the experiments and results of comparing our method

with other state-of-the-art methods in Section 3.5. Lastly, we conclude the paper in Section 3.6.

3.2 Related work

Bayesian optimization [25] has been a powerful tool to optimize problems with expensive

objective functions. There are many works built on top of it. In [27], a model selection
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algorithm is designed for the surrogate model in Bayesian optimization to solve FPGA synthesis

problems. In [2], Bayesian optimization with a custom acquisition function and expert knowledge

initialization is used to search microarchitecture parameters for RISC-V CPU. In [96], a new

acquisition function is proposed to enable asynchronous batch evaluation during Bayesian

optimization for solving analog circuit synthesis. In [74], search space is pruned within the

Bayesian optimization for solving the FPGA design problems. All these works try to solve

hardware design problems which are different from our problem. Also, they don’t use the region

based search as we do.

Excepted hypervolume improvement is a common choice of acquisition functions for

Bayesian optimization methods that try to find Pareto front [12, 87]. Some works [15, 16]

improved hypervolume calculation to speed up Bayesian optimization iterations. Our work

differs from these, as our algorithm does not use hypervolume in the sampling process.

In [104, 105], an active learning methodology is used to sample points close to the Pareto

front while discarding points that are not likely to be on the Pareto front. These works are

different from our work as they are not scalable.

Many evolutionary algorithms are proposed to solve multi objective optimization prob-

lems [17, 60, 95]. In [1], a genetic algorithm is parallelized to accelerate its convergence for

searching FPGA problems. In [45], the problem of mapping different neural network operations

to different computation units is solved using an evolutionary algorithm. This work also focuses

on searching hardware configurations to satisfy user requirements. Evolutionary algorithms use

different sampling methods from our approach.

[71] also identified scalability issue of Gaussian Processes in Bayesian optimization and

proposed to use deep neural networks instead of Gaussian Processes, allowing a higher degree

of parallelization. Another work [20] that focuses on scalable Bayesian Optimization proposes

to use local regions that move considering the best solution so far. This work’s use of regions

is different from ours. Moreover, this work focuses on the single optimal solution but not the

Pareto frontier.
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In [100], the input space is partitioned based on dominance number of each point, which

is the number of points they Pareto-dominate in the output space. After partitioning, the sampling

is done from the regions that are closer to the Pareto front. This work is different from ours as

we use the regions in the output space, and we have a unique sampling methodology. [81] also

use partitioning in the search but focuses on single optimal solutions but not Pareto frontier.

Some methods try to learn Pareto front instead of trying to find points on the pareto

front [50, 51, 68]. In [51], the work of [95] is generalized to use models and learn the Pareto

frontier.

Scalarization is also a common method in multi-objective optimization [42,61]. Multiple

objectives are combined with a secularization and optimized as if it is a single objective problem.

We use each objective separately in the output space, hence scalarization is not used in our work.

3.3 Problem Formulation, Background and Motivation

3.3.1 Problem Formulation

In context of our considered problem, we want to search the Pareto frontier through all

possible combinations of the hardware configurations of the embedded system. We can then

define the component of the search space as follows:

Configuration Variables: Let ci be a configuration variable that can take ni different values,

such that

ci ∈ {1,2, ...,ni} (3.1)

and let there are m different configuration variables in a system such that

i ∈ {1,2, ...,m} (3.2)

Configurations: Let x be the configuration, which is the collection of all configuration variables.
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x can be written as

x = (c1,c2, ...,cm)

Configuration Search Space: Let X be the search space, a set of vectors, which contains

configurations (vectors). Since there are m different configuration variables and each can have ni

different values, the total size of the configuration search space can be calculated as

s =
m

∏
i=1

ni

Therefore, X can be defined as

X = {x1,x2, ...,xs}

This space is also called input space throughout the paper.

Metrics: We can test a given configuration on a system and measure the output metrics. Let

g(x) be the function of configuration to output transformation. If there are p different metrics to

measure in the system, there is a transformation function for each of them such that

g(x) = (g1(x),g2(x), ...,gp(x))

The space created by the metrics is also called output space throughout the paper.

Pareto Optimality: In the search space X, only a subset of X is useful in terms of the best

performance tradeoff, and all the other configurations in X are inferior to the configurations in

this subset. The configurations in this set are called Pareto optimal. A configuration is considered

as Pareto optimal if it has at least one metric that is optimal given constraints are satisfied in

other metrics. If a configuration is Pareto optimal, then it is the best configuration for at least

some requirements in the performance metric space. Therefore, for fast and accurate search, it is

important to identify the Pareto optimal subset of X. Our goal is to efficiently identify a subset
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of X that is as close as possible to the Pareto optimal subset of X.

We can give examples from one of our search spaces to explain the theoretical definitions

given in this section better. For example, there are 4 hardware parameters that can have different

values in one of our search spaces. These hardware parameters are # of CPU cores, CPU

frequency, GPU frequency and EMC frequency. In our notation, each of these are considered

as a "configuration variable". For example, GPU frequency is a configuration variable and can

have 14 different values ranging from 114 MHz to 1.4 GHz. A tuple of values of configuration

variables is called a "configuration". For example, # of CPU cores is 4, CPU frequency is the

2 (the number indicates index 2 in the list of actual values of CPU frequencies, ranging from

115 MHz to 2.3 GHz); similarly, GPU frequency is 5 and EMC frequency is 3. Hence, this tuple

of (4,2,5,3) is a configuration. The collection of all configurations is called "configuration search

space" or "input space". When we test a configuration on an actual system, we measure outcomes

such as latency and power which are the "metrics".

3.3.2 Background and Motivation

Searching the best configurations for embedded systems that execute deep learning

algorithms imposes multiple challenges. These challenges put certain optimization methods

practically realizable, whereas make some other methods infeasible. The first challenge is that

there is no analytical form of the function g(x) that we are trying to optimize. This prevents

us from using many optimization algorithms that rely on derivatives of the objective function.

The second challenge is that evaluating a point in the search space takes relatively long time,

because there is no analytical form of the objective function and we can only evaluate an

input configuration by actually running it on a real computing board. Now, running with one

configuration on actual hardware can take up to a minute depending on the specific configuration.

This limits the realization of these traditional optimization algorithms that relies on empirical

measurements, as the extremely large search space with large measurement time can explode the

optimization latency.
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Figure 3.1. Bayesian Optimization summary

These challenges naturally point to certain optimization algorithms, e.g., Bayesian

Optimization and Evolutionary algorithms which are suitable in tackling similar problems.

However, they have their own drawbacks. In this section, we categorize these algorithms into 3

main methods. We explain how they work and describe their drawbacks in solving problems that

we are focusing on in this paper.

Bayesian Optimization

Due to the aforementioned challenges of optimizing the function g(x) that finds the best

configuration of the system, Bayesian optimization uses a surrogate model to model g(x). Let this
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(a) Time (b) Memory

Figure 3.2. The effect of training set size for training Gaussian process

surrogate model be f(x). While f(x) cannot model g(x) perfectly, it has a known analytical form,

and therefore it can be evaluated quickly and optimized. The goal of the Bayesian optimization is

to improve the accuracy of f(x) and find configurations that yield close to optimal results. It still

needs to use g(x) that essentially increases the number of training points and hence, improves

the accuracy of f(x), and it also checks for the optimality of the results. In the end, an iterative

optimization framework is defined where f(x) is used to select the next best data point, g(x) is

used to evaluate this data point, and then the evaluated results are used to improve the accuracy

of f(x). An acquisition function, a(f) is used to select the next best data point from f(x). There

are many different acquisition functions [84]. This iteration based optimization is illustrated in

Figure 3.1.

The surrogate model is initialized and trained with some initial configurations. Then, the

selected acquisition function is created based on the surrogate model. The acquisition function is

optimized to decide on the next sample to test on the system. The next sample is then executed,

and the results together with previous configurations and results, are used to retrain the surrogate

model. However, this retraining process, shown as red in Figure 3.1, is not very scalable [20, 71].

Especially, when this optimization runs for larger iterations, the training set becomes larger and

the retrain process takes longer time and therefore becomes infeasible. Gaussian processes [64]
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are common choices for the surrogate model in Bayesian optimization due to their capability to

work on different data and provide uncertainty in estimates. In Figure 3.2, we show the required

resources in terms of time and memory for training Gaussian processes with increasing training

set size. Both the required time and memory increase rapidly. This shows that training the

surrogate model is not scalable.

[15, 16] are examples of this technique.

Pareto-focused Bayesian Optimization

Pareto-focused Bayesian optimization is actually a subcategory of the Bayesian optimiza-

tion but it can have further advantages and disadvantages compared to the traditional Bayesian

optimization. Similar to the traditional Bayesian optimization, it uses a surrogate model to

estimate the actual system’s function. The summary of the optimization loop of Pareto-focused

Bayesian optimization is shown in Figure 3.3. First, the surrogate model is initialized and trained

with some initial samples. Then the surrogate model is used to estimate all search space. The

estimations, together with uncertainty values provided by the surrogate model, are used to select

the next samples. There are different algorithms to decide how to select the next samples. The

next sample is tested on the system and added to the collection of tested samples, which are used

to retrain the surrogate model.

Since Pareto-focused Bayesian optimization is a subcategory of the Bayesian optimiza-

tion, it inherits some disadvantages of Bayesian optimization. Retraining the surrogate model is

the same process, and therefore it is still an obstacle for higher number of iterations. Furthermore,

if the search space is extremely large, estimating results of every point in the search space and

running an algorithm on all of these results to select a new sample are time-consuming. These 3

processes are shown in red in Figure 3.3.

[27, 104, 105] are examples of this technique.
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Figure 3.3. Pareto-focused Bayesian Optimization summary
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Evolutionary Algorithms

Evolutionary algorithms have been very successful when applied on various search

problems. There are many different versions of it, but the general framework usually follows the

same principles. The algorithm maintains a population that is selected from the search space,

consisting of individuals that are configurations. The individuals in the population enters a

tournament where their results are compared and the winners are used to create new individuals.

The creation of new individuals includes crossing over the features of the parents and mutations.

The new individuals are then added to the population and the oldest individuals are removed

from the population to encourage exploration.

The evolutionary algorithms are extremely fast to propose the next sample. Therefore,

they don’t have bottlenecks that previous methods have. However, they are heuristic based and

considered sample inefficient compared to the Bayesian optimization methods [100]. As shown

in [54], evolutionary algorithms may converge to suboptimal results compared to Bayesian

optimization algorithms.

[17, 45, 60] are examples of this technique.

As explained in the previous sections, each group of methods has drawbacks for searching

large search spaces. Therefore, to solve similar problems as ours, we need a more efficient search

method that can quickly and accurately search large search spaces.

3.4 Proposed Approach: DivCon

To mitigate the shortcomings of the aforementioned approaches, we propose an efficient

search algorithm, called DivCon , which is based on dividing the output space into regions, and

then converging to the global results. In this section, we explain DivCon algorithm in detail and

explain how it overcomes the limitations that the previous methods have, and therefore is much

faster and scalable compared to them.
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Figure 3.4. DivCon Overview

3.4.1 The Algorithm

The detailed overview of DivCon can be seen in Figure 3.4. In summary, DivCon divides

the output space into regions. Each region has a set of samplers that are used to sample a sub

search space. There’s a sampler for each configuration variable in each region. The sampled

sub-search space is searched for its own Pareto frontier in the inner loop. Then the results of the

inner loop is used to update the sampler probabilities and the region weights in order to sample a

better sub search space in the next outer loop iteration. The goal of the outer loop is to sample a

sub-search space that is closer to the global Pareto frontier.

Each block in Figure 3.4 is labeled with yellow boxes on the right bottom corner. We

explain in each stage of our algorithm using the same labels below.

1. Initialization: In this starting phase, first, the regions are created. Each region has region

bounds, a region weight, and a set of samplers. The total number of regions (k in the Figure 3.4),

is inferred from the hyperparameters of the DivCon which are shown in Table 3.1. For the ease

of explanation, let us consider the 2D output space of a hypothetical problem shown in Figure
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Table 3.1. DivCon Hyperparameters

Hyperparameter name
Metric limits (for each metric)

Metric space divider (for each metric)
bs (Batch size)

ssb (Sub search budget)
β (region weight update strength)

α (probability update strength)
Number of outer loop iterations

Figure 3.5. Regions illustration in a hypothetical 2D output space

3.5 that create a tradeoff space between two performance metrics. The value of metric 1 ranges

between 0 and 10 and that of metric 2 ranges between 0 and 4. Also, let us assume that the

range of metric 1 and 2 can be divided into 4 and 2 regions, respectively. As a result, there are 8

regions for these hyperparameters for this output space. The region bounds are also calculated

from these parameters. For example, the region bounds for the region 7 in the Figure 3.5 are

5.0 to 7.5 in metric 1 space and 2 to 4 in metric 2 space. The value of the region weight rw is

determined using the total number of regions (k). It is set to 1/k for all regions at the start. The

sum of all region weights is always 1 such that

k

∑
j=1

rw j = 1 (3.3)
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The use of regions and region weights is explained in the latter part of this section. The

last component of the region is the set of samplers. A set of samplers includes a sampler for

each configuration variable. Since there are m configuration variables as shown in Equation

3.2, there are exactly m samplers in the set of samplers as shown in Figure 3.4. Each sampler

is used to sample a configuration variable, and the outputs of all samplers are collected to

create a configuration. The samplers’ probability distribution is initialized as a discrete uniform

distribution where the ith sampler’s probability mass function (PMF) is 1/ni following the

Equation 3.1. These probability distributions are updated in later stages of the algorithm to

sample the points closer to the Pareto frontier.

2. Sampling: The sampling is a probabilistic process. For example, if a sampler has a available

values set such as {1,2,3,4}, the sum of sampling probabilities for the values in this set is 1. For

example, the probabilities can be {0.1, 0.2, 0.5, 0.2}. This means 50% of the time, this sampler

samples the value 3.

The sampling process for one region happens in the following way. Each sampler samples

a value for its corresponding configuration variable. So, Sampler 1 samples a value from the

configuration variable 1 values set. Similarly, Sampler 2 samples a value from the configuration

variable 2 values set. When all samplers sample a value for their corresponding configuration

variable, the sampled points are combined, and it becomes a configuration. The number of

configurations that are going to be sampled by a set of samplers of a region is determined by

bs∗ rw where bs is the batch size and rw is the region weight. So, the region with a higher region

weight samples more configuration than a region with lower region weight. Since the sum of

region weights is always 1 (Equation 3.3), the sum of the all sampled points is always equal to

bs which is a hyperparameter as shown in Table 3.1. After each region samples configurations in

the amount of their corresponding size, the configurations are collected in a sub-search space,

which is shown as Xsub in Figure 3.4.

3. Inner loop: This is where DivCon estimates the Pareto front of the sub-search space. DivCon

works in iterations, where one configuration is proposed to test on the system at every cycle. The
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number of iterations is determined by a hyperparameter which is called ssb (sub search budget)

as shown in Table 3.1.

3a. Training the surrogate model: DivCon uses Gaussian Process for the surrogate

model. The surrogate model is trained on the training set in this stage. When the inner loop

starts its iterations, the training set is the estimated Pareto frontier from the previous iteration

of the outer loop. For the very first iteration of the outer loop, then the training set is chosen

as a random set of configurations. The training set gets bigger at every inner loop iteration, so

training of the surrogate model becomes more accurate at every inner loop cycle.

3b. Estimating sub search space with the surrogate model: In this stage, the surrogate

model is used to estimate the results of all sub search space. It estimates the metrics together

with the uncertainty values.

3c. Calculating the Pareto front of the estimations: In this stage, the Pareto front

of the Xsub is calculated based on the estimations provided by the previous stage. The points

found in this stage are not the true Pareto front of the Xsub, since they are calculated based on the

estimations of the metrics. The estimated Pareto front gets closer to the real Pareto front when

we have a more accurate surrogate model.

3d. Picking the new sample: DivCon picks a new sample to test on the actual system at

every iteration of the inner loop. DivCon picks the configuration that has the highest uncertainty

among the points that are on the estimated Pareto front.

3e. Testing the new sample: The new sample is tested on the system and ground truth

metrics are collected for the new sample. Then, the new sample and its ground truth metrics are

added to the training set.

3f. Ending the inner loop: Once the number of iterations of the inner loop reaches ssb,

the inner loop is terminated. As the last operation, we calculate the actual Pareto frontier of

Xtrain. Since every point in Xtrain is actually tested on the system, all the metrics are ground

truth values. Therefore, Xep is the actual Pareto front of Xtrain. However, it is still the estimated

Pareto front of Xsub since we do not test every configuration in the sub search space.
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4. Region update: In this stage, the regions are updated so that the sampling stage at the next

outer loop iteration can sample a sub search space closer to the global Pareto front.

4a. Updating the region weights: In this stage, DivCon updates the region weights using

Xep. Each configuration falls in one of the regions, depending on the results of the configuration

and region bounds. For example, if a configuration has the value of 8 and 1 in metric 1 and 2,

respectively, then this configuration belongs to the region 4 for the hypothetical problem shown

in Figure 3.5. Once DivCon puts every configuration to the regions they belong to, it counts the

number of configurations in each region. Let cc j be the number of counted configurations in

region j. Then we divide all of these numbers by the sum of them to normalize, such that

normcc j =
cc j

∑
k
i=1 cci

∀ j ∈ 1,2, ...,k (3.4)

This results in all normcc j being between 0 and 1. Also, their sum is 1 as

k

∑
j=1

normcc j = 1 (3.5)

Then, we update the region weights using the following formula

rw j = rw j +β ∗ (normcc j− rw j) ∀ j ∈ 1,2, ...,k (3.6)

In Equation 3.6, the idea is that if a region has more Pareto optimal points in it, we should

increase its region weight so that its samplers are used more in the sampling stage in the next

iteration. Similarly, if there are not many Pareto optimal points in a region, its region weight

should be decreased. β is called region weight update strength parameter. It is a hyperparameter

that determines how aggressive the updates are. It can have any number between 0 and 1. If it is

0, no updates are made. If it is 1, the region weights are updated to the normcc values so they

completely reflect the configurations in the Xep in this iteration.

4b. Counting occurrences: In this stage, DivCon counts the occurrences of values for
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each configuration variable in the estimated Pareto front Xep for each region. Xep is already

divided into regions in the previous stage. For the ease of explanation, let us consider a

configuration variable that can have the values in the set {1,2,3,4}. DivCon checks every

configuration from Xep in a region and counts the occurrences of the values {1,2,3,4}. For

example, let’s say there are 10 configurations put into region 4 in Figure 3.5. So if five of them

has the value 1, one of them has the value 2, four of them has the value 3, and none of them

has the value 4 for this configuration variable. The counts for this configuration variable for the

region 4 will be {5,1,4,0}. Since there are m different configuration variables (Equation 3.2) and

k different regions in the system, this process will be done for m∗ k times. In other words, we

will have the counts for each configuration variable in each region.

4c. Updating the sampler probabilities: There is a sampler for each configuration in

each region, as shown in Figure 3.4. We use the counts found in the previous stage to update

the sampler probabilities. Updating the sampler probabilities follow a logic that is similar to the

updating the region weight. Let probi, j be the set of probabilities of the sampler i in region j.

This sampler is used to sample configuration variable i for region j. Let countsi, j be the count

of occurrences for the configuration variable i in region j that are found in the previous stage.

Both probi, j and countsi, j are vectors with the length ni from Equation 3.1. ni is the number of

different values that ith configuration variable can get. We start the probability updating process

by dividing countsi, j by the sum of the counts as

normcountsi, j =
countsi, j

sum(countsi, j)

∀i ∈ 1,2, ...,m,

∀ j ∈ 1,2, ...,k
(3.7)

All elements of normcountsi, j are between 0 and 1. Their sum also equals to 1. Then,

we use normcountsi, j to update samplers’ probabilities as following:
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probi, j = probi, j +α ∗ (normcountsi, j−probi, j)

∀i ∈ 1,2, ...,m,

∀ j ∈ 1,2, ...,k

(3.8)

In Equation 3.8, the aim is that if configurations with certain values of a configuration

variable dominates the other configurations on the Pareto front, we should increase the probabili-

ties for sampling these values for that configuration variable. α , similar to β , is a hyperparameter

as shown in Table 3.1. It is called probability update strength parameter. It can have values

between 0 and 1. If it is 0, no updates are made to probabilities. If it is 1, the probabilities are

updated to the probability distribution created by the occurrence counts.

Equation 3.8 updates the probabilities of the samplers in a way that samplers tend to

sample configuration variables and hence configurations that are close to the estimated Pareto

front. If the Pareto front is estimated accurately, it is close to the global Pareto front and therefore

the samplers essentially tend to sample configurations close to the global Pareto front.

3.4.2 Advantages over other methods

Unlike previously described methods in Figure 3.1 and Figure 3.3, DivCon does not take

more time for larger iterations. The common latency bottleneck for approaches in Figure 3.1 and

Figure 3.3 is due to the time-consuming retraining of the surrogate model. Hence, if the training

set becomes too large, the training of the surrogate model takes a long time. Although DivCon

has the same process of retraining the surrogate model at 3a (see Figure 3.4) and Xtrain gets

bigger at every iteration of the inner loop, however, once the inner loop reaches ssb iterations

and terminates, most of the configurations in Xtrain are shaved off in 3f since they are not Pareto

optimal. In the next cycle of the outer loop, once DivCon enters the inner loop, the surrogate

model starts training with Xep which does not have many configurations. So, our surrogate

model only learns the features of Pareto optimal configurations. In summary, unlike previous

methods, the training set does not accumulate training points at every iteration and therefore,
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retraining the surrogate model is always efficient and fast.
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Other bottlenecks for Pareto-focused Bayesian optimization (Figure 3.3) include estimat-

ing all search space and using the estimations to select a new sample. Although DivCon also has

similar operations, it estimates only Xsub which has a constant size of bs (batch size) at every

iteration. bs is only a fraction of the all search space. Therefore, both the estimations and using

estimations to pick a new sample does not take long time.

3.5 Experiments

3.5.1 Search Spaces

We have tested DivCon extensively on a wide range of search spaces. We have 4 search

spaces that are combinations of different software applications and different hardware systems.

The details of each search space can be seen in Table 3.2. Some of the search spaces are

downsized so that we can find the actual Pareto front to compare performances of the algorithms

in terms of how close they are estimating the actual Pareto front.

Image classification application: The first search space, ic_ss, is for image classification model

EfficientNetB0 [77] running on Nvidia Jetson TX2. This search space has 6 configuration

variables. When we combine all possible values of all configuration variables, there are 119,808

configurations in the search space. The output space include 2 metrics, namely latency and

power.

Object detection application: The following search space, od_ss, is for object detection model

YoloV8s [39] running on Nvidia Jetson Xavier. This search space has 4 configuration variables.

However, we have downsized the ranges of the configuration variables. For example, there are

29 available CPU frequencies on the system, but we limited the search to use only 24 of them.

The downsized search space size is 6,912. The full and downsized ranges of the configuration

variables of each search space are shown in Table 3.2.

Large language model application: This search space, llm_ss, is for large language model

Pythia 70m [6] running on Nvidia Jetson Orin. This search space has 8 configuration variables
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Figure 3.6. Change of region weights by outer loop iterations for ic_ss and 16 regions

yielding 68,679,424 configurations. We have downsized the configuration variables of this search

space to have 20,000 configurations.

Multimodel large language model application: The last search space, multimodel_ss, is for

searching LLM models, model precisions and Nvidia Orin hardware parameters. There are 4

Pythia models [6], namely Pythia 70m, Pythia 160m, Pythia 410m, and Pythia 1b. There are also

4 model precisions for these models including fp32, fp16, int8 and fp4. The quantization is done

by using [19]. There are 10 configuration variables yielding 1,098,870,784 configurations. The

downsized search space has 20,736 configurations. The output space is 4D where the metrics

are latency, power, accuracy, and memory consumption. The accuracies of LLM models are

benchmarked using multiple datasets available at [26].

3.5.2 Visualization of DivCon Working Mechanism

In this section, we provide visualizations and explanations to give insights about how

DivCon works. The visualizations are based on the search of DivCon on ic_ss. Power and

latency values of all configurations of ic_ss are shown in Figure 3.6. 16 regions are initialized,

where the search space is divided equally by regions. The change of region weights are shown

in Figure 3.6. The regions are used to find out which parts of the output space contain Pareto

optimal points. The weights of the regions that contain Pareto optimal points increase, and the

weights of those that do not contain Pareto optimal points decrease in every iteration. Since the

sum of the region weights needs to be 1 all the time, the weights of the regions with more Pareto

optimal points increase more compared to regions with less Pareto optimal points. We can see
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(a) Counts for actual Pareto front (b) Probability change

Figure 3.7. The values of GPU frequency configuration variable in ic_ss show up in the actual
Pareto front in the region [1100mW-2475mW] - [0.135s-0.24s] and DivCon sampler’s probability
change for the GPU configuration variable in the same region in 10 iterations
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(a) Counts for actual Pareto front (b) Probability change

Figure 3.8. The values of GPU frequency configuration variable in ic_ss show up in the actual
Pareto front in the region [2475mW-3850mW] - [0.03s-0.135s] and DivCon sampler’s probability
change for the GPU configuration variable in the same region in 10 iterations

this process in Figure 3.6. The weights of all regions are the same at the start. At iteration 5, we

see that the regions that do not contain any Pareto optimal points have decreased weights. On the

other hand, the regions at the bottom left have increased weights. The weights of the regions that

contain the other parts of the Pareto front are smaller than the bottom left part but higher than

the non-Pareto regions. This is because most of the Pareto optimal points lie in the regions at

the bottom left. At Iteration 10, we see that these weights get even further from each other. As

a result, DivCon promotes exploration and learning in earlier iterations and exploitation of the

information in the later iterations, since these weights are used to decide how many points are

sampled by each region’s samplers.

We can examine the change of the sampler probabilities following the regions shown in
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3.6. Let us consider the configuration variable GPU frequency. This configuration variable has

13 values that it can take, as shown in Table 3.2. The values of GPU frequency that show up in

on the Pareto front in the region with region bounds [1100mW-2475mW] - [0.135s-0.24s] are

shown in 3.7a. Since this region is a low power one, we see lower GPU frequency values more

commonly on the Pareto front. The most common values are 2 and 1 which are followed by

4,3,5. The change of probabilities of the sampler for GPU frequency in this region is shown in

3.7b. The sampler is initialized with uniform probability. At each iteration, it learns to increase

the probabilities of the values 1 to 5 and decrease the probability of sampling the other values.

As a result, it samples configurations with GPU frequency value 1 to 5 more. Similarly, if we

look at the region with region bounds [2475mW-3850mW] - [0.03s-0.135s], we see different

values for the same configuration variable as shown in 3.8. Since this region is a higher power

one, the higher values for the GPU frequency are observed on the Pareto front. The values 5 and

4 are the most common ones and 6,3,2 follow them as shown in Figure 3.8a. DivCon learns to

increase the probabilities of sampling these points in later iterations as shown in Figure 3.8b.

The regions and samplers work together to learn the structure of the search space. The

regions learn the output space while samplers learn the input space. Combining the two connects

the information of the input and output spaces.

3.5.3 Comparison with other methods

In this section, we compare our algorithm with a quasi-random (Sobol sequence) method,

EHVI [16] and ParEGO [42]. These algorithms are implemented using Ax (version 0.4.0) which

is a software package built on BoTorch [3].

The execution time of search algorithms collected on a server with 11th Gen Intel

i7-11700 with 16GB of RAM and Nvidia GeForce GTX 1660 Ti.

We use two metrics to compare the algorithms’ performances. The first metric of the

comparison is the hypervolume. Hypervolume is the enclosed area between a set of Pareto

optimal points and a reference point. An example of calculating the hypervolume for a 2D space
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Figure 3.9. Hypervolume calculation illustration in a hypothetical 2D output space

is shown in Figure 3.9. If the global Pareto front is known, hypervolume log difference is defined

as

HV log di f f erence = log10(HV (GPF)−HV (EPF))

where GPF is global Pareto front and EPF is estimated Pareto front. HV log difference

is commonly used in multi-objective optimization community to compare algorithms. The lower

the value of HV log difference, the better the algorithm is for estimating the Pareto frontier. We

also use it for comparisons in this section.

The other metric of the comparison is the AUC (Area under the curve) for hypervolume

log difference during search. Each algorithm proposes a configuration to test on the real system

at every iteration. Therefore, the hypervolume is either improved or stayed at the same value at

every iteration. AUC is a good way to understand the convergence speed of the algorithms. Since

it adds up all the hypervolume log differences throughout the iterations, the lower is better. If an
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Figure 3.10. The Hypervolume log difference results of search algorithms on search space ic_ss.
Each of the methods is run for 5 times. Solid line is the mean of the 5 runs. Shaded area is 1
standard deviation.

Table 3.3. Comparison of the methods

Search space Method
Best HV log diff AUC
Val Ratio Val Ratio

ic_ss

Sobol 1.54 x1.00 1755.20 x1.00
ParEGO 1.45 x0.95 1621.80 x0.92
EHVI 1.35 x0.88 1560.05 x0.89

DivCon 1.16 x0.76 1502.74 x0.86

od_ss

Sobol 1.88 x1.00 834.42 x1.00
ParEGO 1.38 x0.73 623.19 x0.75
EHVI 1.24 x0.66 560.93 x0.67

DivCon 0.86 x0.46 547.62 x0.66

llm_ss

Sobol 1.48 x1.00 1599.24 x1.00
ParEGO 1.44 x0.97 1541.32 x0.96
EHVI 1.43 x0.96 1530.20 x0.96

DivCon 1.24 x0.84 1476.21 x0.92

multimodel_ss

Sobol 5.76 x1.00 2362.22 x1.00
ParEGO 5.84 x1.01 2393.45 x1.01
EHVI 5.82 x1.01 2356.15 x1.00

DivCon 5.46 x0.95 2335.27 x0.99

algorithm quickly gets to a low value, it has a smaller AUC value. On the other hand, if another

algorithm gets to the same low value but only in late iterations, it has a larger AUC value.
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(a) ic_ss (b) od_ss

(c) llm_ss (d) multimodel_ss

Figure 3.11. The Hypervolume log difference by algorithm run time. The mean of 5 runs for each
algorithm is shown.

We show the hypervolume log difference results of DivCon and other algorithms for

search space ic_ss in Figure 3.10. In this figure, we can see that Sobol, being the baseline

algorithm, achieves the worst result. EHVI is a successful algorithm in terms of achieving

low hypervolume log difference and therefore beats Sobol and ParEGO, expectedly. We can

clearly see that DivCon outperforms other methods and reaches a set of configurations that yield

lower hypervolume log difference compared to other methods at the end of the search. AUC for

DivCon is also smaller than other algorithms, since it converges quickly. The best hypervolume

log difference and AUC values for each search space are shown in Table 3.3. We also show

the ratio to Sobol baseline of the best hypervolume log difference and AUC. Each algorithm

is allowed to sample the same number of configurations in each search for a fair comparison.

A budget of 1000 samples is allowed for the search spaces ic_ss and llm_ss. A budget of 400

samples is allowed for od_ss and multimodel_ss. The reason for reduced budget for od_ss is
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that it has a smaller search space as shown in Figure 3.2. The reason for reduced budget for

multimodel_ss is that higher number of iterations are not feasible in terms of time for EHVI due

to higher dimensions of output space. The summary of the results in Table 3.3 shows that the

ranking between the algorithms stay more or less similar both in terms of best hypervolume log

difference and AUC while DivCon achieves significantly better results than other algorithms in

all the search spaces.

These comparisons are made by considering the number of samples each algorithm

inquiries. So these comparisons do not reflect the time required by the algorithms. However,

as explained earlier, the algorithm speed is the main motivation point for developing DivCon

. Therefore, we also show the hypervolume log difference with wall clock time for all search

spaces in Figure 3.11. Wall clock time includes the time that algorithm requires to decide its next

sample and the time that is required to run the sample on the system for each iteration. In these

plots, we also show the zoomed in versions, considering the time DivCon finishes sampling.

It can be clearly seen that DivCon finishes the search extremely quickly compared to other

methods. Depending on the search space and the number of iterations, DivCon ’s search time

can vary 3 to 8 hours, while other algorithms require significantly more time. Even though

Bayesian optimization methods such has EHVI [16] is better than other previous methods in

terms of finding a better Pareto front, they become infeasible in terms of required time when the

dimension of output space increases, as shown in Figure 3.11d. DivCon can find better Pareto

front in much less time compared to what other algorithms take.

DivCon outperforms other methods in hypervolume log difference and AUC considering

both number of samples and algorithm run time as shown in Table 3.3 and Figure 3.11.

3.6 Conclusion and Future Work

In this paper, we proposed a fast and scalable search algorithm for Pareto optimal

design space exploration for deep learning algorithms on embedded systems. Our approach
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learns the structure of the data because of our proposed region based search technique, and

regional samplers. It does not have the bottlenecks which the Bayesian optimization methods

suffer from. Our algorithm is especially superior in problems where testing a specific sample

configuration is not very expensive but still it is impossible to exhaustively search through all

possible configuration combinations. For example our multimodel_ss search space has 1B data

point. Even though, testing a point takes 30 seconds, exhaustive search still requires very large

time and in more complex setup becomes practically infeasible.

It is critical for efficient running of deep learning algorithms on embedded systems, to

find the Pareto frontier of performance metric by actually running those applications. Hence, our

proposed method can provide an efficient and scalable solution for this kind of search problem

which is highly essential for implementing those on real-world systems. The experimental results

on real-world embedded systems and applications, reinforces the advantage of our proposed

approach over other existing methods.

DivCon currently works with integer input space, since our target problem is the hardware

and software configurations of deep learning models on embedded systems. In the future, we

plan to enable continuous input space for DivCon and evaluate our algorithm with synthetic

problems such as ZDT [102] and DTLZ [18] which are popular benchmarks in multi objective

optimization community.

Chapter 3, in full, is a reprint of the material as it appears in IEEE Access 2024, Basar

Kutukcu, Sabur Baidya, Sujit Dey. The dissertation author was the primary investigator and

author of this paper.
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Chapter 4

Conclusion

This thesis has presented several methodologies to address problems and bottlenecks of

enabling deep learning models on resource constrained devices. The presented methodologies

addressed challenges in the impact of contention in the system, adapting to the changing

conditions and requirements during runtime, and exploring vast search spaces of configurations

for deep learning models and resource constrained systems.

Chapter 1 has presented a model selection framework that makes a deep learning ap-

plication contention agnostic. In other words, the aim of the framework is to deliver results

within a known and acceptable time, independent of the contention on the system. To achieve

this, the framework grades the contention in the system and prepares a set of deep learning

models. Then, using the selection algorithm, it picks the appropriate model from the model set

considering the contention and requirements at the time. Our framework has advantages such as

rapid model switching and flexibility of choosing different range of models. Analysis based on

our experiments shows that our framework can achieve to mitigate the impact of the contention

by sacrificing the accuracy minimally.

Chapter 2 has presented a dynamic neural network architecture and a branch selection

algorithm to adapt the changing conditions and requirements of a resource constrained mobile

system. Dynamic neural networks are useful tools since they contain only one set of weights,

however, can improve latency by sacrificing accuracy by changing architecture. We have
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presented a neural network architecture that combines slimming and early exit techniques to

create a new architecture that carries the strength of both. Our analysis shows that our hybrid

architecture overperforms both slimming and early exit techniques. Moreover, we have presented

a branch selection algorithm that is fast and accurate. The accuracy of the branch selection

algorithm is verified with the extensive experiments showing the high satisfaction rate for both

time and power requirements,

Chapter 3 has presented a design space exploration algorithm for deep learning models

on resource constrained devices. This problem is proven to be difficult due to vast search space

size, the challenges of testing a sample and the lack of the analytical form of the objective

function. Our algorithm uses a sampling-based approach to mitigate the scalability problem of

Bayesian Optimization. The extensive analysis, including multiple deep learning architectures

and hardware, showed that our approach can find better Pareto frontier in much less time

compared to existing state-of-the-art Bayesian Optimization based methods.
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