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ABSTRACT OF THE DISSERTATION

Studies on molecular polaritons: condensates, topology, and metrology

by

Sindhana Selvi Pannir Sivajothi

Doctor of Philosophy in Chemistry

University of California San Diego, 2023

Professor Joel Yuen-Zhou, Chair

When optical transitions in materials couple strongly to photon modes, light and matter

degrees of freedom can no longer be treated separately with the light-matter coupling taken as a

perturbation. They form hybrid light-matter modes called polariton modes. Several experiments

over the last decade have demonstrated a change in chemical reactivity under collective vibrational

strong coupling, where vibrational modes in many molecules couple collectively to a photon

mode, starting the field of polariton chemistry. However, from theoretical studies, there is no

clear explanation for this phenomenon. Additionally, some recent experiments have shown no

effect of collective strong light-matter coupling on reactivity.

In this dissertation, we propose strategies to enhance polaritonic effects and we also seek

xi



out avenues outside of chemical reactivity where the effect of strong light-matter coupling could be

significant. We demonstrate that the effect of polaritons on chemical reactivity under vibrational

strong coupling can be enhanced by vibrational polariton condensation. The macroscopic

occupation of the polariton mode through Bose-Einstein condensation amplifies its contribution

to the reaction rate.

To explain an experimentally observed reduction in the dehydration temperature in an

open cavity system under vibrational strong coupling on resonance, we develop a theoretical

model for heat flow based on kinetic equations. We hypothesized that the reduction in temperature

is not due to an inherent change in the dehydration temperature of the material, but due to a

reduction in the thermal contact resistance across the interface between the molecules and the

plasmonic structure due to polaritons.

We also show that the topological properties of a system under electronic strong coupling

can be modified through optical pumping with circularly polarized light. Our work relies on

selectively saturating electronic transitions with circularly polarized light, and, therefore, creating

a population imbalance in the system and breaking time-reversal symmetry.

In the last part of this dissertation, we propose a way to measure small differences in

the equilibrium positions of the vibrational coordinate between different electronic states using

higher-energy Fock states. This work does not require strong light-matter coupling. Higher-

energy vibrational Fock states have a smaller length scale associated with them than the ground

vibrational state which aids in inferring smaller displacements in the vibrational coordinate from

the electronic absorption spectrum.

xii



Chapter 1

Introduction

Interaction between light and matter is ubiquitous in everyday life, from vision to

photosynthesis. In chemical research, there are two primary uses of light: (a) to drive chemical

changes in materials and alter their structure, for example, in photochemical reactions, and (b)

to probe the structure and dynamics of molecules through spectroscopy. In this dissertation,

we theoretically investigate projects that fall under both categories under different strengths of

light-matter coupling.

Increasing the coupling between light and matter may enhance the effect of light on

optically driven molecular processes. By engineering the environment of molecules, the strength

of light-molecule coupling can be modified. For example, placing molecules between a pair of

mirrors that are micrometers apart (Fabry-Perot cavity) can increase the light-matter coupling

strength. In a variety of such systems [1–5], it has been demonstrated that the light-matter

coupling can reach the strong coupling regime where the the photon mode and the material

transition exchange energy faster than the decay rate of these excitations. These systems have

hybrid quantum states called polariton states that possess properties of both light and molecules.

Depending on the type of material excitation that hybridizes with light, different types of

polaritons are formed; for instance, exciton-polaritons are formed when electronic transitions

in materials strongly couple with light [1, 3, 5]. Experiments in 2015 revealed that strong

light-matter coupling in molecules can be achieved not only with electronic transitions, but also

1



with vibrational transitions [2, 6]. Polaritons formed when molecular vibrations couple strongly

with light are termed ‘vibrational polaritons’. For a large part of my dissertation, I focus on such

strongly coupled systems.

In a Bose-Einstein condensate (BEC), a macroscopic number of atoms/particles occupy

the same quantum mechanical state. As Bose-Einstein condensates are manifestations of quantum

mechanical effects at the macroscopic scale, they are of interest to the scientific community. In

the early 2000s, researchers studied the effect of macroscopic coherence of BECs of molecules

on chemical reactivity [7, 8]. However, cryogenic temperatures are required to achieve a BEC

of atoms or molecules; this limits its practical application. Motivated by this work, in this

dissertation, we study the effect of BECs on chemical reactions but in a different context: using

BECs of polaritons. Owing to their hybrid nature and low effective mass, exciton-polariton

condensation has been achieved at room temperature [9, 10], making it a technologically relevant

platform to explore the effects of Bose-Einstein condensation on chemical reactivity. To the best

of my knowledge, our theoretical work was the first to study the effect of polariton condensation

on chemical reactivity [11]. As vibrational polaritons are a relatively recent development in

the field of polaritonics, unlike BECs of exciton-polariton, BECs of vibrational polaritons have

not been experimentally demonstrated yet. In this dissertation, we also theoretically show that

vibrational polariton condensation should be within reach with current technological capabilities.

Additionally, we outline the conditions under which vibrational polariton condensation can be

realized and propose potential molecules where it would be feasible at room temperature [11].

Topological effects represent a fascinating set of phenomena that could have a significant

impact on technological advancement as topological systems possess edge states that allow for

unidirectional flow of energy with low losses. In this dissertation, we undertake theoretical

investigations into the modification of topology in systems with strong light-matter coupling

through the process of pumping with circularly polarized light [12]. By utilizing either left or

right circularly polarized light for the pumping, the sign of the topological invariant, an integer

that characterizes the system’s properties, can be flipped. This opens up possibilities for reversible

2



optical control over the topological invariants of the system, paving the way for the development

of topological opto-electronic devices.

Both research projects mentioned so far involved optical driving. However, several

experiments over the last decade have reported a change in chemical reactivity under collective

vibrational strong coupling, even in the dark – without optical pumping [13–16]. From theoretical

studies, there is no clear explanation for this phenomenon [17]. Additionally, some recent

experiments have shown no effect of strong light-matter coupling on reactivity in the dark [18,19].

To explain a similar observation from our experimental collaborators on the reduction of

dehydration temperature in an open cavity system under collective vibrational strong coupling,

we followed a different approach [20]. As the experimental setup was heated using a heating

stage and the open cavity was in contact with room temperature air, there must be a temperature

gradient across the system. We hypothesized that the reduction in stage temperature required

to achieve dehydration is not due to an inherent change in the dehydration temperature of the

material, but due to a reduction in the thermal contact resistance across the interface between the

molecules and the nanocavity due to radiative heat transfer through polaritons. This leads to a

different observed stage temperature at dehydration even if there is no change in the inherent

dehydration temperature of the molecules. We developed a phenomenological model for heat flow

under strong light-matter coupling based on kinetic rate equations to support the experimental

observation.

The last chapter in this dissertation is a theoretical proposal that uses light to measure

small differences in the equilibrium positions of atoms between the ground and excited electronic

states. Currently, such differences can be inferred from the intensities of the vibrational sidebands

in the spectrum. However, due to limits to precision of the spectroscopic device and noise, this

method can only detect displacements of the order of
√︃

ℏ
𝑚𝜔

or larger, as the initial state—the

vibrational ground state—has a length scale
√︃

ℏ
𝑚𝜔

associated in position space. In our work, we

propose preparing the system in a higher vibrational state. As the position space wavefunction of

the higher vibrational state has a much smaller associated wavelength, it enables measurement of

3



smaller distances than the ground state. This approach could have significant implications for

experimentally determining changes in nuclear configurations of molecules between ground and

excited electronic states.

1.1 Summary of contents

In Chapter 2, adapted from [11], we study the effect of vibrational polariton condensation

on an electron transfer process. We use Marcus-Levich-Jortner theory to model the electron

transfer process and explore the effects of polariton condensation on both the rates and yields

of the reaction. Note that both the backward and forward reaction rates are enhanced under

condensation. We also identify the range of temperatures and collective light-matter coupling

strengths where vibrational polariton condensation is feasible.

In Chapter 3, adapted from [12], we explore topological properties of systems with strong

light-matter coupling under optical pumping with circularly polarized light. We consider a

large number of molecules, modeled as three level systems, strongly coupled to the modes of a

Fabry-Perot cavity. We derive an effective Hamiltonian under optical pumping using mean field

theory and study the Berry curvature of the polariton bands.

In Chapter 4, adapted from [20], we develop a theoretical model to explain the experimental

finding of reduced heating stage temperature required for a dehydration reaction under resonance

condition for an open cavity system with vibrational strong coupling. We use kinetic rate

equations to understand radiative heat transport across an interface with a large thermal resistance

and hypothesize that the observed reduction in temperature required for the dehydration under

resonance condition is due to a decrease in the thermal resistance across the interface due to

additional polariton channels.

In Chapter 5, we propose a way to measure small differences in the equilibrium position

of the vibrational coordinate between different electronic states. For large displacements,

comparable to the width of the ground vibrational wavefunction, vibrational sidebands in the

4



electronic absorption spectrum can be used. We identify a smaller length scale associated with

higher vibrational Fock states which come into play if we initialize the system in a higher Fock

state and this smaller length scale can be used to measure small displacements.

Chapter 6 of this dissertation presents conclusions of the research and provides an outlook

for future directions.
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Chapter 2

Driving chemical reactions with polariton
condensates

2.1 Introduction

Light and matter couple strongly when a large number of molecules are placed within

optical cavities that confine light [1, 2, 6]. As a result, hybrid light-matter excitations called

polaritons form when a collective molecular transition and a photon mode coherently exchange

energy faster than the individual decay from each component. Light-matter strong coupling

(SC) opens up a new path to modify material properties by controlling their electromagnetic

environment [15, 21]. For instance, vibrational strong coupling (VSC), where an infrared

cavity mode couples to an ensemble of localized molecular vibrations in a film or solution,

influences chemical reactivity even without external pumping [13,14]. However, the microscopic

mechanism for modification of molecular processes through hybridization with light is still

poorly understood [22–24], since it could be limited by the presence of a large number of

quasi-degenerate dark modes that do not possess any photonic character and are likely to behave

similarly to uncoupled molecules [24].

A Bose-Einstein condensate of polaritons [25] offers a solution to this problem since the

macroscopic occupation of polaritonic states enhances the effects from SC. In the last decade,

Bose-Einstein condensation has been demonstrated in several organic exciton-polariton systems at

room temperature [26–29]. Recently, organic polariton condensates were used to build polariton

6



transistors [30], and theoretical predictions suggest they may also modify incoherent charge

transport [31]. Interestingly, the consequences of polariton condensation on chemical reactivity

have not been addressed in the literature prior to the present study.

Ideas of using Bose-Einstein condensates of molecules in chemistry have been previously

proposed, but they require ultracold temperatures due to the large mass of the condensing

entities [7,8]. The low effective mass that polaritons inherit from their photonic component, along

with the large binding energy of Frenkel excitons, enables room-temperature condensation [9].

The partly photonic character of polaritons also offers additional benefits such as delocalization

and remote action for manipulating chemistry [32].

Here, we investigate the effect of polariton condensation on electron transfer (ET) (Fig.

2.1). While the reaction yield under infrared laser excitation, without SC, already differs from that

under thermal equilibrium conditions [33, 34], polariton condensation amplifies this difference

by changing the activation barrier for the forward and backward reactions unevenly, tilting the

equilibrium towards either reactants or products.

2.2 Results

2.2.1 Bose-Einstein condensation of vibrational polaritons

Bose-Einstein condensation of vibrational polaritons has not been experimentally achieved

yet; however, as we shall argue, there are compelling reasons to believe that they are presently

within reach. Most theoretical investigations on polariton condensation with organic microcavities

involve systems under electronic strong coupling (ESC) [35,36]; polariton condensation under

VSC requires a separate treatment due to the difference in energy scales and the involved relaxation

pathways [37]. While typical bare exciton energies range from 2-3 eV with Rabi splitting ∼ 200

meV under ESC, the bare frequency of vibrations is 100-300 meV with Rabi splitting ∼ 20 − 40

meV under VSC. Since the Rabi splitting is of the order of 𝑘B𝑇 at room temperature, thermal

effects are crucial for vibrational polaritons. Under ESC, polariton relaxation is assisted by

7
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Figure 2.1. Vibrational polariton condensate. A large number of molecules are placed inside an
optical cavity where their vibrations strongly couple to the cavity mode. The system is constantly
pumped to create a polariton condensate and the right side of the figure depicts the occupation of
different modes under condensation (frequencies of the upper polariton, dark modes and lower
polariton are 𝜔+, 𝜔vib and 𝜔−, respectively). The rate of intramolecular electron transfer under
vibrational polariton condensation is investigated.

high-frequency intramolecular vibrations [38], whereas, under VSC, low-frequency solvent

modes play a key role in this process [39, 40], similar to what happens in THz phonon Fröhlich

condensation in biomolecules [41, 42].

We model the polariton system as a set of 𝑁 vibrational modes (𝑎̂vib, 𝑗 ), with frequency

𝜔vib, strongly coupled to a single photon mode (𝑎̂ph) with frequency 𝜔ph. In the Hamiltonian of

the system,

𝐻̂ =ℏ𝜔ph

(
𝑎̂
†
ph𝑎̂ph +

1
2

)
+ ℏ𝜔vib

𝑁∑︁
𝑗=1

(
𝑎̂
†
vib, 𝑗 𝑎̂vib, 𝑗 +

1
2

)
+

𝑁∑︁
𝑗=1

ℏ𝑔

(
𝑎̂
†
vib, 𝑗 𝑎̂ph + 𝑎̂†ph𝑎̂vib, 𝑗

)
,

(2.1)

we have applied the rotating wave approximation. Upon diagonalization of this Hamiltonian, we

get normal modes: lower and upper polaritons, and 𝑁 − 1 dark modes with frequencies 𝜔−, 𝜔+

8
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Figure 2.2. Polariton condensation transition. Fraction of excitations in different modes as
a function of cavity detuning ℏΔ = ℏ𝜔ph − ℏ𝜔vib while keeping the pumping rate 𝑃− fixed.
The black curve includes the excitations in all dark modes taken together while the green
and orange curves show the fraction excitations in the lower and upper polariton, respectively.
The condensation transition takes place close to ℏΔ ≈ −1.5𝑘B𝑇 . Here, the lower polariton is
pumped with rate 𝑃− = 0.16𝑁Γ↓, the light-matter coupling 2ℏ𝑔

√
𝑁 = 0.72𝑘B𝑇 , the temperature

𝑘B𝑇 = 0.1389ℏ𝜔vib (𝑇 = 298K when ℏ𝜔vib = 185 meV), number of molecules 𝑁 = 107 and
cavity leakage rate 𝜅 = Γ↓.

and 𝜔𝑘D, respectively:

𝜔± =𝜔vib +
Δ ±Ω

2
,

𝜔𝑘D =𝜔vib 2 ≤ 𝑘 ≤ 𝑁,

(2.2)

where Ω =
√︁
Δ2 + 4𝑔2𝑁 is the Rabi splitting and Δ = 𝜔ph −𝜔vib the detuning between cavity and

molecular vibrations. To model polariton population dynamics, we use Boltzmann rate equations

where the polariton system is weakly coupled to a low-frequency solvent bath, which enables

scattering between modes [43]. These rate equations also account for final-state stimulation,

𝑑𝑛𝑖

𝑑𝑡
=

∑︁
𝑗

(
𝑊𝑖 𝑗𝑛 𝑗 (1 + 𝑛𝑖) −𝑊 𝑗𝑖 (1 + 𝑛 𝑗 )𝑛𝑖

)
− 𝛾𝑖𝑛𝑖 + 𝑃𝑖, (2.3)

where 𝑛𝑖 is the population, 𝛾𝑖 is the decay rate and 𝑃𝑖 is the external pumping rate of the 𝑖𝑡ℎ mode.

The scattering rate from mode 𝑗 to 𝑖,𝑊𝑖 𝑗 , satisfies detailed balance: 𝑊𝑖 𝑗/𝑊 𝑗𝑖 = 𝑒
−𝛽(𝜖𝑖−𝜖 𝑗 ) . Here,

𝛽 = 1/(𝑘B𝑇), 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature and 𝜖𝑖 = ℏ𝜔𝑖 where 𝜔𝑖 is the
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frequency of the 𝑖𝑡ℎ mode. The decay from different modes is 𝛾𝑖 = |𝑐𝑖vib |
2Γ↓ + |𝑐𝑖ph |

2𝜅, where

|𝑐𝑖vib |
2 and |𝑐𝑖ph |

2 are the molecular and photon fraction, respectively, Γ↓ is the decay rate of the

molecular vibrations, and 𝜅 is the cavity leakage rate.

Two factors play a determining role in the condensation threshold: (i) the rate of scattering

between polariton and dark modes relative to losses from the system, i.e. the rate of thermalization,

and (ii) the abundance of modes close in energy to the condensing mode [44]. For all calculations,

we assume fast thermalization. As mentioned in (ii), the presence of many modes close to the

lower polariton would deter condensation by distributing the energy pumped into the system

among all these modes. Thus, the energetic proximity between the dark state manifold, which

has a large density of states (DOS), and the lower polariton poses one of the biggest challenges

for polariton condensation under VSC.

The distribution of excitations between the polariton and dark modes is shown in Fig.

2.2 for different detunings and we observe a condensation transition at ℏΔ ≈ −1.5𝑘B𝑇 (see

Supplementary Note 2 for details). Above the condensation threshold, a large fraction of

excitations reside in the lower polariton 𝑛−
(∑∞

𝑘=2 𝑛
𝑘
D)

� 1
(𝑁−1)𝑒−𝛽ℏ(Ω−Δ)/2 .

The average population per molecule at the condensation threshold 𝑛̄ = 𝑃th/𝑁Γ↓ is a

good measure of the feasibility of vibrational polariton condensation. For instance, demanding

population inversion, 𝑛̄ > 0.5, would be experimentally difficult to achieve in general. In Fig.

2.3, we plot 𝑛̄ for different light-matter coupling strengths, 2ℏ𝑔
√
𝑁 , and detunings, ℏΔ. Here,

we numerically obtain 𝑃th as the pumping rate when 10% of the excitations are in the lower

polariton. The threshold obtained this way closely corresponds with the theoretical condition for

condensation

𝑛̄𝑘D > 𝑛solvent

(ℏ(Ω − Δ)
2

)
, (2.4)

where, 𝑛̄𝑘D = 1
𝑁−1

∑𝑁
𝑘=2 𝑛

𝑘
D is the average occupation of a dark mode, and 𝑛solvent(𝐸) is the

Bose-Einstein population of a solvent mode with energy 𝐸 at room temperature 𝑇room [44]. The

energy difference between the lower polariton and the dark state reservoir ℏ(Ω−Δ)/2 determines
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Figure 2.3. Polariton condensation threshold. Numerically obtained average population
per molecule at the condensation threshold 𝑛̄ = 𝑃th/𝑁Γ↓ (10% of the excitations are in the
lower polariton), for a range of light-matter coupling strengths 2ℏ𝑔

√
𝑁 and cavity detunings

ℏΔ = ℏ𝜔ph − ℏ𝜔vib. In the black and purple regions of the plot (Δ > 0 and 2ℏ𝑔
√
𝑁/𝑘B𝑇 < 2),

the threshold for condensation is high, 𝑛̄ � 1, and polariton condensation is difficult to achieve
experimentally. The threshold for condensation is much lower, 𝑛̄ < 0.1, for the lighter colored
(yellow, orange) regions. In our plot above only the upper polariton is pumped and we use cavity
leakage rate 𝜅 = Γ↓. The vertical lines correspond to 2ℏ𝑔

√
𝑁/𝑘B𝑇 at room temperature for

H2O (2ℏ𝑔
√
𝑁 ≈ 700cm−1) and W(CO)6 (2ℏ𝑔

√
𝑁 ≈ 50cm−1). Calculations in Fig. 2.4-2.6 are

presented for the conditions in point A.

the condensation threshold. From Fig. 3 we see that vibrational polariton condensation is feasible

for water even at room temperature for up to zero detuning.

Our model does not include disorder; as a result, all dark modes are degenerate at

frequency 𝜔vib, but in experimental systems, inhomogeneous broadening of transitions can lead

to non-zero density of dark states even at the bottom of the lower polariton branch [45]. This

fact will affect the condensation threshold, and should be considered in the future while looking

for experimental systems that can demonstrate vibrational polariton condensation. Stimulating

the lower polariton directly by shining a resonant laser on it [30] or using a Raman scattering

scheme [46] can help overcome this issue by dynamically lowering the condensation threshold.
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2.2.2 Chemical reactions and vibrational polariton condensation

Electron transfer has been theoretically studied under both ESC [47,48] and VSC [49,50].

Here, we look at how vibrational polariton condensation affects the rate of intramolecular

nonadiabatic electron transfer using the VSC version [49] of the Marcus-Levich-Jortner (MLJ)

model [51–53].

Our system consists of 𝑁 molecules placed inside an optical cavity supporting a single

photon mode with bosonic operator 𝑎̂ph and frequency 𝜔ph. The molecules can be in the reactant

R or product P electronic state; for the 𝑖𝑡ℎ molecule, these states are denoted by |R𝑖〉 and |P𝑖〉,

respectively. Each electronic state is dressed with a high-frequency intramolecular vibrational

mode with bosonic operator 𝑎̂𝑥,𝑖 and frequency 𝜔vib where 𝑥 = R, P; this mode couples to the

photon mode. The equilibrium geometry of this vibrational mode depends on the electronic state

according to,

𝑎̂R,𝑖 = 𝐷̂
†
𝑖
𝑎̂P,𝑖𝐷̂𝑖, (2.5)

where 𝐷̂𝑖 = exp
(
(𝑎̂†P,𝑖 − 𝑎̂P,𝑖)

√
𝑆

)
and 𝑆 is the Huang-Rhys factor.

Apart from the intramolecular vibrations, an effective low-frequency solvent mode

surrounding each molecule facilitates ET. It is treated classically, with qS,𝑖 and pS,𝑖 being its

position and momentum.

The Hamiltonian 𝐻̂ for the full system is a generalization of Eq. (2.1) to account for the

chemical reaction,

𝐻̂ = 𝐻̂0 + 𝑉̂react, (2.6)

and

𝐻̂0 =𝐻̂ph +
𝑁∑︁
𝑖=1

∑︁
𝑥=R,P

(𝐻̂𝑥,𝑖 + 𝑉̂𝑥,𝑖) |𝑥𝑖〉 〈𝑥𝑖 | ,

𝑉̂react =

𝑁∑︁
𝑖=1

𝐽RP

(
|R𝑖〉 〈P𝑖 | + |P𝑖〉 〈R𝑖 |

)
.

(2.7)

where 𝐻̂0 describes the photon (𝐻̂ph), intramolecular vibrations and solvent modes of the 𝑖𝑡ℎ
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molecule (𝐻̂𝑥,𝑖), and light-matter couplings (𝑉̂𝑥,𝑖). The diabatic coupling 𝑉̂react is a perturbation

that couples R and P electronic states with coupling strength 𝐽RP. We have taken the dipole

moment to be zero when the vibrational coordinate is in its equilibrium position in both R and P

electronic states. Relaxing this assumption will add terms of the form 𝑐𝑥 (𝑎̂ph + 𝑎̂ph) |𝑥𝑖〉 〈𝑥𝑖 | to

the Hamiltonian and will not affect the reaction rates calculated.

𝐻̂ph = ℏ𝜔ph

(
𝑎̂
†
ph𝑎̂ph +

1
2

)
,

𝐻̂R,𝑖 = ℏ𝜔vib

(
𝑎̂
†
R,𝑖 𝑎̂R,𝑖 +

1
2

)
+ 1

2
ℏ𝜔S

(
|pS,𝑖 |2 + |qS,𝑖 + dS |2

)
,

𝐻̂P,𝑖 = ℏ𝜔vib

(
𝑎̂
†
P,𝑖 𝑎̂P,𝑖 +

1
2

)
+ 1

2
ℏ𝜔S

(
|pS,𝑖 |2 + |qS,𝑖 |2

)
+ Δ𝐺,

𝑉̂𝑥,𝑖 = ℏ𝑔𝑥 (𝑎̂†𝑥,𝑖 𝑎̂ph + 𝑎̂†ph𝑎̂𝑥,𝑖),

(2.8)

where Δ𝐺 is the free-energy difference of each individual molecule reaction.

We construct potential energy surfaces (PES) by parametrically diagonalizing 𝐻̂0 as a

function of the solvent coordinate qS,𝑖. The operators 𝑁̂R =
∑𝑁
𝑖=1 |R𝑖〉 〈R𝑖 | and 𝑁̂P =

∑𝑁
𝑖=1 |P𝑖〉 〈P𝑖 |

commute with 𝐻0 and correspond to the number of R and P molecules, respectively. While

dynamics under 𝐻̂0 conserves 𝑁R, 𝑁P, the effect of 𝑉̂react is to induce reactive transitions that

modify those quantities while keeping 𝑁 = 𝑁R + 𝑁P constant. We assign the label 1 ≤ 𝑖 ≤ 𝑁R

to R molecules, and 𝑁R + 1 ≤ 𝑖 ≤ 𝑁 to P molecules. We also reorganize the intramolecular

vibrations into a single bright mode,

𝑎̂B(𝑁R,𝑁P) =
1√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

(
𝑔R

𝑁R∑︁
𝑖=1

𝑎̂R,𝑖 + 𝑔P

𝑁∑︁
𝑖=𝑁R+1

𝑎̂P,𝑖

)
, (2.9)

that possesses the correct symmetry to couple with light and 𝑁 − 1 dark modes (D𝑘 ),

𝑎̂𝑘D(𝑁R,𝑁P) =
𝑁R∑︁
𝑖=1

𝑐𝑘,𝑖 𝑎̂R,𝑖 +
𝑁∑︁

𝑖=𝑁R+1
𝑐𝑘,𝑖 𝑎̂P,𝑖, (2.10)

labeled by an additional index 2 ≤ 𝑘 ≤ 𝑁 , which do not couple with light. The dark
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modes are orthogonal to the bright mode 𝑔R
∑𝑁R
𝑖=1 𝑐𝑘,𝑖 + 𝑔P

∑𝑁
𝑖=𝑁R+1 𝑐𝑘,𝑖 = 0, and to each other∑𝑁

𝑖=1 𝑐𝑘,𝑖𝑐
∗
𝑘 ′,𝑖 = 𝛿𝑘,𝑘 ′. Unless mentioned otherwise, the number of R and P molecules is 𝑁R and

𝑁P, respectively, and for brevity, we will drop (𝑁R, 𝑁P) dependence in the subscript. The bright

and photon modes combine to form the upper polariton (UP) 𝑎̂+, and lower polariton (LP) 𝑎̂−,

modes:
𝑎̂+ = cos 𝜃𝑎̂ph + sin 𝜃𝑎̂B,

𝑎̂− = sin 𝜃𝑎̂ph − cos 𝜃𝑎̂B,

(2.11)

with mixing angle,

𝜃 = tan−1

[
Ω − Δ

2
√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

]
, (2.12)

where Ω =

√︃
Δ2 + 4(𝑔2

R𝑁R + 𝑔2
P𝑁P) is the Rabi splitting, and Δ = 𝜔ph − 𝜔vib the detuning

between cavity and molecular vibrations. The eigenstates of 𝐻̂0 are the dark, upper and lower

polariton modes with frequencies given in Eq. (2.2).

According to the MLJ theory, the rate constant for ET outside of an optical cavity depends

on properties of the intramolecular and solvent modes [51–53]. Under laser driving, this rate

constant is,

𝑘 IR
R→P =

∞∑︁
𝑛=0

𝑃𝑛̄ (𝑛)𝑘R→P(𝑛) (2.13)

where

𝑘R→P(𝑛) =
√︂

𝜋

𝜆S𝑘B𝑇

|𝐽RP |2
ℏ

∞∑︁
𝑓=−𝑛

| 〈𝑛|𝑛 + 𝑓 〉′ |2 exp

(
−
𝐸
‡
𝑓

𝑘B𝑇

)
,

𝑃𝑛̄ (𝑛) =𝑒−𝑛̄
𝑛̄𝑛

𝑛!
,

𝐸
‡
𝑓
=
(Δ𝐺 + 𝜆S + 𝑓 ℏ𝜔vib)2

4𝜆S
,

〈𝑛|𝑛 + 𝑓 〉′ = 〈𝑛| 𝐷̂𝑖 |𝑛 + 𝑓 〉 .

(2.14)

Here, 𝑃𝑛̄ (𝑛) is the Poisson distribution with average mode population 𝑛̄, 𝜆S is the solvent

reorganization energy, 𝐸‡
𝑓

is the activation energy, and | 〈𝑛|𝑛 + 𝑓 〉′ |2 is the Franck-Condon (FC)

factor, where |𝑛〉 and |𝑛 + 𝑓 〉′ are the intramolecular initial and final states, respectively. 𝑃𝑛̄ (𝑛)
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has been taken to correspond to the ideal laser driven-damped harmonic oscillator, leading to

a coherent state in the vibrational mode. The presence of anharmonic couplings would lead

to intramolecular vibrational energy redistribution (IVR) [54], reducing the value of 𝑃𝑛̄ (𝑛) for

high-lying Fock states. However, as we shall see below, even under these ideal circumstances,

the condensate can outcompete the laser-driven situation in terms of reactivity. We thus expect

the benefits of the condensate to be enhanced when IVR processes are taken into account.

Apart from vibrations within the reacting molecule, under VSC, the ET process also

depends on vibrations in all other molecules and the photon mode, and can be represented by,

𝑁∑︁
𝑘=2

D𝑘 + LP + UP →
𝑁∑︁
𝑘=2

D′
𝑘 + LP′ + UP′. (2.15)

Here and hereafter, the primed and unprimed quantities refer to electronic states with (𝑁R, 𝑁P)

and (𝑁R−1, 𝑁P+1) reactant-product distributions, respectively. The symmetry of the light-matter

coupling allows us to use the dark state basis introduced in [55] and [49] to reduce the number of

modes involved in the reaction from 𝑁 + 1 to three,

DR,𝑐 + LP + UP → D′
P,𝑐 + LP′ + UP′. (2.16)

Here, the 𝑐𝑡ℎ molecule is reacting, while D𝑥,𝑐 and D′
𝑥,𝑐 are dark modes highly localized in it, with

corresponding operators 𝑎̂ (𝑅,𝑐)D and 𝑎̂ (𝑃,𝑐)′D (see Supplementary Note 1).

We perform all our calculations in this subsection using parameters from point A in

Fig. 2.3 but while pumping the lower polariton. Here, ℏΔ = −0.5𝑘B𝑇 , 2ℏ𝑔
√
𝑁 = 0.72𝑘B𝑇 ,

𝑘B𝑇 = 0.1389ℏ𝜔vib (𝑇 = 298K when ℏ𝜔vib = 185 meV) and 𝑁 = 107; we choose pumping rate

𝑃− = 0.08𝑁Γ↓, which leads to average mode populations 𝑁+ = 0.064, 𝑁− = 1.94 × 104 and

𝑁D = 0.078 under symmetric coupling 𝑔R = 𝑔P = 𝑔. Here, 2.4% of all excitations reside in the

lower polariton. To compare the reaction rates under polariton condensation and outside the cavity

under pumping, we take 𝑛̄ = 0.08 in Eq. (2.13). Under condensation, the initial vibrational state
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of the system can be described by 𝜌 =
∑
𝑛+,𝑛−,𝑛D 𝑃(𝑛+, 𝑛−, 𝑛D) |𝑛+, 𝑛−, 𝑛D〉 〈𝑛+, 𝑛−, 𝑛D |, where

the entries in |𝑛+, 𝑛−, 𝑛D〉 label number of quanta in the UP, LP and DR,𝑐 modes, respectively.

The results from the rate equations Eq. (2.3) provide us only with the average steady-state

mode populations, 𝑁+, 𝑁− and 𝑁D, and not the distribution 𝑃(𝑛+, 𝑛−, 𝑛D). For simplicity, we

assume the semiclassical approximation 𝑃(𝑛+, 𝑛−, 𝑛D) ≈ 𝛿𝑛+,0𝑃
th
𝑁D

(𝑛D)𝛿𝑛−,𝑁− , where 𝑃th
𝑁D

(𝑛)

is the thermal distribution with average population 𝑁D. This approximation is reasonable for

populations 𝑁+ < 𝑁D � 1 � 𝑁−,

𝜌 =
∑︁
𝑛D

𝑃th
𝑁D

(𝑛D) |0, 𝑁−, 𝑛D〉 〈0, 𝑁−, 𝑛D | . (2.17)

The product vibrational states are |𝜈+, 𝜈−, 𝜈D〉′.

We assume that cavity leakage and rate of scattering between modes is much faster than

the rate of the chemical reaction. For a cavity with ∼ 100 ps lifetime and ET reactions with

1/𝑘R→P ∼ 106 − 102 ps [56], this assumption is valid. Therefore, if the populations of polariton

modes change during the course of reaction, they quickly reach a steady state before the next

molecule reacts. Similarly, we also assume that the polariton and dark mode populations reach a

steady state before the backward reaction takes place while computing the rate constant 𝑘cond
P→R.

Generalizing the cavity MLJ theory presented in [49], we calculate the rate constant

𝑘cond
R→P =

∞∑︁
𝑛=0

𝑃th
𝑁D

(𝑛)𝑘cond
R→P(𝑛) (2.18)

for the forward reaction under polariton condensation, where

𝑘cond
R→P(𝑛) =

√︂
𝜋

𝜆S𝑘B𝑇

|𝐽RP |2
ℏ

∞∑︁
𝜈+=0

∞∑︁
𝜈−=0

∞∑︁
𝜈D=0

𝑊
𝑓 ,𝑛
𝜈+,𝜈−,𝜈D ,

𝑊
𝑓 ,𝑛
𝜈+,𝜈−,𝜈D = |𝐹 𝑓 ,𝑛

𝜈+,𝜈−,𝜈D |
2 × exp

(
−
𝐸
𝑓 ,𝑛‡
𝜈+,𝜈−,𝜈D

𝑘B𝑇

)
.

(2.19)

The FC factor |𝐹 𝑓 ,𝑛
𝜈+,𝜈−,𝜈D |2 = | 〈0, 𝑁−, 𝑛|𝜈+, 𝜈−, 𝜈D〉′ |2, and activation energy 𝐸 𝑓 ,𝑛‡

𝜈+,𝜈−,𝜈D play an
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important role in determining the rate constant.

While many methods have been developed for computing multimode FC factors [57–59],

the focus has been on increasing the number of modes while keeping their occupation small.

The current problem, however, offers a new technical challenge: the large occupation of LP

makes the aforementioned methods computationally expensive. Instead, we draw inspiration

from previous work that employs generating functions [58] and combine those techniques with

the powerful Lagrange-Bürmann formula [60] to obtain analytical expressions for the required

three-dimensional FC factors (see details in Supplementary Section S3).

The activation energies for the various channels of reactivity are,

𝐸
𝑓 ,𝑛‡
𝜈+,𝜈−,𝜈D =

(𝐸𝜈+,𝜈−,𝜈D
P − 𝐸0,𝑁−,𝑛

R + 𝜆S)2

4𝜆S
, (2.20)

where
𝐸
𝜈+,𝜈−,𝜈D
P =Δ𝐺 + ℏ

[
𝜔′
+

(
𝜈+ +

1
2

)
+ 𝜔′

−

(
𝜈− + 1

2

)
+ 𝜔vib

(
𝜈D + 1

2

)]
,

𝐸
0,𝑁−,𝑛
R =ℏ

[
𝜔+

1
2
+ 𝜔−

(
𝑁− + 1

2

)
+ 𝜔vib

(
𝑛 + 1

2

)]
.

(2.21)

When condensation takes place, the number of quanta in the lower polariton 𝑁− ∼ 105

is so large that the summation in 𝑘cond
R→P(𝑛) becomes difficult to estimate. To simplify the

computation and gain intuition, we group channels into sets with same change in total number of

intramolecular vibrational quanta 𝑓 = 𝜈+ + 𝜈− + 𝜈D − 𝑁− − 𝑛 upon ET. The closeness in energy

between PES with same 𝑓 , and hence similar activation barriers, is the rationale for this grouping.

𝑘cond
R→P(𝑛) then goes from a free summation over three indices 𝜈+, 𝜈− and 𝜈D into a summation

17



over four indices 𝑓 , 𝜈+, 𝜈− and 𝜈D with the constraint 𝜈+ + 𝜈− + 𝜈D = 𝑁− + 𝑛 + 𝑓 ,

𝑘cond
R→P(𝑛) =

√︂
𝜋

𝜆S𝑘B𝑇

|𝐽RP |2
ℏ

∞∑︁
𝑓=−𝑁−−𝑛

𝜈++𝜈−+𝜈D=𝑁−+𝑛+ 𝑓∑︁
𝜈+,𝜈−,𝜈D

𝑊
𝑓 ,𝑛
𝜈+,𝜈−,𝜈D .

(2.22)

To understand the qualitative difference between reactions under polariton condensation

and external pumping without SC, in Fig 2.4a-b we plot the PESs (not to scale) showing the

forward reaction under symmetric light-matter coupling and zero detuning. The yellow (black)

parabolas in Fig. 2.4a-b represent PESs for a molecule in electronic state |R〉 (|P〉) and vibrational

state |2〉 (|2 + 𝑓 〉′) in Fig. 2.4a and |0, 𝑁−, 2〉 (|0, 𝑁−, 2 + 𝑓 〉′) in Fig. 2.4b. The red parabolas in

Fig. 2.4b are additional final PESs provided by the vibrational polariton condensate (hereafter

referred to solely as “condensate") that account for all other final vibrational states |𝜈+, 𝜈−, 𝜈D〉′.

The net rate of ET is,

𝑑𝑁R
𝑑𝑡

= −𝑘 𝑧R→P𝑁R + 𝑘 𝑧P→R𝑁P, (2.23)

where 𝑘 𝑧R→P and 𝑘 𝑧P→𝑅
(𝑧 = IR, cond) are the rate constants for the forward and backward

reactions, respectively, which are themselves functions of 𝑁R and 𝑁P when 𝑔R ≠ 𝑔P. We find the

steady state solution 𝑁ss
R from this equation and compute the reaction yield 𝑁ss

P /𝑁 .

The difference in yield between the condensate and bare case is particularly large when

𝜆S � ℏ𝜔vib < |Δ𝐺 | (see Fig. 2.4c-d for symmetric coupling 𝑔R = 𝑔P). To understand the

underlying reason, we define the dominant channel 𝑓min as the one with minimum activation

barrier outside of the cavity.

1
𝑘B𝑇

𝑑𝐸
‡
𝑓

𝑑𝑓
=
ℏ𝜔vib
𝑘B𝑇

(
Δ𝐺 + 𝜆S + 𝑓 ℏ𝜔vib

2𝜆S

)
(2.24)
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Figure 2.4. Potential energy surfaces (not to scale) and reaction yield. a, c, e are results
for a laser driven system without light-matter strong coupling (SC) and b, d, f are for the
same system under SC and 2.4% of the population in the lower polariton (condensation). All
these plots are for symmetric light-matter coupling 𝑔R = 𝑔P. a, b For a clearer qualitative
picture, we plot the PESs under zero detuning Δ = 0. Initial (yellow) and final (black) PESs
for a molecule undergoing the forward reaction with solvent coordinate qS,c. While the energy
separation between black PESs is ℏ𝜔vib, the condensate provides many additional final PESs (red,
separated by ℏΩ/2 at resonance). c Reaction yield 𝑁ss

P /𝑁 at temperature 𝑘B𝑇 = 0.1389ℏ𝜔vib
(𝑇 = 298K when ℏ𝜔vib = 185 meV), Huang-Rhys factor 𝑆 = 3.5, and average occupation of
the intramolecular vibrational mode 𝑛̄ = 0.08. d Reaction yield 𝑁ss

P /𝑁 with Δ = −0.0695𝜔vib,
2𝑔R

√
𝑁 = 2𝑔P

√
𝑁 = 0.1𝜔vib, 𝑃− = 0.08𝑁Γ↓, 𝑁 = 107, temperature and Huang-Rhys factor are

the same as c. The contributions of the red PESs through the condensate provide a broader
tunability of reaction yields with respect to Δ𝐺 than under laser driving without SC. Notice
that originally endergonic (exergonic) reactions in the absence of optical pumping can become
exergonic (endergonic) under the featured nonequilibrium conditions. e, f A cross-section of plot
(c-d) when 𝜆S = 10−2ℏ𝜔vib. The pink shaded regions correspond to cases where the dominant
forward (backward) channel is in the inverted (normal) regime; the opposite is true for the green
shaded regions. The condensate amplifies the forward (backward) reaction in the pink (green)
shaded regions.
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Figure 2.5. Reaction yield for asymmetric light-matter coupling. a (c) The yield of the
reaction when only the product (reactant) weakly couples with light. b (d) Analogous plots
under strong coupling 2𝑔P

√
𝑁 = 0.1𝜔vib, 𝑔R = 0 (𝑔P = 0, 2𝑔R

√
𝑁 = 0.1𝜔vib). We use

parameters Δ = −0.0695𝜔vib, 𝑘B𝑇 = 0.1389ℏ𝜔vib (𝑇 = 298K when ℏ𝜔vib = 185 meV), 𝑆 = 3.5,
𝑃− = 0.08𝑁Γ↓ and 𝑁 = 107. We assume the same scattering parameters𝑊𝑖 𝑗 and decay rates Γ↓,
𝜅 as in Fig. 2.2.
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Setting the derivative in Eq. (2.24) equal to zero and taking into account the discrete nature

of 𝑓 , we find the dominant channel, 𝑓min =

⌈
−Δ𝐺−𝜆S
ℏ𝜔vib

⌉
or

⌊
−Δ𝐺−𝜆S
ℏ𝜔vib

⌋
. When 𝜆S � ℏ𝜔vib, |Δ𝐺 |,

this channel contributes most to the rate constant because 1
𝑘B𝑇

��� 𝑑𝐸‡
𝑓

𝑑𝑓

��� � 1. We define Marcus

normal
𝑑𝐸

‡
𝑓

𝑑𝑓

���
𝑓min

> 0 and inverted
𝑑𝐸

‡
𝑓

𝑑𝑓

���
𝑓min

< 0 regimes with respect to the dominant channel. If

the dominant forward channel is in the inverted regime, the dominant backward channel (which

can be found by replacing Δ𝐺 → −Δ𝐺 in Eq. (2.24)) will be in the normal regime when

𝜆S � ℏ𝜔vib, |Δ𝐺 |.

In Fig. 2.4d, we see periodic yield modification in Δ𝐺 with period ∼ ℏ𝜔vib, which decays

for large Δ𝐺/ℏ𝜔vib due to concomitant decline in FC factor for large changes in the number of

vibrational quanta between the initial and final states. Outside of the cavity, we only see the first

fringe (Fig. 2.4c). To observe the full periodic structure in yield, we need large occupation of

higher vibrational states which requires very large pumping rates outside of the cavity. However,

under polariton condensation, the macroscopic population of the lower polariton enables these

interesting periodic features to be observed at room temperature with experimentally attainable

pumping rates. Additionally, polariton condensation not only modifies the reaction yield under

symmetric light-matter coupling strengths, as seen in Fig. 2.4, it also changes the yield when the

reactant and product asymmetrically couple with light (Fig. 2.5).

Condensation provides many additional channels for the forward and backward reactions

(separated by ∼ ℏΩ/2, see red curves in Fig. 2.4b, showing only the forward channels at resonance

Δ = 0) due to transfer of quanta between the polariton and dark modes during the reaction.

Condensation speeds up the reaction when the dominant channel is either in the inverted or

in the normal regime (Fig. 2.6b). This is the case because there are additional channels with

energy both higher (benefiting the inverted regime) and lower (benefiting the normal regime)

than the dominant channel (see red curves in Fig. 2.4b). Apart from reduced activation energy,

the additional channels provided by the condensate also have large enough FC factors to affect the

rate constant. Reaction channels that involve changes in the number of quanta in the LP during
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Figure 2.6. Rate constant. Ratio of the rate constants inside 𝑘cond
R→P and outside 𝑘 IR

R→P of the
cavity under laser excitation with Δ = −0.0695𝜔vib, 𝑘B𝑇 = 0.1389ℏ𝜔vib (𝑇 = 298K when
ℏ𝜔vib = 185 meV), 𝑆 = 3.5, 2𝑔

√
𝑁 = 0.1𝜔vib, 𝑃− = 0.08𝑁Γ↓ and 𝑁 = 107 for symmetric

coupling 𝑔R = 𝑔P = 𝑔. a Relative rate constant as a function of reorganization energy, 𝜆S, with
Δ𝐺 = −3.33ℏ𝜔vib (the pink curve; here, the dominant channel lies in the inverted regime) and
Δ𝐺 = −3.73ℏ𝜔vib (the green curve; here, the dominant channel lies in the normal regime) and b
as a function of Δ𝐺 with 𝜆S = 10−2ℏ𝜔vib. Here, the pink region corresponds to the dominant
channel in the inverted regime and the green to the normal regime.
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the reaction have significantly larger FC factors (∼ 1020 times) under condensation 𝑁− = 0.1𝑁

than without any pumping 𝑁− = 0 (Fig. S1 in the supplementary information compares them).

Changes in the rate constant as a function of 𝜆S (Fig. 2.6a) and Δ𝐺 (Fig. 2.6b) are large for small

𝜆S/ℏ𝜔vib and when Δ𝐺/ℏ𝜔vib = 𝑛/2 where 𝑛 is an odd integer since activation energy effects

are large for these set of parameters.

2.3 Discussion

Our result is a first step towards understanding the effect of Bose-Einstein condensation

of polaritons on chemical reactivity. We demonstrate this effect using a simple electron transfer

model (MLJ) with molecular vibrations strongly coupled to light. In particular, we show that

one can counteract the massive degeneracy of dark modes and enhance polaritonic effects by

having a macroscopic occupation of the lower polariton mode i.e., Bose-Einstein condensation.

Our results indicate that the latter is feasible for experimentally realizable pump powers and

Rabi splittings, despite the close proximity in energy of the dark state manifold with ℏΩ ∼ 𝑘B𝑇 .

These results can guide the choice of suitable materials for condensation under VSC. While laser

driving without SC modifies the reaction yield, this change is amplified by the condensate, due

to the availability of many additional reactive channels that differ in energy by ∼ ℏΩ/2 rather

than ∼ ℏ𝜔vib. For a wide range of parameters, we find that this leads to a periodic dependence of

reaction yield as a function of Δ𝐺 (with period ∼ ℏ𝜔vib), rendering a set of originally endergonic

reactions exergonic, and vice versa. These effects are substantially weaker under laser driving,

and highlight both the energetic (availability of additional channels with lower activation energy)

and entropic (redistribution of vibrational energy from the condensate into the polariton and

dark modes upon reaction) advantages of exploiting polariton condensates for reactivity. To

summarize, vibrational polariton condensation offers a novel strategy to accumulate energy

into a well defined normal mode, a holy-grail in the field of vibrational dynamics that has been

historically hindered by IVR. Its successful demonstration could revive hopes of “mode selective
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chemistry" [61], beyond electron transfer processes. In future work, it will be interesting to

explore how the studied phenomena generalize to molecular polariton condensates in different

spectral ranges.

Chapter 2, in full, is adapted from the material as it appears in “Driving chemical

reactions with polariton condensates,” S. Pannir-Sivajothi, J. A. Campos-Gonzalez-Angulo, L. A.

Martínez-Martínez, S. Sinha, J. Yuen-Zhou, Nat. Commun. 13, 1–9 (2022) [11]. The dissertation

author was the primary investigator and author of this paper.
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Chapter 3

Molecular and solid-state topological po-
laritons induced by population imbalance

3.1 Introduction

Exciton-polaritons are hybrid excitations that exist in systems where photonic modes

couple strongly with optical transitions in materials and their coupling strength exceeds losses [3].

Electronic strong coupling (ESC), where the optical transitions correspond to semiconductor

excitons or molecular electronic transitions, has been observed in a wide variety of inorganic

and organic materials. While some polariton systems, such as GaAs and CdTe quantum wells

in microcavities [3, 62], often require cryogenic temperatures for operation, due to their small

exciton binding energies, organic materials [1] along with others such as GaN [4], ZnO [63],

perovskites [10, 64], and transition metal dichalcogenides (TMD) [5, 65] can achieve ESC

at room temperature when placed in Fabry-Perot cavities. In particular, organic exciton-

polaritons have received attention for their ability to modify chemical reactivity [66], demonstrate

polariton condensation at room temperature [26,28], improve photoconductivity [67], and display

topological properties [68, 69].

Exciton-polariton systems are versatile platforms for topological applications as their

hybrid nature provides the unique opportunity to take advantage of the nonlinearities and magnetic

response of the material component while still enjoying benefits of the coherence properties of

the photonic part [70–72]. In the presence of photonic lattices, they also offer the possibility of
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Figure 3.1. Illustration of the system under study. Porphyrin (molecules at the center) and
perylene (green blocks) placed within a Fabry-Perot cavity and pumped with circularly polarized
light.

unidirectional transport of energy through edge states that are robust to disorder [73]. A few

approaches are frequently used to achieve topological exciton-polariton bands. In one of the

approaches, the non-trivial topology resides in the winding light-matter coupling rather than

individual photon or exciton components [73, 74]. However, it is limited in application due

to the requirement of large magnetic fields to break time-reversal symmetry (TRS) and low

temperatures to achieve Zeeman splitting in the exciton component which exceeds the exciton

linewidth. In another approach, TRS is preserved and a quantum spin hall insulator analogue is

created in a polariton system [75]. This approach does not require a large magnetic field, however,

there, a topological polariton system is created by coupling a topologically non-trivial photonic

lattice with a topologically trivial exciton system and the interesting topology is almost entirely

encoded in the photonic component of the polariton [75,76]. Both the approaches mentioned

above were experimentally realized in polariton lattices. More recently, polaritons in Fabry-Perot

cavities have emerged as a viable platform for topological polaritonics. Several experiments have

demonstrated measurement and control of the Berry curvature of exciton-polariton and photon

bands in these systems [77–80]. Our work will focus on these Fabry-Perot cavity systems.
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In this work, we theoretically propose a scheme for generating topological polaritons

that combines advantages of both the approaches mentioned above. Specifically, we exploit the

primary nonlinearity of organic exciton-polaritons, saturation [26], to achieve this. Here, the

light-matter coupling contains the non-trivial topology instead of the individual photon or exciton

components and optical pumping with circularly polarized light breaks TRS instead of a large

magnetic field.

Breaking TRS in a system using the helicity of light is an idea that has been demonstrated

in several other contexts; it has been used to achieve all-optical non-reciprocity [81, 82] and

theoretical results suggest that it can also induce optical-activity in achiral molecules [83].

Additionally, a similar idea that relies on breaking TRS using circularly polarized light has been

previously proposed for polariton lattices by Bleu et al. [84].

We focus on the topological properties of polaritons formed by the coupling of Frenkel

excitons hosted in organic semiconductors with photon modes in a Fabry-Perot cavity. Here,

optical pumping with circularly polarized light saturates certain electronic transitions and breaks

TRS in the system; this results in non-zero Chern numbers of polariton bands. Our scheme relies

on the contraction of Rabi splitting due to saturation, and we find modified Berry curvature and

Chern number of the bands under circularly polarized pumping. The Berry curvature of the more

photonic sections of the bands computed in our work can be experimentally measured using

pump-probe spectroscopy. Furthermore, the applicability of our scheme is not limited to organic

polariton systems. It only requires certain key ingredients: transitions that can be selectively

excited with circularly polarized light, saturation effects, and Rabi splitting contraction. To

highlight this, we compute the Berry curvature of two other systems under strong coupling and

optical pumping: (a) Ce:YAG and (b) monolayer MoS2. Our work provides a viable strategy

to induce non-reciprocal behavior in standard microcavity polaritons, leading to the optical

tuning of isolators and circulators [81], as well as fabrication of elliptically-polarized lasers and

condensates [85].
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Figure 3.2. Three-level model of a metalloporphyrin molecule. (a) Illustration of circularly
polarized light exciting a metalloporphyrin molecule. (b) Three-level model of porphyrin with a
ground state |G〉 and two degenerate excited states |+mol〉 , |−mol〉. The transition dipole moment
for a transition from |G〉 to |±mol〉 is µ± = 𝜇0(x̂ ± 𝑖ŷ)/

√
2. The number of yellow circles at each

state represents the fraction of molecules in that state. Here, the ratio of the fraction of molecules
in the ground, 𝑓G, and |±mol〉 excited states, 𝑓±, is 𝑓G : 𝑓+ : 𝑓− = 3 : 1 : 0. Such population ratios
can be achieved through pumping with circularly polarized light.

3.2 Results

3.2.1 Model

In our theoretical study, we consider a Fabry-Perot cavity containing a thin film of

porphyrin molecules at the center and a bulk perylene crystal filling the rest of the volume (Fig.

3.1). The porphyrin and perylene molecules are not treated on an equal footing in our model;

while the molecular transitions of porphyrin are considered explicitly in the Hamiltonian, those

of the perylene crystal are not, and they can be accounted for through effective cavity modes [79].

This is a valid approximation because we focus on photon modes with frequencies close to those

of electronic transitions in porphyrin (∼ 3.81eV) [86,87] and far off-resonant from the transitions

of perylene (∼ 2.98eV) [88]. Here, the birefringent perylene crystal plays the role of providing

anisotropy and emergent optical activity to the cavity modes [79].

We model each porphyrin molecule as a three-level electronic system with a ground

state |G〉 and two excited states |+mol〉 and |−mol〉 (see Fig. 3.2b) [89, 90]. In the absence of

a magnetic field, the two excited states are degenerate and the energy difference between the
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ground and excited states is ℏ𝜔e = 3.81eV [91]. The transition dipole moments for transitions

from |G〉 to |+mol〉 and |−mol〉 are µ+ = 𝜇0(x̂ + 𝑖ŷ)/
√

2 and µ− = 𝜇0(x̂ − 𝑖ŷ)/
√

2, respectively,

with 𝜇0 = 2.84D [91]. Here, x̂ and ŷ are unit vectors along the x and y directions. Using circular

polarized light, the |+mol〉 or |−mol〉 states can be selectively excited.

In our model, we consider a thin film of metalloporphyrins or metallophtalocyanines

arranged in a square lattice with nearest neighbor spacing 𝑎. The choice of lattice is irrelevant

because later we will take the continuum limit 𝑎 → 0 as we are only interested in length

scales much larger than the intermolecular spacing. Additionally, we use periodic boundary

conditions along the 𝑥 and 𝑦 directions and consider a box of size 𝐿𝑥 × 𝐿𝑦. Each molecule

is labeled with the index m = (𝑚𝑥 , 𝑚𝑦) that specifies its location in a 𝑁𝑥 × 𝑁𝑦 array of

molecules where 𝐿𝑥/𝑦 = 𝑎𝑁𝑥/𝑦; here, the molecule’s position is given by rm = 𝑚𝑥𝑎x̂ + 𝑚𝑦𝑎ŷ.

States of the mth molecule are then written as |m,G〉, |m, +mol〉 and |m,−mol〉. The creation

operator 𝜎̂†
m,± = |m,±mol〉 〈m,G| ⊗n≠m In excites the mth molecule from |m,G〉 to |m,±mol〉.

Here, In = |n,G〉 〈n,G| + |n, +mol〉 〈n, +mol | + |n,−mol〉 〈n,−mol | is the identity operator for nth

molecule. These molecular operators satisfy commutation relations (a generalization of the

commutation relations of paulion operators [92, 93]),

[
𝜎̂n,±, 𝜎̂

†
m,±

]
= 𝛿m,n(1 − 𝜎̂†

n,∓𝜎̂n,∓ − 2𝜎̂†
n,±𝜎̂n,±). (3.1)

We model the effective photon modes of a Fabry-Perot cavity filled with perylene as in

Ren et al. [79] For the photon modes of a Fabry-Perot cavity, the component of wave vector

orthogonal to the mirrors 𝑘𝑧 = 2𝑛𝑧𝜋/𝐿𝑧 is quantized, where 𝐿𝑧 is the effective distance between

the mirrors of the cavity and 𝑛𝑧 is the mode index [94]. For a given 𝑛𝑧, the modes are labeled by

the in-plane wave vector k = 𝑘𝑥 x̂ + 𝑘𝑦ŷ and polarization 𝛼; the creation operators associated with

these modes are 𝑎̂†k,𝛼 and they satisfy bosonic commutation relations
[
𝑎̂k,𝛼, 𝑎̂

†
k′,𝛼′

]
= 𝛿𝛼,𝛼′𝛿k,k′.

As a result of in-plane translational invariance of the cavity and periodic boundary conditions

along the 𝑥 and 𝑦 directions, 𝑘𝑥 = 2𝑙𝑥𝜋/𝐿𝑥 and 𝑘𝑦 = 2𝑙𝑦𝜋/𝐿𝑦 take a discrete but infinite set of
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values 𝑙𝑥 , 𝑙𝑦 ∈ Z. Throughout this work, we specify the cavity mode polarization in the circularly

polarized basis 𝛼 = ±.

The Hamiltonian of the full system is

𝐻̂ = 𝐻̂mol + 𝐻̂cav + 𝐻̂cav−mol, (3.2)

where
𝐻̂mol =

∑︁
m

(
ℏ𝜔e𝜎̂

†
m,+𝜎̂m,+ + ℏ𝜔e𝜎̂

†
m,−𝜎̂m,−

)
𝐻̂cav =

∑︁
k

[(
𝐸0 +

ℏ2 |k|2
2𝑚∗ + 𝜁 |k| cos 𝜙

)
𝑎̂
†
k,+𝑎̂k,+

+
(
𝐸0 +

ℏ2 |k|2
2𝑚∗ − 𝜁 |k| cos 𝜙

)
𝑎̂
†
k,−𝑎̂k,−

+
(
− 𝛽0 + 𝛽 |k|2𝑒−𝑖2𝜙

)
𝑎̂
†
k,+𝑎̂k,−

+
(
− 𝛽0 + 𝛽 |k|2𝑒𝑖2𝜙

)
𝑎̂
†
k,−𝑎̂k,+

]
,

𝐻̂cav−mol =
∑︁
m

∑︁
k,𝛼

−µ̂m · Êk,𝛼 (rm, 0)

≈
∑︁
m

∑︁
k

𝑒𝑖k·rm√︁
𝑁𝑥𝑁𝑦

[
(µ+ · Jk,+)𝜎̂†

m,+𝑎̂k,+

+ (µ− · Jk,+)𝜎̂†
m,−𝑎̂k,+ + (µ+ · Jk,−)𝜎̂†

m,+𝑎̂k,−

+ (µ− · Jk,−)𝜎̂†
m,−𝑎̂k,−

]
+ H.c.

(3.3)

Above, 𝐻̂mol describes the porphyrin molecules, 𝐻̂cav the effective cavity modes (including

contributions from the perylene crystal), and 𝐻̂cav−mol the coupling between the porphyrin

molecules and effective cavity modes. Here, 𝜙 is the angle between the in-plane wave vector

and the 𝑥-axis, i.e., cos 𝜙 = 𝑘𝑥/|k|. Within 𝐻̂cav, 𝛽 specifies the TE-TM splitting, 𝛽0 quantifies

the linear birefringence of the perylene crystal which splits the H-V modes, and 𝜁 describes the

emergent optical activity [79]. Additionally, 𝐸0 is the frequency of the cavity modes at |k| = 0 in

the absence of the perylene crystal (𝛽0 = 0 and 𝜁 = 0), and 𝑚∗ is the effective mass of the photons
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in the absence of perylene (𝛽0 = 0 and 𝜁 = 0) and TE-TM splitting (𝛽 = 0). We have made the

electric dipole approximation and the rotating-wave approximation in 𝐻̂cav−mol. Here, µ̂m is

the electric dipole operator associated with the mth molecule and Êk,𝛼 (r, 𝑧) is the electric field

operator of the mode with polarization 𝛼 and in-plane wave vector k. In addition, µ𝛼′ · Jk,𝛼 is the

collective coupling strength of the cavity mode labeled by k, 𝛼 and the |G〉 to
��𝛼′mol

〉
transition of

the molecules (see Section S1 in Supporting Information). In the Hamiltonian, we only include

cavity modes with k that lies within the first Brillouin zone determined by the porphyrin lattice

−𝜋/𝑎 < 𝑘𝑥 , 𝑘𝑦 < 𝜋/𝑎. We ignore cavity modes with larger wavevectors (Umklapp terms) as they

are off-resonant and would have a negligible effect on the bands of our interest.

The photon modes of an empty cavity experience TE-TM splitting due to polarization

dependent reflection from the mirrors [95]. While the TE-TM splitting lifts the degeneracy

between photon modes at |k| ≠ 0, photon modes of both polarizations remain degenerate at

|k| = 0 due to rotational symmetry of the cavity mirrors about the z-axis. However, for Berry

curvature and Chern invariant to be well-defined, we need the photon/polariton bands to be

separated in energy at all k; to achieve this, we include the perylene crystal. The anisotropy and

emergent optical activity of the perylene crystal lifts the degeneracy between the photon modes

at all k [79].

To compute the Berry curvature and Chern number, we focus on the first excitation

manifold which is spanned by states |m,±mol〉 = 𝜎̂
†
m,± |vac〉 and |k,±cav〉 = 𝑎̂

†
k,± |vac〉. Here,

|vac〉 is the absolute ground state of the system where the photon modes are empty and all

molecules are in their ground states. Rewriting the Hamiltonian with operators 𝜎̂k,𝛼, where

𝜎̂m,𝛼 = 1√
𝑁𝑥𝑁𝑦

∑
k∈BZ 𝑒

𝑖k·rm𝜎̂k,𝛼 and restricting ourselves to the first excitation manifold, we find

𝐻̂ (k) = 〈k| 𝐻̂ |k〉 to be

𝐻̂ (k) = 𝐻̂mol(k) + 𝐻̂cav(k) + 𝐻̂cav−mol(k), (3.4)
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where,
𝐻̂mol(k) =ℏ𝜔e |+mol〉 〈+mol | + ℏ𝜔e |−mol〉 〈−mol | ,

𝐻̂cav(k) =
(
𝐸0 +

ℏ2 |k|2
2𝑚∗ + 𝜁 |k| cos 𝜙

)
|+cav〉 〈+cav |

+
(
𝐸0 +

ℏ2 |k|2
2𝑚∗ − 𝜁 |k| cos 𝜙

)
|−cav〉 〈−cav |

+
(
− 𝛽0 + 𝛽 |k|2𝑒−𝑖2𝜙

)
|+cav〉 〈−cav |

+
(
− 𝛽0 + 𝛽 |k|2𝑒𝑖2𝜙

)
|−cav〉 〈+cav | ,

𝐻̂cav−mol(k) =Jk,+ ·
(
µ+ |+mol〉 + µ− |−mol〉

)
〈+cav |

+ Jk,− ·
(
µ+ |+mol〉 + µ− |−mol〉

)
〈−cav |

+ H.c.

(3.5)

Here, k lies within the first Brillouin zone determined by the porphyrin lattice 𝑘𝑥 , 𝑘𝑦 ∈

[−𝜋/𝑎, 𝜋/𝑎]. As we are only interested in length scales much larger than 𝑎, we take the

continuum limit 𝑎 → 0 while keeping 𝜇0/𝑎 a constant. Therefore, terms such as the collective

light-matter coupling strength, Jk,𝛼 · µ𝛼′, remain constant in this limit (see Section S1 in

Supporting Information). Moreover, upon taking the continuum limit, 𝐻̂ (k) does not change;

only the range of k becomes infinitely large, 𝑘𝑥 , 𝑘𝑦 ∈ R, that is, our system acquires complete

translational invariance in the x-y plane. For such continuous systems, since 𝑘𝑥 , 𝑘𝑦 ∈ R is

unbounded, we need to map (𝑘𝑥 , 𝑘𝑦) onto a sphere which is a closed and bounded surface using

stereographic projection before we compute Chern numbers [96] (see Section S2 in Supporting

Information).

When we diagonalize the Hamiltonian in Eq. 3.5, we obtain four bands which we label

with 𝑙 = 1, 2, 3, 4 in increasing order of energy. In Fig. 3.3a we plot the Berry curvature, Ω1(k),

of the lowest band 𝑙 = 1, and in Fig. 3.3e we plot the 𝑘𝑦 = 0 slice of the band structure of the two

bands lowest in energy, 𝑙 = 1, 2. As expected, in the absence of optical pumping, this system

preserves TRS, which can be verified using the condition on Berry curvature Ω𝑙 (k) = −Ω𝑙 (−k),

and the Chern numbers of the all the bands 𝐶𝑙 = 0. Also, note that, the smallest splitting between
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Figure 3.3. Berry curvature and degree of circular polarization of the bands. (a-d) Berry curvature
of the lowest energy band, Ω1(k), and (e-h) a slice of the band structure at 𝑘𝑦 = 0 of the lower
two bands, under different levels of optical pumping which create populations: (a,e) 𝑓+ = 𝑓− = 0,
(b,f) 𝑓+ = 0.3, 𝑓− = 0, (c,g) 𝑓+ = 0, 𝑓− = 0.3, and (d,h) 𝑓+ = 𝑓− = 0.3. (e-h) The colors of the
band indicate the value of the Stokes parameter, 𝑆3(k), which measures the degree of circular
polarization of a mode (Eq. 3.8). The Chern numbers 𝐶1 and 𝐶2 of the bands are also specified
and are non-zero under time-reversal symmetry (TRS) breaking, that is, when 𝑓+ ≠ 𝑓−. We
used parameters 𝛽0 = 0.1eV, 𝛽 = 9 × 10−4eV𝜇m2, 𝜁 = 2.5 × 10−3eV𝜇m, 𝑚∗ = 125ℏ2eV−1𝜇m−2,
𝐸0 = 3.80eV and ℏ𝜔e = 3.81eV (see Section S4 in Supporting Information for details).

the lower two bands within −13𝜇m−1 < 𝑘𝑥 , 𝑘𝑦 < 13𝜇m−1 is ∼ 2.8meV which is larger than the

linewidth of the transition in porphyrin at 4K (∼ 0.5meV) [97, 98].

3.2.2 Optical pumping

Optical pumping can saturate the electronic transitions of a system. This leads to

reduction in the effective light-matter coupling strength, and, therefore, Rabi splitting contraction

[26,99,100]. For instance, when the pump excites a fraction of molecules, 𝑓E, to the excited state

and the remaining population stays in the ground state, 𝑓G, it results in Rabi splitting contraction

proportional to
√︁
𝑓G − 𝑓E =

√︁
1 − 2 𝑓E [101].

In our system, when the molecules are optically pumped, a fraction, 𝑓+, of the molecules

occupy the |+mol〉 state, another fraction, 𝑓−, occupy the |−mol〉 state, and the remaining fraction,

𝑓G, are in the ground state |G〉. The Rabi contraction corresponding to the |G〉 to |+mol〉 transition

should then be proportional to
√︁
𝑓G − 𝑓+ which equals

√︁
1 − 𝑓− − 2 𝑓+ since 𝑓G + 𝑓+ + 𝑓− = 1.
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Similarly, the contraction should be proportional to
√︁

1 − 𝑓+ − 2 𝑓− for the |G〉 to |−mol〉 transition.

This difference in light-matter coupling when 𝑓+ ≠ 𝑓− effectively introduces 2D chirality into the

system [102].

To derive an effective Hamiltonian under optical pumping, we use Heisenberg equations

of motion and make a mean-field approximation following the approach of Ribeiro et al. [101]

(see Section S3 in Supporting Information). We then obtain the effective Hamiltonian,

𝐻̂eff (k) = 𝐻̂eff
mol(k) + 𝐻̂

eff
cav(k) + 𝐻̂eff

cav−mol(k), (3.6)

where,
𝐻̂eff

mol(k) =ℏ𝜔e |+mol〉′ 〈+mol |′ + ℏ𝜔e |−mol〉′ 〈−mol |′ ,

𝐻̂eff
cav(k) =

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ + 𝜁 |k| cos 𝜙

)
|+cav〉′ 〈+cav |′

+
(
𝐸0 +

ℏ2 |k|2
2𝑚∗ − 𝜁 |k| cos 𝜙

)
|−cav〉′ 〈−cav |′

+
(
− 𝛽0 + 𝛽 |k|2𝑒−𝑖2𝜙

)
|+cav〉′ 〈−cav |′

+
(
− 𝛽0 + 𝛽 |k|2𝑒𝑖2𝜙

)
|−cav〉′ 〈+cav |′ ,

𝐻̂eff
cav−mol(k) =Jk,+ ·

(√︁
1 − 𝑓− − 2 𝑓+µ+ |+mol〉′

+
√︁

1 − 𝑓+ − 2 𝑓−µ− |−mol〉′
)
〈+cav |′

+ Jk,− ·
(√︁

1 − 𝑓− − 2 𝑓+µ+ |+mol〉′

+
√︁

1 − 𝑓+ − 2 𝑓−µ− |−mol〉′
)
〈−cav |′ + H.c.

(3.7)

Here, the states |𝛾〉′ are different from states |𝛾〉 in eq. 3.5, where 𝛾 = ±mol,±cav. As expected,

the light-matter coupling terms are scaled by factors
√︁

1 − 𝑓∓ − 2 𝑓± which is a consequence of

the commutation relation in eq. 3.1 (see Section S3 in Supporting Information).

If the pump pulse is circularly polarized, 𝑓+ ≠ 𝑓−, the Rabi contraction factor that

multiplies the light-matter coupling differs for transitions to the |+mol〉 and |−mol〉 states; as a

result, time-reversal symmetry is broken. Consequently, when 𝑓+ > 𝑓−, we find that bands 1 and
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2 have non-zero Chern numbers +1 and -1 (Fig. 3.3f). Under the opposite condition, 𝑓+ < 𝑓−,

the Chern numbers reverse sign as seen in Fig. 3.3g. When 𝑓+ = 𝑓−, TRS is preserved, and all

bands have Chern number 0 as seen in Fig. 3.3e and 3.3h. In Fig. 3.3b-c, we plot the computed

Berry curvature when 𝑓+ ≠ 𝑓− and due to broken TRS, we find Ω𝑙 (k) ≠ −Ω𝑙 (−k). Non-zero

values of Berry curvature are found at 𝑘𝑥 ∼ ±8𝜇m−1, 𝑘𝑦 ∼ 0𝜇m−1 when 𝑓+ = 0.3, 𝑓− = 0 or

𝑓+ = 0, 𝑓− = 0.3. To measure the Berry curvature of the bands at these values of k, the linewidths

of the cavity modes and the molecular transitions need to be less than 10meV as the energy

splittings between the bands are 10 − 15meV.

We also plot the Stokes parameter, 𝑆3(k), for bands 1 and 2, under pumping with circularly

polarized light, in Fig. 3.4. The Stokes parameter, 𝑆3(k), provides information on the degree of

circular polarization of the photonic component of an exciton-polariton band and is calculated as

𝑆3(k) =
|𝑏+,cav(k) |2 − |𝑏−,cav(k) |2

|𝑏+,cav(k) |2 + |𝑏−,cav(k) |2
(3.8)

where the eigenvectors of the band are
��𝑢𝑙,k〉 = 𝑏+,cav(k) |+cav〉+𝑏−,cav(k) |−cav〉+𝑏+,mol(k) |+mol〉

+𝑏−,mol(k) |−mol〉. In the absence of pumping, we find that within a band, one half of the modes

are predominantly 𝜎+ polarized and the other half are 𝜎− polarized (Fig. 3.3e). Upon pumping

with circularly polarized light, a large number of modes within each band gradually become of

the same polarization as | 𝑓+ − 𝑓− | is increased (Fig. 3.3f-g, Fig. 3.4 and Fig. S2).

In experiments, the Berry curvature of photon bands in a Fabry-Perot cavity can be

extracted from the components of the Stokes vector [79, 80]. In the case of exciton-polariton

bands, the Berry curvature can be measured experimentally using the Stokes vector when the

bands of the system can be separated into pairs of bands that are effectively described by separate

2 × 2 Hamiltonians. At each k, the Stokes vector can describe a state in a two-dimensional

Hilbert space; however, the Stokes vector does not contain enough information to fully specify a

state in a Hilbert space of dimensions larger than two. Therefore, in our four band model, the

Berry curvature (Fig. 3.3a-d) can be experimentally measured by pump-probe spectroscopy
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only when the splitting induced by the light-matter coupling is much larger than that induced

by the coupling between cavity modes because then the four polariton bands can be separated

into two pairs of bands that are effectively described by separate 2 × 2 Hamiltonians as in [103].

This measurement should be feasible as long as the time delay between the pump and probe

pulses is shorter than the time the system takes to depolarize and reach a state with 𝑓+ = 𝑓−. The

system’s depolarization time depends only upon the bare molecular depolarization rate. As the

depolarization timescale for porphyrins ranges from 210 fs to 1.6 ps, this measurement should be

viable [104].

Population imbalances in the molecule or solid-state system can potentially be exper-

imentally created in a variety of ways. One possibility is to directly excite higher energy

material transitions with circularly polarized light that are within the transparency window of

the cavity typically known as “non-resonant" pumping [26, 105]. If decay from those higher

energy transitions into the relevant excited states happens before depolarization ensues, we will

have obtained the desired population imbalances. Another possibility that bypasses the need of

incoherent processes is a stimulated electronic Raman scattering with circularly polarized fields,

although this scenario might require X-rays [106,107]. Finally, the population imbalance may

also be created by pumping resonantly with a circularly polarized laser at |k| =
√︁
𝛽0/𝛽, 𝜙 = 0.

At this angle, the coupling between the circularly polarized cavity modes is zero. Additionally,

|Jk,+ · µ− | � |Jk,+ · µ+ | and |Jk,− · µ+ | � |Jk,− · µ− | for all |k| � 𝑛𝑧𝜋/𝐿𝑧. Therefore, when the

polariton mode at this k is pumped with circularly polarized light, the cavity mode of only the

corresponding circular polarization is excited and population is transferred largely to only one

of the circularly polarized molecular states. After dephasing into the molecular states (but not

depolarization of the latter), the populations of the molecular states would be unequal 𝑓+ ≠ 𝑓−.

As the Chern numbers of bands 1 and 2 are modified through pumping with circularly

polarized light, if we perform a calculation where a region of the system is pumped with 𝜎+

polarized light ( 𝑓+ ≠ 0 and 𝑓− = 0) and an adjacent region is pumped with 𝜎− polarized light

( 𝑓+ = 0 and 𝑓− ≠ 0), we expect edge states at the boundary between these regions. However, as
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Figure 3.4. Stokes parameter. The Stokes parameter, 𝑆3(k), which is a measure of the degree of
circular polarization of a mode (Eq. 3.8), under pumping with (a,c) 𝜎+ polarized light which
creates populations 𝑓+ = 0.3, 𝑓− = 0 and (b,d) 𝜎− polarized light which creates populations
𝑓+ = 0, 𝑓− = 0.3 of the two lowest energy bands (Band 1 and 2 as indicated in the inset). We
used parameters 𝛽0 = 0.1eV, 𝛽 = 9 × 10−4eV𝜇m2, 𝜁 = 2.5 × 10−3eV𝜇m, 𝑚∗ = 125ℏ2eV−1𝜇m−2,
𝐸0 = 3.80eV and ℏ𝜔e = 3.81eV (see Section S4 in Supporting Information for details).

our Hamiltonian does not contain couplings between neighboring molecules, and the position of

a molecule does not enter the Hamiltonian anywhere except through the phase of the light-matter

coupling 𝑒𝑖k·rm , the standard bulk-boundary correspondence is no longer applicable and we do

not observe edge states. We do not include plots for these calculations in this work and leave it

an open question whether there is an analogous statement for bulk-boundary correspondence in

these types of systems. On the other hand, for exciton-polariton systems where nearest-neighbor

couplings are present, edge states have been predicted and observed [73, 74].

3.2.3 Other systems

To emphasize that our scheme of saturating electronic transitions with circularly polarized

light to modify topological properties is not limited to organic exciton-polariton systems, we

compute the Berry curvature of two other polariton systems where porphyrin is replaced with

(i) Ce:YAG and (ii) MoS2 (Fig. 3.5a and 3.5d). Other materials can also be used in place

of porphyrins, as long as they have transitions that can be selectively excited with circularly
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Figure 3.5. Solid-state polariton systems where population imbalance induces non-trivial
topology. (a) Illustration of Ce:YAG (salmon block) and perylene (green blocks) within a
Fabry-Perot cavity. (b) Atomic levels of Ce3+ ions embedded in Yttrium Aluminum garnet (YAG)
where the yellow circles indicate the fraction 𝑓↓ of Ce3+ ions in the |4 𝑓 (1) ↓〉 state and the fraction
𝑓↑ in the |4 𝑓 (1) ↑〉 state after optical pumping. The transition dipoles µ± = 𝜇0(x̂ ± 𝑖ŷ)/

√
2

are also indicated. (c) Berry curvature of the lowest energy band, Ω1(k), under pumping with
circularly polarized which creates populations 𝑓↓ = 0.4 and 𝑓↑ = 0.6. (d) Illustration of monolayer
MoS2 and perylene (green blocks) within a Fabry-Perot cavity. (e) Illustration of A-excitons
in the K and K’ valleys of monolayer MoS2. (f) Berry curvature of the lowest energy band,
Ω1(k), under pumping with circularly polarized which creates exciton populations 𝑓K = 0.3
and 𝑓K′ = 0. We used parameters 𝛽0 = 0.1eV, 𝛽 = 9 × 10−4eV𝜇m2, 𝜁 = 2.5 × 10−3eV𝜇m,
𝑚∗ = 125ℏ2eV−1𝜇m−2, (c) 𝐸0 = 2.50eV, ℏ𝜔e = 2.53eV and (f) 𝐸0 = 1.80eV, ℏ𝜔e = 1.855eV
(see Section S4 in Supporting Information for details).
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polarized light and these transitions have large enough transition dipole moments that they can

couple strongly to the photon modes of a cavity.

In Yttrium Aluminum garnet (YAG) doped with Cerium, Ce3+ ions replace some Y3+

and Ce3+ has transitions that can be selectively excited with circularly polarized light. Here,

each Ce3+ has two possible ground states, one with the electron in spin up |4 𝑓 (1) ↑〉, and the

other with it in spin down |4 𝑓 (1) ↓〉. Similarly, it has a degenerate pair of excited spin states

|5𝑑 (1) ↑〉 and |5𝑑 (1) ↓〉. The |4 𝑓 (1) ↓〉 ↔ |5𝑑 (1) ↑〉 transition has ∼ 400 times larger oscillator

strength for excitation with 𝜎+ polarized light than with 𝜎− polarized light, therefore, we take the

transition dipole moment to be µ+ (Fig. 3.5b) [108]. Similarly, we take the transition dipole to be

µ− for the |4 𝑓 (1) ↑〉 ↔ |5𝑑 (1) ↓〉 transition (Fig. 3.5b). The transitions in Ce:YAG do couple

to photon modes, however, to the best of our knowledge, strong coupling has not been reported in

the literature [109, 110]. Nevertheless, strong light-matter coupling has been achieved with a

similar system: Nd3+ doped YSO and YVO crystals [111,112], and based on our calculations,

with a 0.1𝜇m thick sample of Ce:YAG at concentration 1% Ce3+ (relative to Y3+), we should

be able to attain strong coupling with photon modes in a Fabry-Perot cavity (see Section S4 in

Supporting Information).

Under thermal equilibrium, the populations of the |4 𝑓 (1) ↑〉 and |4 𝑓 (1) ↓〉 states are equal.

However, under pumping with pulses of 𝜎+ polarization, in the presence of a small magnetic

field ∼ 0.049T, the population of |4 𝑓 (1) ↑〉 will exceed that of |4 𝑓 (1) ↓〉 because population is

selectively removed from |4 𝑓 (1) ↓〉 and added to |5𝑑 (1) ↑〉 by the circularly polarized pulses,

but decay from the excited |5𝑑 (1) ↑〉 state to the two ground states has equal probability [113].

In principle, a magnetic field is not required; however, as we do not know the spin relaxation

time in the absence of the magnetic field, we report the magnetic field used in the experimental

study [113]. Under optical pumping with circularly polarized light, the 5𝑑 states will have very

small populations which we take to be zero, while the |4 𝑓 (1) ↓〉 and |4 𝑓 (1) ↑〉 states will have

unequal populations 𝑓↓ and 𝑓↑, respectively; here, 𝑓↓+ 𝑓↑ = 1. Optically pumped Ce:YAG can then

be modeled using the effective Hamiltonian in eq. B.15 and B.16, with |±mol〉′ → |5𝑑 (1) ↑ /↓〉

39



and
√︁

1 − 𝑓∓ − 2 𝑓± →
√︁
𝑓↓/↑. The large spin relaxation time of ∼ 4.5 ms makes this system

particularly well-suited for our scheme because it maintains 𝑓↓ ≠ 𝑓↑, and hence non-zero Chern

invariants, for an extended period of time [113]. In Fig. 3.5c we plot Berry curvature of the lowest

band of a perylene filled cavity strongly coupled with Ce:YAG, where 𝑓↓ = 0.4 and 𝑓↑ = 0.6 (see

Section S4 in Supporting Information for values of other parameters).

TMDs, such as single-layer MoS2, display optically controllable valley polarization

and could also be used in place of porphyrins [114–116]. Due to lack of inversion symmetry

in these systems, the K and K’ valleys are inequivalent; this results in optical selection rules

that allow selective creation of excitons at K and K’ valleys with 𝜎+ and 𝜎− polarized light,

respectively [117, 118]. Additionally, strong light-matter coupling has been observed when

monolayer MoS2 is placed within a Fabry-Perot cavity [5,65]. This system has depolarization times

of ∼ 200fs - 5ps making it possible to measure Berry curvature using pump-probe spectroscopy

before depolarization occurs [119,120]. We model this exciton-polariton system (Fig. 3.5d) using

eq. B.15 and eq. B.16 (we focus on the A-exciton, see Section S4 in Supporting Information

for parameters) with |+mol〉 → |K〉, |−mol〉 → |K′〉 and
√︁

1 − 𝑓∓ − 2 𝑓± →
√︁

1 − 2 𝑓K/K′. In Fig.

3.5f we plot the Berry curvature of the lowest band when 𝑓K = 0.3 and 𝑓K′ = 0. Unfortunately,

significant Rabi contraction upon optical pumping has not been experimentally observed in

these systems which will make it challenging to observe Berry curvature as in Fig. 3.5f since

our model relies on saturation effects. However, for exciton polaritons formed from monolayer

TMDs, even if Rabi contraction through resonant optical pumping may not produce the intended

effect, off-resonant optical pumping can break the degeneracy of excitons in the K and K’ valleys

through optical stark effect [121], and this may have interesting consequences for the Berry

curvature. Additionally, if bilayer MoS2 is used in place of monolayer MoS2, effects on the

Berry curvature described in our work may be more pronounced as bilayer MoS2 hosts interlayer

excitons which possess large optical nonlinearities; specifically, they display saturation and Rabi

contraction under strong coupling [122,123].

Finally, so far we have only considered replacing porphyrin with a different material,
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such as MoS2 or Ce:YAG. In addition to this, perylene can also be replaced with other suitable

materials. In our work, we choose to use a cavity filled with perylene because we do not want

degeneracy at any k within the photon bands. Other systems also satisfy this requirement and

could be used instead. For instance, we could use an electrically tunable, highly anisotropic,

liquid-crystal cavity with well separated H and V polarized photon modes [78,124]. A perovskite

cavity is another potential candidate due to its high anisotropy, and optical pumping may help lift

the degeneracy of polariton modes in this system [103]. Additionally, other photonic structures

can also be used instead of a cavity, as long as the photon bands are not degenerate at any k and

have non-zero light-matter coupling at all k.

In our analysis, we have disregarded the explicit role of vibrational modes, which is a

reasonable assumption for rigid molecular systems (such as porphyrins and phthalocyanines [125])

and solid-state systems as their electron-phonon (vibronic) couplings tend to be small.

3.3 Conclusion

In summary, we show that TRS can be broken in organic exciton-polariton systems through

selectively saturating electronic transitions with a circularly polarized pump and that the resulting

bands possess non-zero Chern invariants. In particular, we demonstrate this theoretically for a

Fabry-Perot cavity filled with porphyrin and perylene. The Berry curvature of the more photonic

parts of the bands of this system can be measured experimentally using pump-probe spectroscopy,

as long as the time delay is shorter than the depolarization time for porphyrin (210fs-1.6ps) [104],

and this will reveal non-zero Berry curvature and Chern number under circularly polarized

pumping. Our scheme relies on Rabi contraction from saturation of optical transitions. It is

important to note that edge states do not emerge in our system despite non-zero Chern invariants

as our model does not contain sufficient positional information about the molecules or the unit

cells. Bleu et al. [84] have previously proposed breaking TRS in inorganic exciton-polariton

systems through pumping with circularly polarized light, however, their work relies on polariton
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condensation and having patterned lattices. Finally, we demonstrate that saturating electronic

transitions to modify topology is not limited to organic systems. To illustrate this, we calculate

the Berry curvature and Chern numbers of exciton-polariton bands of two other systems under

optical pumping: (a) Ce:YAG and (b) monolayer MoS2, and find similar results as the organic

exciton-polariton case. In view of recent developments on electrically tuning the Berry curvature

of liquid-crystal and perovskite filled cavities [78,80], our work provides an additional control

knob to optically tune the Berry curvature of exciton-polariton systems using circularly polarized

light. Additionally, ultrafast control of topological properties of systems with light may find use

in nonreciprocal and nonlinear optoelectronic devices.

Chapter 3, in full, is adapted from the material as it appears in “Molecular and solid-state

topological polaritons induced by population imbalance,” S. Pannir-Sivajothi, N. P. Stern, J.

Yuen-Zhou, Nanophotonics 12, 3109–3119 (2023) [12]. The dissertation author was the primary

investigator and author of this paper.
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Chapter 4

Heat flow under vibrational strong cou-
pling

4.1 Introduction

Several experiments have shown modification of chemical reactivity when molecules are

placed within Fabry-Perot cavities and the vibrations of the molecules collectively strongly couple

to the photon mode, even in the absence of optical pumping [14, 16, 126]. A few experiments

have also reported no change in chemical reactivity under such conditions [18,19,127]. There

is no clear consensus on the types of reactions that could be modified by collective vibrational

strong coupling or on the mechanism underlying this modification.

Our experimental collaborators use an open cavity system and study the dehydration

of CuSO4.5H2O to CuSO4.3H2O under collective vibrational strong coupling, where the OH

stretch of the molecules couple strongly to the photon mode (see Fig. 4.1). In experiments with

Fabry-Perot cavities, the concentrations of molecules are monitored through shifts in frequencies

of higher-order cavity modes due to change in refractive index [126] or through changes in Rabi

splitting [16]. The open cavity system used by our collaborators has the advantage that the

concentration of reactants and products can be monitored directly through Raman microscopy.

In Fig. 4.1 we illustrate the experimental setup. This open cavity system contains copper

sulfate pentahydrate deposited onto a nanocavity. The system is heated from below using a

heating stage and our collaborators observed a reduction in stage temperature required for the
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Figure 4.1. Illustration of the experimental open cavity setup with the heating stage in the
bottom. A schematic of the one-dimensional heat flow model is depicted with the resistances on
the right.

dehydration of copper sulfate pentahydrate to trihydrate under vibrational strong coupling at

resonance. In Fig. 4.2 we reproduce their experimental results that show a reduction in the stage

temperature required for dehydration under vibrational strong coupling (VSC).

Previous theoretical studies of phase transitions under collective strong coupling predict

no significant change in transition temperatures due to VSC [128]. As the present work lies

within the collective strong coupling regime, with ∼ 106 coupled H2O molecules, we similarly

expect no significant change in the transition temperature for the CuSO4.5H2O to CuSO4.3H2O

transformation. There is, however, no contradiction with the experimental results. Rather, we

hypothesize that VSC resonantly enhances thermal energy transport into the molecular system,

giving rise to the clear apparent decrease in the onset temperature for dehydration. Because of

the open cavity architecture, where one end of the system is in contact with the heating stage

and the other end in contact with room temperature air, there is a thermal gradient between

the heated Au nanocavity substrate, the deposited molecular film, and the surrounding room
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Figure 4.2. Molecular Raman spectra of CuSO4.5H2O. Molecular Raman spectra of
CuSO4.5H2O deposited on (A) spectrally detuned control and (B) resonant nanocavity ar-
rays strongly coupled with the symmetric and asymmetric stretch of H2O during stage heating
ramps (0.5◦C/min). The sulfate stretch of CuSO4.5H2O (985 cm−1) or CuSO4.3H2O (1009
cm−1) indicates the onset temperature for dehydration (red dashed) and the decrease in onset
temperature (−Δ𝑇) on the resonant array. (C) – (D) Integrated counts (red = 985 cm−1, green =
1009 cm−1) and smoothed trend lines (black, blue), as well as the differential signal (E) – (F).
Unperturbed chemical species (purple shading) and species with decreased onset temperature
(green shading) are apparent on the resonant array. The grey dashed lines indicate the maximum
change in peak intensities. SEM images highlight the differences in morphology of CuSO4.5H2O
deposited on control arrays (G) or resonant arrays (H) after multiple dehydration and rehydration
cycles.
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temperature air. VSC can reduce the thermal contact resistance between the nanocavity structure

and the molecular film by providing an alternate path for direct energy transfer that resonantly

outcompetes all other energy dissipation pathways. The result is a decrease in their temperature

difference. We use a heat transfer model to support this interpretation. According to our model,

energy transfer through polaritons is most efficient close to resonance, in agreement with the

experimental results (see Fig. 4.5). However, we still expect qualitative behavior that is similar

in the limit of weak light-matter coupling, as the role of the cavity is to enhance radiative heat

transfer into the molecules [129]. The minimum light-matter coupling that would be sufficient to

induce a stage temperature depression would in general depend on the specific thermal resistance

characteristic of the interface.

4.2 Heat flow model

As the present work lies within this collective strong coupling regime with 𝑁 ∼ 106, we

expect the transition temperature for the CuSO4.5H2O to CuSO4.3H2O transformation does not

change under strong coupling. However, if there is a large contact resistance at the interface

between the Al2O3 layer/Au disk and the pentahydrate crystal in the absence of strong light-matter

coupling, VSC can reduce this contact resistance by providing an alternate path for energy transfer

between them, reducing their temperature difference. We hypothesize that a lower heating stage

temperature is observed for dehydration under VSC not due to a modification in the molecular

transition temperature but because polariton modes provide an additional efficient channel for

energy transport between the heating stage and the molecules which, in turn, decreases the

temperature difference between them.

We use a one-dimensional heat transfer model (Fig. 4.3) to support our claim. Fourier’s

law of heat conduction relates the heat flux 𝑞′′(in units of Js−1m−2) with a temperature gradient,

𝑞′′ = −𝜅∇𝑇 ≈ 𝜅(𝑇1 − 𝑇2)/𝐿, where 𝜅 is the thermal conductivity, 𝑇1 and 𝑇2 are the temperature

at different ends of the slab, and 𝐿 is the thickness of the slab. The heat flowing through the slab
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at steady state, q (in units of Js−1), is then related to the temperature at the two ends of the slab

𝑇1 and 𝑇2 , 𝑞 = 𝑞′′𝐴 = (𝑇1 − 𝑇2) /𝑅, where 𝑅 = 𝐿/𝜅𝐴 is the thermal resistance of the slab. An

analogy can be made with electrical circuits at steady state [130]; in fact, the last equation is

analogous to current flow and Ohm’s law, 𝐼 = (𝑉1 −𝑉2) /𝑅𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐, where 𝑅𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 is the electric

resistance, 𝐼 is the current and 𝑉1/2 are the voltages at the two ends of the resistor.

For every slab with constant thermal properties, we can associate a thermal resistance,

𝑅 = 𝐿/𝜅𝐴, where 𝐿 is the thickness of the slab and 𝐴 is the cross-sectional area across which

heat flows. It is important to note that the analogy with electrical circuits holds only because

there is no internal energy generation in our system.

In addition to the resistance across homogeneous slabs, we assume that there is a large

thermal contact resistance, 𝑅𝑖𝑛𝑡𝑒𝑟 , at the interface between the Al2O3 layer and the molecules in

the absence of strong light-matter coupling; therefore, there is a discontinuity in temperature

across this interface. We consider two small regions on either side of the interface with uniform

temperature: (i) the left side of the interface (brown region in Fig. 4.3A) which contains the

Al2O3 layer at temperature 𝑇𝑝𝑙 , and (ii) the right side of the interface (dark blue region in Fig.

4.3A) that contains a small fraction of molecules near the interface at temperature 𝑇𝑚𝑜𝑙 . The heat

flowing through this interface, q, is related to the temperature on either side of the interface, 𝑇𝑝𝑙

and 𝑇𝑚𝑜𝑙 , through 𝑞 =
(
𝑇𝑝𝑙 − 𝑇𝑚𝑜𝑙

)
/𝑅𝑖𝑛𝑡𝑒𝑟 .

There are three major regions in our system where there is a temperature drop: (i) the Au

slab, which contains the Au mirror, with thermal resistance 𝑅𝐴𝑢 (yellow region in Fig. 4.3A), (ii)

the molecular slab, which contains all the CuSO4.5H2O molecules excluding those very close

to the interface, with thermal resistance 𝑅𝑢𝑛𝑐𝑝𝑙 (light blue region in Fig. 4.3A), and (iii) the

interface between the Al2O3 layer and the molecules with a thermal resistance 𝑅𝑖𝑛𝑡𝑒𝑟 (Fig. 4.3A).

In the absence of the Au disks and strong light-matter coupling, we apply energy

conservation, 𝐶 𝑑𝑇
𝑑𝑡

= 𝑞𝑖𝑛 − 𝑞𝑜𝑢𝑡 , to the two small regions on either side of the interface (marked

in brown and dark blue in Fig. 4.3A) [131]. Here, 𝐶 is the heat capacity of the small region and
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Figure 4.3. Schematic of the one-dimensional energy flow model used in our calculations
for (A) the case without strong light-matter coupling and (B) the case with strong light matter
coupling. In the case of a large contact resistance at the interface between the molecules and the
Al2O3 layer/Au disk, 𝑅𝑖𝑛𝑡𝑒𝑟 , there is a large temperature difference between 𝑇𝑝𝑙 and 𝑇𝑚𝑜𝑙 in the
uncoupled case. Strong coupling can provide an additional efficient channel for flow of energy
through the interface if 𝑅𝑉𝑆𝐶 � 𝑅𝑖𝑛𝑡𝑒𝑟 and reduce the difference in temperature between 𝑇𝑝𝑙 and
𝑇𝑚𝑜𝑙 ; this effectively leads to a lower heating stage temperature required for dehydration in the
strongly coupled case compared to the uncoupled one.

48



𝑞𝑖𝑛 (𝑞𝑜𝑢𝑡) is the heat flowing into (out of) it. This gives us the following two equations,

𝐶𝑝𝑙
𝑑𝑇𝑝𝑙

𝑑𝑡
=𝑞𝐴𝑢 − 𝑞𝑖𝑛𝑡𝑒𝑟

𝐶𝑚𝑜𝑙
𝑑𝑇𝑚𝑜𝑙

𝑑𝑡
=𝑞𝑖𝑛𝑡𝑒𝑟 − 𝑞𝑢𝑛𝑐𝑝𝑙

(4.1)

where 𝐶𝑝𝑙 and 𝐶𝑚𝑜𝑙 are the heat capacities of the small regions on the left and right side of the

interface, respectively. Here, 𝑞𝐴𝑢 is the heat flowing through the gold slab, 𝑞𝑖𝑛𝑡𝑒𝑟 is the heat

flowing through the interface, and 𝑞𝑢𝑛𝑐𝑝𝑙 is the heat flowing through the molecules (see Fig.

4.3A). At steady state, 𝑑𝑇
𝑑𝑡

= 0, 𝑞𝐴𝑢 =
𝑇𝑠𝑡𝑎𝑔𝑒−𝑇𝑝𝑙

𝑅𝐴𝑢
, 𝑞𝑖𝑛𝑡𝑒𝑟 =

𝑇𝑝𝑙−𝑇𝑚𝑜𝑙

𝑅𝑖𝑛𝑡𝑒𝑟
, and 𝑞𝑢𝑛𝑐𝑝𝑙 = 𝑇𝑚𝑜𝑙−𝑇𝑎𝑖𝑟

𝑅𝑢𝑛𝑐𝑝𝑙
, where

𝑇𝑠𝑡𝑎𝑔𝑒 is the temperature of the heating stage and 𝑇𝑎𝑖𝑟 is the temperature of the air. This reduces

the energy conservation equations to,

𝐶𝑝𝑙
𝑑𝑇𝑝𝑙

𝑑𝑡
=0 =

𝑇𝑠𝑡𝑎𝑔𝑒 − 𝑇𝑝𝑙
𝑅𝐴𝑢

−
𝑇𝑝𝑙 − 𝑇𝑚𝑜𝑙
𝑅𝑖𝑛𝑡𝑒𝑟

𝐶𝑚𝑜𝑙
𝑑𝑇𝑚𝑜𝑙

𝑑𝑡
=0 =

𝑇𝑝𝑙 − 𝑇𝑚𝑜𝑙
𝑅𝑖𝑛𝑡𝑒𝑟

− 𝑇𝑚𝑜𝑙 − 𝑇𝑎𝑖𝑟
𝑅𝑢𝑛𝑐𝑝𝑙

(4.2)

From these two equations, for known values of the resistances and 𝑇𝑎𝑖𝑟 , we can extract the

𝑇𝑠𝑡𝑎𝑔𝑒 required such that the molecules reach their fixed transition temperature 𝑇𝑡𝑟𝑛𝑠 by setting

𝑇𝑚𝑜𝑙 = 𝑇𝑡𝑟𝑛𝑠.

Similarly, for the strong coupling case, there are three major regions in our system where

there is a temperature drop: (i) the Au slab, which contains the Au mirror, with thermal resistance

𝑅𝐴𝑢 (yellow region in Fig. 4.3B), (ii) the uncoupled molecular slab, which contains all the

CuSO4.5H2O molecules that are not strongly coupled to the plasmonic structure, with thermal

resistance 𝑅𝑢𝑛𝑐𝑝𝑙 (light blue region in Fig. 4.3B), and (iii) the interface between the plasmonic

structure and the molecules with a thermal resistance 𝑅′
𝑖𝑛𝑡𝑒𝑟

which differs from 𝑅𝑖𝑛𝑡𝑒𝑟 due to

strong coupling.

As our intention is to qualitatively understand experimental trends, for simplicity, we

include a single vibrational mode per molecule which strongly couples to the plasmonic mode
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in our model instead of two vibrational modes. We take the frequency of this mode to be

𝜔𝑣𝑚 = 3242cm−1 and its collective coupling strength to the plasmon to be a function of the

plasmon frequency 𝑔𝑣𝑚
(
𝜔𝑝𝑙

)
= 𝑔0

𝑣𝑚

(
𝜔𝑝𝑙/𝜔𝑣𝑚

)3/2 with 𝑔0
𝑣𝑚 = 222cm−1.

The plasmonic and vibrational modes involved in strong coupling should be taken as part

of the interface as they are involved in transferring energy between other uncoupled modes of the

plasmonic structure and strongly coupled molecules. We consider two small regions on either

side of the interface: (i) the left side of the interface (brown region in Fig. 4.3B) that contains the

Al2O3 layer + Au disk (excluding the strongly coupled plasmon mode) at temperature 𝑇𝑝𝑙 which

we call the plasmonic bath, and (ii) the right side of the interface (dark blue region in Fig. 4.3B)

that contains the molecules strongly coupled to the plasmonic mode (excluding the molecular

vibrations involved in strong coupling) at temperature 𝑇𝑚𝑜𝑙 which we refer to as the molecular

bath. We expect that in addition to the regular contact resistance, 𝑅𝑖𝑛𝑡𝑒𝑟 , between the plasmonic

and molecular baths, there is an additional parallel polariton channel for energy transport across

the interface with resistance 𝑅𝑉𝑆𝐶 . This can reduce the new total resistance across the interface

𝑅′
𝑖𝑛𝑡𝑒𝑟

=
𝑅𝑖𝑛𝑡𝑒𝑟 𝑅𝑉 𝑆𝐶

𝑅𝑖𝑛𝑡𝑒𝑟+𝑅𝑉 𝑆𝐶
≈ 𝑅𝑉𝑆𝐶 in the case when 𝑅𝑉𝑆𝐶 � 𝑅𝑖𝑛𝑡𝑒𝑟 (Fig. 4.3B).

The energy conservation equation applied to the two small regions on either side of the

interface for the strong coupling case results in

𝐶′
𝑝𝑙

𝑑𝑇𝑝𝑙

𝑑𝑡
=𝑞𝐴𝑢 − 𝑞𝑖𝑛𝑡𝑒𝑟,𝑑𝑖𝑟𝑒𝑐𝑡 − 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙

𝐶′
𝑚𝑜𝑙

𝑑𝑇𝑚𝑜𝑙

𝑑𝑡
=𝑞𝑖𝑛𝑡𝑒𝑟,𝑑𝑖𝑟𝑒𝑐𝑡 + 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 − 𝑞𝑢𝑛𝑐𝑝𝑙 .

(4.3)

Here, 𝐶′
𝑝𝑙

and 𝐶′
𝑚𝑜𝑙

are the heat capacities of the plasmonic and molecular baths, respectively,

𝑞𝐴𝑢 is the energy flowing through the gold slab, and 𝑞𝑢𝑛𝑐𝑝𝑙 is the heat flowing through the

uncoupled molecules. Additionally, 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙 is the energy flowing from the plasmonic bath

into the polariton and dark modes, 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 is the energy flowing from the polariton and

dark modes into the molecular bath, and 𝑞𝑖𝑛𝑡𝑒𝑟,𝑑𝑖𝑟𝑒𝑐𝑡 is the energy flowing from the plasmonic

bath into the molecular bath directly through all other modes of the system without involving
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the strongly coupled modes. At steady state, 𝑑𝑇
𝑑𝑡

= 0, 𝑞𝐴𝑢 =
𝑇𝑠𝑡𝑎𝑔𝑒−𝑇𝑝𝑙

𝑅𝐴𝑢
, 𝑞𝑖𝑛𝑡𝑒𝑟,𝑑𝑖𝑟𝑒𝑐𝑡 =

𝑇𝑝𝑙−𝑇𝑚𝑜𝑙

𝑅𝑖𝑛𝑡𝑒𝑟
, and

𝑞𝑢𝑛𝑐𝑝𝑙 =
𝑇𝑚𝑜𝑙−𝑇𝑎𝑖𝑟
𝑅𝑢𝑛𝑐𝑝𝑙

0 =
𝑇𝑠𝑡𝑎𝑔𝑒 − 𝑇𝑝𝑙

𝑅𝐴𝑢
−
𝑇𝑝𝑙 − 𝑇𝑚𝑜𝑙
𝑅𝑖𝑛𝑡𝑒𝑟

− 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙

0 =
𝑇𝑝𝑙 − 𝑇𝑚𝑜𝑙
𝑅𝑖𝑛𝑡𝑒𝑟

− 𝑇𝑚𝑜𝑙 − 𝑇𝑎𝑖𝑟
𝑅𝑢𝑛𝑐𝑝𝑙

+ 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙
(4.4)

To obtain 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙 and 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 , we write rate equations for the populations of the

polariton and dark modes [43],

𝑑𝑛𝑈𝑃

𝑑𝑡
= −

���𝑐𝑈𝑃𝑝𝑙 ���2 𝛾′𝑝𝑙 [
𝑛𝑈𝑃 − 𝑛̄𝐵𝐸

(
𝜔𝑈𝑃 , 𝑇𝑝𝑙

) ]
−

��𝑐𝑈𝑃𝑣𝑚 ��2 𝛾′𝑣𝑚 [𝑛𝑈𝑃 − 𝑛̄𝐵𝐸 (𝜔𝑈𝑃, 𝑇𝑚𝑜𝑙)]

−
��𝑐𝑈𝑃𝑣𝑚 ��2 (𝑁 − 1)

𝑁
𝑅𝑈𝑃→𝐷,𝑎𝑣𝑔 −

��𝑐𝑈𝑃𝑣𝑚 ��2 ��𝑐𝐿𝑃𝑣𝑚 ��2 1
𝑁
𝑅𝑈𝑃→𝐿𝑃

𝑑𝑛𝐿𝑃

𝑑𝑡
= −

���𝑐𝐿𝑃𝑝𝑙 ���2 𝛾′𝑝𝑙 [
𝑛𝐿𝑃 − 𝑛̄𝐵𝐸

(
𝜔𝐿𝑃 , 𝑇𝑝𝑙

) ]
−

��𝑐𝐿𝑃𝑣𝑚 ��2 𝛾′𝑣𝑚 [𝑛𝐿𝑃 − 𝑛̄𝐵𝐸 (𝜔𝐿𝑃, 𝑇𝑚𝑜𝑙)]

−
��𝑐𝐿𝑃𝑣𝑚 ��2 (𝑁 − 1)

𝑁
𝑅𝐿𝑃→𝐷,𝑎𝑣𝑔 +

��𝑐𝑈𝑃𝑣𝑚 ��2 ��𝑐𝐿𝑃𝑣𝑚 ��2 1
𝑁
𝑅𝑈𝑃→𝐿𝑃

(𝑁 − 1)
𝑑𝑛𝐷,𝑎𝑣𝑔

𝑑𝑡
= − 𝛾′𝑣𝑚 (𝑁 − 1)

[
𝑛𝐷,𝑎𝑣𝑔 − 𝑛̄𝐵𝐸 (𝜔𝑣𝑚 , 𝑇𝑚𝑜𝑙)

]
+

��𝑐𝑈𝑃𝑣𝑚 ��2 (𝑁 − 1)
𝑁

𝑅𝑈𝑃→𝐷,𝑎𝑣𝑔

+
��𝑐𝐿𝑃𝑣𝑚 ��2 (𝑁 − 1)

𝑁
𝑅𝐿𝑃→𝐷,𝑎𝑣𝑔

(4.5)

where

𝑅𝑈𝑃→𝐷,𝑎𝑣𝑔 =𝐽 (𝜔𝑈𝑃 − 𝜔𝑣𝑚)
{
𝑛𝑈𝑃

(
𝑛𝐷,𝑎𝑣𝑔 + 1

)
[𝑛̄𝐵𝐸 (𝜔𝑈𝑃 − 𝜔𝑣𝑚, 𝑇𝑚𝑜𝑙) + 1]

− 𝑛𝐷,𝑎𝑣𝑔𝑛̄𝐵𝐸 (𝜔𝑈𝑃 − 𝜔𝑣𝑚, 𝑇𝑚𝑜𝑙) (𝑛𝑈𝑃 + 1)
}

𝑅𝐿𝑃→𝐷,𝑎𝑣𝑔 =𝐽 (𝜔𝑣𝑚 − 𝜔𝐿𝑃)
{
𝑛𝐿𝑃

(
𝑛𝐷,𝑎𝑣𝑔 + 1

)
𝑛̄𝐵𝐸 (𝜔𝑣𝑚 − 𝜔𝐿𝑃, 𝑇𝑚𝑜𝑙)

− 𝑛𝐷,𝑎𝑣𝑔 [𝑛̄𝐵𝐸 (𝜔𝑣𝑚 − 𝜔𝐿𝑃, 𝑇𝑚𝑜𝑙) + 1] (𝑛𝐿𝑃 + 1)
}

𝑅𝑈𝑃→𝐿𝑃 =𝐽 (𝜔𝑈𝑃 − 𝜔𝐿𝑃)
{
𝑛𝑈𝑃 (𝑛𝐿𝑃 + 1) [𝑛̄𝐵𝐸 (𝜔𝑈𝑃 − 𝜔𝐿𝑃, 𝑇𝑚𝑜𝑙) + 1]

− 𝑛𝐿𝑃𝑛̄𝐵𝐸 (𝜔𝑈𝑃 − 𝜔𝐿𝑃, 𝑇𝑚𝑜𝑙) (𝑛𝑈𝑃 + 1)
}

(4.6)

Here, 𝑛𝑈𝑃 and 𝑛𝐿𝑃 are the populations of the upper and lower polariton modes, respectively, 𝑛𝐷,𝑎𝑣𝑔

51



is the average population of each dark mode, and
��𝑐𝑘
𝑖

��2 is the molecular, 𝑖 = 𝑣𝑚, or plasmonic,

𝑖 = 𝑝𝑙, Hopfield coefficient of mode 𝑘 = 𝑈𝑃, 𝐿𝑃. Additionally, 𝑛̄𝐵𝐸 (𝜔,𝑇) =
(
𝑒ℏ𝜔/𝑘𝐵𝑇 − 1

)−1
is

the Bose-Einstein occupation of a mode with frequency 𝜔 at temperature 𝑇 , 𝐽 (𝜔) is the spectral

density, 𝑁 is the number of molecules, 𝜔𝑈𝑃 and 𝜔𝐿𝑃 are the frequencies of the upper and lower

polariton modes, respectively, 𝛾′𝑣𝑚 and 𝛾′
𝑝𝑙

are the non-radiative decay rates of the vibrational

and plasmonic modes, respectively.

The molecular and plasmonic non-radiative decay terms for the polaritons in Eq. 4.4 are

of the form
��𝑐𝑘
𝑖

��2 𝛾′
𝑖
[𝑛𝑘 (𝑛̄𝐵𝐸 (𝜔𝑘 , 𝑇𝑖) + 1) − 𝑛̄𝐵𝐸 (𝜔𝑘 , 𝑇𝑖) (𝑛𝑘 + 1)] ≈

��𝑐𝑘
𝑖

��2 𝛾′
𝑖
[𝑛𝑘 − 𝑛̄𝐵𝐸 (𝜔𝑘 , 𝑇𝑖)]

where we can make this approximation because ℏ𝜔𝑘 � 𝑘𝐵𝑇𝑖 and therefore 𝑛𝑘 , 𝑛̄𝐵𝐸 (𝜔𝑘 , 𝑇𝑖) � 1.

Note that we do not make similar approximations in Eq. 4.5 as the frequencies of the phonon

modes involved in these processes are comparable to 𝑘𝐵𝑇𝑚𝑜𝑙 . The plasmonic and molecular

non-radiative decay terms contribute to the energy exchange of polariton and dark modes with the

plasmonic and molecular baths and will be included in 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙 and 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 . Additionally,

the terms in Eq. 4.4 involving 𝑅𝑖→ 𝑗 correspond to the rates at which excitations go from mode 𝑖

to 𝑗 . During this process phonons are either absorbed from or emitted into the molecular bath

and this contributes to 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 .

𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙 = − ℏ𝜔𝑈𝑃

���𝑐𝑈𝑃𝑝𝑙 ���2 𝛾′𝑝𝑙 [
𝑛𝑈𝑃 − 𝑛̄𝐵𝐸

(
𝜔𝑈𝑃 , 𝑇𝑝𝑙

) ]
− ℏ𝜔𝐿𝑃

���𝑐𝐿𝑃𝑝𝑙 ���2 𝛾′𝑝𝑙 [
𝑛𝐿𝑃 − 𝑛̄𝐵𝐸

(
𝜔𝐿𝑃 , 𝑇𝑝𝑙

) ]
𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 =ℏ𝜔𝑈𝑃

��𝑐𝑈𝑃𝑣𝑚 ��2𝛾′𝑣𝑚 [𝑛𝑈𝑃 − 𝑛̄𝐵𝐸 (𝜔𝑈𝑃, 𝑇𝑚𝑜𝑙)]

+ ℏ𝜔𝐿𝑃
��𝑐𝐿𝑃𝑣𝑚 ��2𝛾′𝑣𝑚 [𝑛𝐿𝑃 − 𝑛̄𝐵𝐸 (𝜔𝐿𝑃, 𝑇𝑚𝑜𝑙)]

+ ℏ𝜔𝑣𝑚 (𝑁 − 1) 𝛾′𝑣𝑚
[
𝑛𝐷,𝑎𝑣𝑔 − 𝑛̄𝐵𝐸 (𝜔𝑣𝑚 , 𝑇𝑚𝑜𝑙)

]
+ ℏ (𝜔𝑈𝑃 − 𝜔𝑣𝑚)

��𝑐𝑈𝑃𝑣𝑚 ��2 (𝑁 − 1)
𝑁

𝑅𝑈𝑃→𝐷,𝑎𝑣𝑔

+ ℏ (𝜔𝑈𝑃 − 𝜔𝐿𝑃)
��𝑐𝑈𝑃𝑣𝑚 ��2 ��𝑐𝐿𝑃𝑣𝑚 ��2 1

𝑁
𝑅𝑈𝑃→𝐿𝑃

− ℏ (𝜔𝑣𝑚 − 𝜔𝐿𝑃)
��𝑐𝐿𝑃𝑣𝑚 ��2 (𝑁 − 1)

𝑁
𝑅𝐿𝑃→𝐷,𝑎𝑣𝑔

(4.7)
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A B

Figure 4.4. The temperature of the heating stage required for dehydration under strong coupling
relative to the uncoupled case for different thermal contact resistance values. The temperature of
the heating stage required for dehydration under strong coupling relative to the uncoupled case
−Δ𝑇 = 50◦𝐶 − 𝑇𝑠𝑡𝑎𝑔𝑒 is plotted as a function of the frequency of the plasmon mode 𝜔𝑝𝑙 for (A)
different values of the coefficient multiplying the spectral density Γ with 𝑅𝑡𝑜𝑡 = 1.2 × 1015K/W
and (B) different values of the total thermal resistance in the absence of strong coupling 𝑅𝑡𝑜𝑡 with
Γ = 130cm−1. The dashed lines indicate parameters where our equations may not give physically
relevant results as the rate of transfer of excitations from the upper polariton to all dark modes
exceeds the frequency difference between them and Eq. 4.5 are not valid.

To obtain the steady-state heating stage temperature 𝑇𝑠𝑡𝑎𝑔𝑒, we set Eq. 4.5 to zero and

solve them along with Eq. 4.4 when the molecular temperature equals the fixed transition

temperature 𝑇𝑚𝑜𝑙 = 𝑇𝑡𝑟𝑛𝑠 = 36◦C. As we have five equations and five unknowns: 𝑇𝑠𝑡𝑎𝑔𝑒, 𝑇𝑝𝑙 , 𝑛𝑈𝑃,

𝑛𝐿𝑃, and 𝑛𝐷,𝑎𝑣𝑔, we can solve this system of nonlinear equations numerically. Additionally, we

expect 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙 = 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 which we verify numerically. From here on, we use 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙

in place of 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑝𝑙 and 𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙,𝑚𝑜𝑙 . We define the resistance 𝑅𝑉𝑆𝐶 =
(
𝑇𝑝𝑙 − 𝑇𝑚𝑜𝑙

)
/𝑞𝑖𝑛𝑡𝑒𝑟,𝑝𝑜𝑙 .

The resistance 𝑅𝑉𝑆𝐶 depends on the coupling strength 𝑔𝑣𝑚 and the detuning Δ = 𝜔𝑣𝑚 − 𝜔𝑝𝑙 .

For our calculations, we need to choose values for the nonradiative population decay

parameters, 𝛾′
𝑝𝑙

and 𝛾′𝑣𝑚. For bulk water, the vibrational relaxation time of the OH stretching

mode is ∼ 260fs (129cm−1) [132, 133]; however, the same stretching mode takes much longer to

vibrationally relax ∼ 2 − 8ps (4 − 16cm−1) in a crystalline hydrate [134–137]. Hence, we choose

a molecular decay rate 𝛾′𝑣𝑚 = 10cm−1 which lies within this range 4 − 16cm−1. In addition, we

choose 𝛾′
𝑝𝑙
= 50cm−1 for the plasmonic nonradiative decay rate.
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In the case without strong coupling, the total resistance of the system is 𝑅𝑡𝑜𝑡 = 𝑅𝐴𝑢 +

𝑅𝑖𝑛𝑡𝑒𝑟 + 𝑅𝑢𝑛𝑐𝑝𝑙 (Fig. 4.3). The absolute values of these resistances are not known from the

experiment; however, their ratios can be estimated from experimental parameters. The total

resistance, 𝑅𝑡𝑜𝑡 , can be varied to fit experimental results. We take the molecular transition

temperature to be 𝑇𝑡𝑟𝑛𝑠 = 36◦C, which is the lowest stage temperature recorded for the onset of

the phase transition (which occurs under VSC), and thus, according to our model, the actual

transition temperature when heat conduction between the stage and the molecules is optimized.

The air temperature is taken to be equal room temperature 𝑇𝑎𝑖𝑟 = 25◦C. From the experiment, we

know that the chemical transformation occurs when 𝑇𝑠𝑡𝑎𝑔𝑒 = 𝑇𝑠𝑡𝑎𝑔𝑒,𝑜𝑢𝑡 = 50◦𝐶 in the absence

of the Au disks. The relationship between the resistances can be obtained by recognizing that

the heat flows 𝑞𝑖 are equal between the stage and the molecules, and the molecules and the air,

(𝑇𝑡𝑟𝑛𝑠 − 𝑇𝑎𝑖𝑟) /𝑅𝑢𝑛𝑐𝑝𝑙 =
(
𝑇𝑠𝑡𝑎𝑔𝑒,𝑜𝑢𝑡 − 𝑇𝑡𝑟𝑛𝑠

)
/(𝑅𝐴𝑢 + 𝑅𝑖𝑛𝑡𝑒𝑟) and we have 𝑅𝑖𝑛𝑡𝑒𝑟 = 𝛼𝑅𝑢𝑛𝑐𝑝𝑙 − 𝑅𝐴𝑢

where 𝛼 =
𝑇𝑠𝑡𝑎𝑔𝑒,𝑜𝑢𝑡−𝑇𝑡𝑟𝑛𝑠
𝑇𝑡𝑟𝑛𝑠−𝑇𝑎𝑖𝑟 = 1.27. We take the thermal resistance of the gold mirror to be much

smaller than that of other parts of the system 𝑅𝐴𝑢 = 10−3𝑅𝑡𝑜𝑡 . Therefore, we use 𝑅𝐴𝑢 = 10−3𝑅𝑡𝑜𝑡 ,

𝑅𝑢𝑛𝑐𝑝𝑙 = 𝑅𝑡𝑜𝑡/(1 + 𝛼) and 𝑅𝑖𝑛𝑡𝑒𝑟 =
(
𝛼

1+𝛼 − 10−3
)
𝑅𝑡𝑜𝑡 for all our calculations with 𝛼 = 1.27. We

plot the computed decrease in the heating stage temperature for dehydration −Δ𝑇 = 50◦𝐶 −𝑇𝑠𝑡𝑎𝑔𝑒

under strong coupling for different values 𝑅𝑡𝑜𝑡 in Fig. 4.4B. We see that the effect of strong

coupling increases as we increase 𝑅𝑡𝑜𝑡 because 𝑅𝑖𝑛𝑡𝑒𝑟 will increase and most of the heat will flow

through 𝑅𝑉𝑆𝐶 as it will be smaller than 𝑅𝑖𝑛𝑡𝑒𝑟 . On the other hand, when 𝑅𝑡𝑜𝑡 is small, and hence

𝑅𝑖𝑛𝑡𝑒𝑟 is small, most of the heat will flow through the direct channel, 𝑅𝑖𝑛𝑡𝑒𝑟 , instead of through

the polariton and dark modes, 𝑅𝑉𝑆𝐶 .

We use a Debye spectral density 𝐽 (𝜔) = Γ𝜔𝑐𝜔

𝜔2
𝑐+𝜔2 in our calculations with 𝜔𝑐 = 500cm−1

[138]. Along with 𝑅𝑡𝑜𝑡 , we vary the coefficient Γ to fit experimental results. We plot the change

in heating stage temperature required for the dehydration for different values of Γ in Fig. 4.4A.

We observe that for larger values of Γ a lower heating stage temperature is required to achieve

dehydration; this effect is particularly large at resonance 𝜔𝑝𝑙 = 𝜔𝑣𝑚. The factor Γ is proportional

to the rate of energy flow between the polariton and dark modes and the larger it is, the more
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Figure 4.5. The temperature of the heating stage required for dehydration under strong coupling
relative to the uncoupled case. The temperature of the heating stage required for dehydration
under strong coupling relative to the uncoupled case −Δ𝑇 = 50◦𝐶 − 𝑇𝑠𝑡𝑎𝑔𝑒 is plotted in green
as a function of the frequency of the plasmon mode, 𝜔𝑝𝑙 . In black, we plot the thermal contact
resistance due to the polariton channel, 𝑅𝑉𝑆𝐶 , and in grey, we plot the thermal contact resistance
for transport of energy through all other modes of the system, 𝑅𝑖𝑛𝑡𝑒𝑟 . The dashed lines indicate
parameters where our equations may not give physically relevant results as the rate of transfer of
excitations from the upper polariton to all dark modes exceeds the frequency difference between
them and Eq. 4.5 are not valid.

efficient the polariton and dark modes become at transferring energy between the plasmonic and

molecular baths. Importantly, Eq. 4.5 are valid only when the rate of transfer of excitations

between the different modes is smaller than the frequency difference between the modes. The

dashed lines in Fig. 4.4 and Fig. 4.5 indicate parameters where this condition is not satisfied;

specifically, the rate of transfer of excitations from the upper polariton to all the dark modes

exceeds their frequency difference 𝜔𝑈𝑃 − 𝜔𝑣𝑚.

Finally, in Fig. 4.5, we plot the lowering of the heating stage temperature required for

dehydration with parameters 𝑅𝑡𝑜𝑡 = 1.2 × 1015K/W, Γ = 130cm−1, 𝑁 = 106, 𝛾′𝑣𝑚 = 10cm−1,

𝛾′
𝑝𝑙

= 50cm−1, 𝜔𝑐 = 500cm−1, 𝛼 = 1.27, 𝑅𝐴𝑢 = 10−3𝑅𝑡𝑜𝑡 , 𝑇𝑡𝑟𝑛𝑠 = 36◦𝐶, and 𝑇𝑎𝑖𝑟 = 25◦𝐶. We

clearly observe that the effect is largest on resonance 𝜔𝑝𝑙 ≈ 𝜔𝑣𝑚. We also plot 𝑅𝑉𝑆𝐶 in this figure
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and it is consistent with our expectations that it will be smallest at resonance.

The present model has been developed assuming VSC. However, we still expect qual-

itative behavior that is similar in the limit of weak light-matter coupling, as the role of the

cavity is to enhance radiative heat transfer into the molecules. The code is available at

https://github.com/SindhanaPS/Thermal_Resistance_Model.

Chapter 4, in part, has been submitted for publication as it appears in “Sub-wavelength

chemical imaging of a modified reaction due to vibrational strong coupling,” Z. Brawley, J.

E. Yim*, S. Pannir-Sivajothi*, Y. R. Poh, J. Yuen-Zhou, and M. Sheldon, ChemRxiv preprint

(2023) [20]. The dissertation author led the theoretical section of this paper (* indicates equal

contribution).
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Chapter 5

Franck-Condon spectroscopy as quantum
metrology

5.1 Introduction

The displaced harmonic oscillator is one of the simplest models that produces vibronic

progressions in electronic absorption spectrum [139]. This model contains a pair of electronic

states – the ground, |𝐺〉, and the excited, |𝐸〉, – and one vibrational degree of freedom modeled

as a harmonic oscillator with creation operator 𝑎̂†. The equilibrium position of the harmonic

oscillator determines the bond length of the molecule in a given electronic state. The Hamiltonian

for this model is

𝐻̂0 = |𝐸〉 〈𝐸 |
[
ℏΩ + ℏ𝜔v(𝑎̂† −

√
𝑆) (𝑎̂ −

√
𝑆) + ℏ𝜔v

2

]
+ |𝐺〉 〈𝐺 | ℏ𝜔v

(
𝑎̂†𝑎̂ + 1

2

) (5.1)

where Ω is the frequency of the bare electronic transition, 𝜔v is the frequency of the vibrational

mode, and 𝑆 is the Huang-Rhys factor that quantifies the coupling between the electronic and

vibrational degrees of freedom. Additionally, the Huang-Rhys factor is also related to the change

in bond length between the two electronic states, Δ𝑑, through ℏ𝜔v𝑆 = 1
2𝑚𝜔

2
v(Δ𝑑)2.

The absorption cross section, 𝐴(𝜔), of this model can be obtained by adding a perturbative

light-matter coupling term 𝑉̂ (𝑡) = −𝜀(𝑡) (𝜇𝐺𝐸 |𝐺〉 〈𝐸 | + 𝜇𝐸𝐺 |𝐸〉 〈𝐺 |) to the bare Hamiltonian
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𝐻̂0 and applying first-order time-dependent perturbation theory. Here, 𝜀(𝑡) = 𝜀0 sin𝜔𝑡 is the

electric field of the monochromatic electromagnetic wave with frequency 𝜔 used to probe the

system, and 𝜇𝐺𝐸 is the transition dipole moment of the molecule. The absorption cross section

𝐴(𝜔) = ( 4𝜋2 |𝜇𝐸𝐺 |2Ω
𝜖0ℏ𝑐

)𝐶 (𝜔) where

𝐶 (𝜔) =
(𝜔
Ω

) ∞∑︁
𝑓=−𝜈

| 〈𝜈 |𝜈 + 𝑓 〉′ |2𝛿(𝜔 −Ω − 𝑓 𝜔v) (5.2)

is the scaled absorption cross section, |𝜈〉 is the initial vibrational state of the system and is an

eigenstate of the harmonic oscillator associated with annihilation operator 𝑎̂, and |𝜈 + 𝑓 〉′ are

eigenstates of the displaced harmonic oscillator associated with annihilation operator 𝑎̂ −
√
𝑆.

From the absorption cross section, the Franck-Condon factor | 〈𝜈 |𝑛〉′ |2 can be extracted; here, 𝜈

and 𝑛 are non-negative integers. The Franck-Condon factors also form a probability distribution

𝑃𝜈 (𝑛; 𝑆) = | 〈𝜈 |𝑛〉′ |2, (5.3)

and it is useful to think about them this way.

Usually, in absorption spectra, the initial state is taken to be the ground vibrational state

|0〉 because 𝑘𝐵𝑇 � ℏ𝜔v for these high-frequency vibrational modes at room temperature and the

thermal occupation of higher vibrational states is negligible. As a result, the Franck-Condon

factors starting from |0〉,

| 〈0|𝑛〉′ |2 = 𝑒−𝑆
𝑆𝑛

𝑛!
, (5.4)

are textbook material. Franck-Condon factors have been studied in detail in the literature with

results ranging from analytical expressions [140, 141] to efficient algorithms that compute

multidimensional Franck-Condon overlaps in polyatomic molecules [142]. However, taking

the initial state to be a high Fock state |𝜈〉 with 𝜈 > 0 leads to interesting results that have,

surprisingly, not been explored so far. The deceptively simple displaced harmonic oscillator

model offers potential schemes for quantum metrology.
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5.2 Results

5.2.1 Small S: quantum metrology

Normally, the Huang-Rhys factor can be obtained from the heights of the vibronic peaks

in the experimentally measured spectrum. This is done by extracting the Franck-Condon overlap

squared 𝑃0(𝑛; 𝑆) = 𝑒−𝑆 𝑆𝑛
𝑛! and because it is a Poisson distribution, 𝑆 can be extracted from either

the mean 𝑛̄0 =
∑
𝑛 𝑛𝑃0(𝑛; 𝑆) = 𝑆 or the variance 𝜎2

0 =
∑
𝑛 (𝑛 − 𝑛̄0)2𝑃0(𝑛; 𝑆) = 𝑆 [143–147].

When 𝑆 � 1, that is, the change in bond length between electronic states, Δ𝑑, is

much smaller than the width,
√︃

ℏ
𝑚𝜔v

, of the ground vibrational wavefunction 𝜓0(𝑥) = 〈𝑥 |0〉 in

position-space, the overlap | 〈0|0〉′ |2 ≈ 1 and hence the heights of the vibrational sidebands are

negligible (see Fig. 5.1(b)). Therefore, the absorption spectrum for 𝑆 � 1 will look very similar

to the 𝑆 = 0 case and it will be difficult to precisely determine the value of 𝑆 from the spectrum.

The natural length-scale
√︃

ℏ
𝑚𝜔v

of the ground vibrational wavefunction limits the resolution of

distance measurements.

In our work, we consider scenarios where the system can be prepared in a higher

vibrational Fock state |𝜈〉 initially instead of the ground state |0〉. Therefore, to understand

the potential enhancements in distance resolution that can be obtained from this, we define

a new length-scale 𝑙𝜈 associated with the vibrational Fock state |𝜈〉 which is like an ‘average’

wavelength of the wavefunction 𝜓𝜈 (𝑥) = 〈𝑥 |𝜈〉. Here, |𝑥〉 is an eigenstate of the position operator

𝑥 = 1
2

√︃
2ℏ
𝑚𝜔v

(𝑎̂† + 𝑎̂) and
𝑙𝜈

2
=

2𝑋𝜈,max

𝜈 + 1
, (5.5)

where 𝑋𝜈,max is the classical turning point of a particle in a harmonic potential with total energy

𝐸𝜈 = ℏ𝜔v(𝜈 + 1/2) and satisfies 1
2𝑚𝜔

2
v𝑋

2
𝜈,max = 𝐸𝜈 (see Fig. 5.2(a)). We have used the fact that

𝜓𝜈 (𝑥) has 𝜈 nodes. For 𝜈 � 1, the length-scale becomes

𝑙𝜈 ≈ 4

√︄
2ℏ
𝑚𝜔v

√︂
1
𝜈
. (5.6)
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Figure 5.1. Preparing the system in the ground vibraional state initially. The two parabolas
are the ground and excited potential energy surfaces. The system is initially in the vibrational
ground state |0〉 (green curve) and we plot the Franck-Condon factors | 〈0|𝑛〉′ |2 in orange; here,
|𝑛〉′ are the eigenstates of a harmonic oscillator displaced by Δ𝑑 from the ground state oscillator.
When the displacement Δ𝑑 ∼

√︃
ℏ

𝑚𝜔v
as in (a), we see significant overlap for 𝑛 = 0 and 𝑛 = 1,

whereas, when Δ𝑑 �
√︃

ℏ
𝑚𝜔v

as in (b) the overlap is negligible for 𝑛 ≠ 0. It would be difficult to
precisely estimate the value of the Huang-Rhys factor 𝑆 from (b) as the Franck-Condon factors
look very similar to those for 𝑆 = 0.
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Figure 5.2. Preparing the system in a Fock state |8〉 initially and the length scale associated 𝑙8.
(a) The position-space wavefunction 𝜓8(𝑥) of Fock state |8〉 (green) and the classical turning
point 𝑋8,max that satisfies 1

2𝑚𝜔
2
v𝑋

2
𝜈,max = ℏ𝜔v(8 + 1/2). From this, the length scale 𝑙𝜈 associated

with Fock state |𝜈〉 can be computed, 𝑙𝜈 ≈ 4
√︃

2ℏ
𝑚𝜔v

√︃
1
𝜈
. (b) The Franck-Condon factors | 〈8|𝑛〉′ |2

show that even if Δ𝑑 �
√︃

ℏ
𝑚𝜔v

as long as Δ𝑑 ∼ 𝑙8, the overlap squared | 〈8|𝑛〉′ |2 is significant
even for 𝑛 ≠ 8.

Consequently, preparing the system in a Fock state with large 𝜈 may improve distance resolution

as 𝑙𝜈 becomes smaller with increasing 𝜈; the ratio Δ𝑑/𝑙𝜈 will play an important role here.

Similar to how the mean and variance of 𝑃0(𝑛; 𝑆) are 𝑆, the mean and variance of 𝑃𝜈 (𝑛; 𝑆)

turn out to be linear functions of 𝑆. The mean 𝑛̄𝜈 = 𝑆 + 𝜈 and the variance

𝜎2
𝜈 = 𝑆(2𝜈 + 1) (5.7)

(see Supplementary). The value of 𝑆 can be inferred from the variance or the mean of the

probability distribution. However, the advantage in measurement resolution with an initial state

with 𝜈 > 0 is only present when the variance is used to infer 𝑆 as the variance scales linearly in 𝜈.

If the mean is used, there is no advantage; in fact, it is disadvantageous to use a Fock state with

𝜈 > 0 (see Supplementary Fig.).

Let us consider a situation where the precision of the measured absorption cross section
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is limited. We obtain the the estimated value of the Huang-Rhys factor 𝑆est = 𝜎
2
𝜈,est/(2𝜈 + 1)

from the variance 𝜎2
𝜈,est of the probability distribution 𝑃𝜈,est(𝑛) extracted from this measured

cross section. If the measured absorption spectrum were known to infinite precision, then

𝑃𝜈,est(𝑛) = 𝑃𝜈 (𝑛; 𝑆) and we can exactly determine the Huang-Rhys factor 𝑆est = 𝑆 starting from

any initial state |𝜈〉. However, if the precision of the spectroscopic device is limited due to noise,

for instance, if the heights of the stick spectrum 𝐶 (𝜔) are known with confidence only upto the

first few decimal places, then 𝑆est may not equal 𝑆 and the closeness of the estimated Huang-Rhys

factor to the true one will depend on the initial state |𝜈〉. In Fig. 5.3, we plot 𝑆est when 𝐶 (𝜔) is

only known upto the first decimal place for initial states |0〉 (black) and |10〉 (orange). We round

off the true 𝐶 (𝜔) obtained from 𝑆 to the first decimal place and use its variance to obtain 𝑆est.
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S
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|0〉
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Figure 5.3. The estimated Huang-Rhys factor for a precision-limited absroption cross section
measurement. The estimated Huang-Rhys factor 𝑆est for different initial vibrational states |0〉
(black) and |10〉 (orange). The grey dashed line indicates 𝑆𝑒𝑠𝑡 = 𝑆. Here, 𝑆est is obtained from
the variance of the distribution 𝑃𝜈,est(𝑛) which is extracted from a precision-limited absorption
cross section (limited to the first decimal place).

62



Note how the initial state |0〉, gives us 𝑆est = 0 when 𝑆 < 0.05. This happens because the height

of the first vibrational sideband in 𝐶 (𝜔) rounds off to 0.0 when it is smaller than 0.05 and this

give us an estimate 𝑆𝑒𝑠𝑡 = 0. Also notice the step structure of 𝑆est for both initial states and how

the size of the steps are smaller for |10〉.

Chapter 5, in full, is currently being prepared for submission for publication of the material.

“Franck-Condon spectroscopy as quantum metrology,” S. Pannir-Sivajothi, J. Yuen-Zhou. The

dissertation author was the primary investigator and author of this material.
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Chapter 6

Conclusions

This dissertation uses simple models to identify avenues where strong light-matter

coupling could have a large effect on a material property or process. Here, we studied the effect

of polariton condensation on chemical reactions under VSC, generation of topological properties

in polariton systems through saturating electronic transitions with circularly polarized light, and

modification of heat flow under vibrational strong coupling. Additionally, we also considered

how small values of the Huang-Rhys factor can be extracted from the electronic absorption

spectrum if the system is initially prepared in a higher vibrational Fock state.

First, we looked at the effect of vibrational polariton condensation on an electron transfer

process. As polaritons are delocalized over a large ensemble 𝑁 ∼ 1010 of molecules and

intramolecular electron transfer is a local molecular process, their effect on the process was small

and was scaled by factors of 1/𝑁 . We found that under Bose-Einstein condensation of polaritons,

the effect of polaritons is enhanced by a factor of 𝑁𝑒𝑥 , where 𝑁𝑒𝑥 is the macroscopic population

of the polariton modes under condensation. We observed modifications in both the rate and yield

of the reaction under polariton condensation.

Second, we investigated the role of selective saturation of electronic transitions using

circularly polarized light in modifying the topological properties of a polariton system. Using

mean field theory, we derived an effective Hamiltonian for the optically pumped system and

found that the light-matter couplings are scaled by factors of
√︁

1 − 2 𝑓 where 𝑓 is the excited state
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population. This allowed for breaking of time-reversal symmetry in the system through different

excited state populations 𝑓+ ≠ 𝑓− and modification of the Berry curvature of polariton bands.

Third, we developed a heat transfer model using kinetic rate equations to explain the

experimentally observed reduction in required stage temperature for a dehydration reaction under

resonance condition with vibrational strong coupling. As this was an open cavity system placed

on a heating stage and in contact with room temperature air, we hypothesized that there must

be a temperature gradient across the sample and a large temperature drop across the interface

between the molecules and the plasmonic structure. Using kinetic rate equations we modeled

this system and identified an alternate channel for radiative heat transport across this interface

through polaritons.

Apart from systems under strong light-matter coupling, we also studied how changing the

initial vibrational state of a molecule has an effect on it electronic absorption spectrum which

could be used to measure small values of coupling between electronic and vibrational degrees of

freedom. Starting from a higher vibrational Fock state allows us to measure small displacements

of the vibrational coordinate between electronic states as it has a smaller length scale associated

with it compared to the ground vibrational state.

Finally, many theoretical studies show that the effect of polaritons on chemical reactions

are expected to be small. In this dissertation, we demonstrated that strong light-matter coupling

could be beneficial for processes other than chemical reactions, such as enhanced radiative heat

transport across barriers with large thermal contact resistances, or modification of topological

properties by changing the light-matter coupling strength through optical pumping. Furthermore,

we show that the small polaritonic effects on chemical reactivity under collective strong coupling

can also be enhanced through polariton condensation.
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Appendix A

Supplementary Information: Driving
chemical reactions with polariton con-
densates

A.1 Supplementary Note 1

We use a generalization of the dark state basis introduced in [49,55] to reduce the number

of vibrational modes involved in the reaction. The bosonic operator for DR,𝑐, the dark mode

highly localized in the 𝑐𝑡ℎ molecule when it is in electronic state |𝑅〉 with total number of

reactants 𝑁R and products 𝑁P is

𝑎̂
(R,𝑐)
D =

√√
𝑔2

P𝑁P + 𝑔2
R(𝑁R − 1)

𝑔2
P𝑁P + 𝑔2

R𝑁R
𝑎̂R,𝑐 −

𝑔2
R√︃

𝑔2
P𝑁P + 𝑔2

R𝑁R

1√︃
𝑔2

P𝑁P + 𝑔2
R(𝑁R − 1)

𝑁R∑︁
𝑖≠𝑐

𝑎̂R,𝑖

− 𝑔R𝑔P√︃
𝑔2

P𝑁P + 𝑔2
R𝑁R

1√︃
𝑔2

P𝑁P + 𝑔2
R(𝑁R − 1)

𝑁P∑︁
𝑗=1
𝑎̂P, 𝑗 .

(A.1)

Notice that, when 𝑔P = 0, this dark mode will not involve vibrations in the product molecules

and when 𝑔R = 0, this dark mode will be the same as a vibration localized in the 𝑐𝑡ℎ molecule

𝑎̂
(R,𝑐)
D = 𝑎̂R,𝑐. Similarly, the bosonic operator for D′

P,𝑐, the dark mode highly localized in the 𝑐𝑡ℎ

molecule after it has reacted and is in electronic state |P〉 with total number of reactants 𝑁R − 1
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and products 𝑁P + 1 is

𝑎̂
(P,𝑐)′
D =

√√
𝑔2

P𝑁P + 𝑔2
R(𝑁R − 1)

𝑔2
P(𝑁P + 1) + 𝑔2

R(𝑁R − 1)
𝑎̂P,𝑐

− 𝑔R𝑔P√︃
𝑔2

P(𝑁P + 1) + 𝑔2
R(𝑁R − 1)

1√︃
𝑔2

P𝑁P + 𝑔2
R(𝑁R − 1)

𝑁R−1∑︁
𝑖=1

𝑎̂R,𝑖

−
𝑔2

P√︃
𝑔2

P(𝑁P + 1) + 𝑔2
R(𝑁R − 1)

1√︃
𝑔2

P𝑁P + 𝑔2
R(𝑁R − 1)

𝑁P+1∑︁
𝑗≠𝑐

𝑎̂P, 𝑗 .

(A.2)

Here, when 𝑔P = 0, the dark mode in equation (A.2) will be the same as a vibration localized in

the 𝑐𝑡ℎ molecule 𝑎̂ (P,𝑐)′D = 𝑎̂P,𝑐 and when 𝑔R = 0, this dark mode will not involve vibrations in the

reactant molecules.

A.2 Supplementary Note 2

We use Boltzmann rate equations as in [43, 148] to model polariton relaxation, and solve

for the steady state of 𝑁 + 1 coupled differential equations. We assume that the scattering rate

𝑊𝑖 𝑗 between polariton and dark modes is the same for all dark modes, labeled by 𝑘 , this gives

𝑊D𝑘+ = 𝑊D+ and𝑊−D𝑘
= 𝑊−D [37]. Since our interests lie in the distribution of energy between

polariton and dark modes rather than individual dark modes, we can simplify the problem by

summing over all dark-mode equations and considering only their total population 𝑛D =
∑𝑁
𝑘=2 𝑛

𝑘
D.

We have the following rate equations for populations in the lower 𝑛−, upper 𝑛+ polaritons and all

dark modes 𝑛D,
𝑑𝑛−
𝑑𝑡

= 𝑅−D + 𝑅−+ − 𝛾−𝑛− + 𝑃−,
𝑑𝑛D
𝑑𝑡

= −𝑅−D + 𝑅D+ − 𝛾𝑘D𝑛D,

𝑑𝑛+
𝑑𝑡

= −𝑅−+ − 𝑅D+ − 𝛾+𝑛+,

(A.3)
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where
𝑅−D =𝑊−D𝑘

(
𝑛D(1 + 𝑛−) − 𝑒−𝛽ℏ(Ω−Δ)/2(𝑁 − 1 + 𝑛D)𝑛−

)
,

𝑅−+ =𝑊−+
(
𝑛+(1 + 𝑛−) − 𝑒−𝛽ℏΩ(1 + 𝑛+)𝑛−

)
,

𝑅D+ =𝑊D𝑘+
(
𝑛+(𝑁 − 1 + 𝑛D) − 𝑒−𝛽ℏ(Ω+Δ)/2(1 + 𝑛+)𝑛D

)
.

(A.4)

The rate coefficients can be expressed as 𝑊𝑖 𝑗 = 𝛼(1 + 𝑛(𝛽𝐸 𝑗𝑖)) and 𝑊 𝑗𝑖 = 𝛼𝑛(𝛽𝐸 𝑗𝑖)

where 𝛼 is a temperature independent constant, 𝑛(𝛽𝐸 𝑗𝑖) is the average Bose-Einstein population

at energy 𝐸 𝑗𝑖 = 𝐸 𝑗 − 𝐸𝑖 where 𝐸 𝑗 > 𝐸𝑖 and inverse temperature 𝛽 = 1/𝑘B𝑇 . The rate coefficients

𝑊𝑖 𝑗 should also depend on the low-frequency vibrational density of states, for simplicity, we take

the spectral density to be flat.

For all calculations in the main manuscript, we use 𝜅 = Γ↓, 𝑁 = 107 and 𝛼 = 4.33×10−6Γ↓

which corresponds to (𝑁 − 1)𝑊D𝑘− = 100Γ↓ (∼ 1 ps) at room temperature for light-matter

coupling strength 2ℏ𝑔
√
𝑁 = 18.5meV at zero detuning Δ = 0. These values are similar to those

in experiments 𝜅 = 1010 s−1 (∼ 100 ps), Γ↓ = 1010 s−1 (∼ 100 ps), and scattering from LP to all

dark modes (𝑁 − 1)𝑊D𝑘− = 1012 𝑠−1 (∼ 1 ps) [40].

A.3 Supplementary Note 3

Dependence of the FC factors on LP population is shown in Fig. A.1 and they scale

much better when the population in LP is large. We obtain an analytical expression for the

Franck-Condon factor |𝐹 𝑓 ,0
𝜈+,𝜈−,𝜈D |2,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D = 〈0, 𝑁−, 0|𝜈+, 𝜈−, 𝜈D〉′

=



√
𝑒−𝑆𝑆 𝑓

√︃
𝑁−!

𝜈+!𝜈−!𝜈D! 𝑤̃
− 𝑓[

𝑞𝑁−
] (
(𝑥 + 𝑞𝑥)𝜈+ ( 𝑦̃ + 𝑦𝑞)𝜈− (𝑧 − 𝑧𝑞 + 𝑧𝑞)𝜈D

exp
(

−𝑆𝑤𝑞

1−𝑞−𝑤𝑞

)
(1−𝑞−𝑤𝑞) 𝑓 +1

)
𝑔P ≠ 0

(−1)𝜈D
√︃

𝑁−!
𝜈+!𝜈−!(𝜈D− 𝑓 )! (𝑥 + 𝑥)

𝜈+ (𝑦 + 𝑦̃)𝜈−𝑢𝜈D− 𝑓
〈
(𝜈D − 𝑓 )R,𝑐

��(𝜈D)P,𝑐
〉

𝑔P = 0
(A.5)

where [𝑞𝑛]𝐺 (𝑞) is the coefficient of 𝑞𝑛 when you expand 𝐺 (𝑞) as a Taylor series, and
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Figure A.1. Franck-Condon (FC) factors for different channels as a function of LP population.
Reaction rate changes by the condensate occur due to channels featuring gain/loss 𝑓 in vibrational
quanta in the LP. The contribution of these channels is proportional to the corresponding FC
factors and becomes more significant as the LP population 𝑁− increases. Here, we show FC
factors for 𝑁− = 0, 10−4𝑁, 10−1𝑁 at resonance Δ = 0 with symmetric light-matter coupling
2𝑔R

√
𝑁 = 2𝑔P

√
𝑁 = 0.1𝜔𝑣𝑖𝑏 and Huang-Rhys factor 𝑆 = 3.5.

𝑢 =

(
− cos 𝜃

𝑔R√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

)
,

𝑥 = sin 𝜃 cos 𝜃′,

𝑦 = sin 𝜃 sin 𝜃′,

𝑧 =

(
𝑔P cos 𝜃

√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

(𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)) (𝑔2
R𝑁R + 𝑔2

P𝑁P)

)
,

𝑤 =

(
𝑔R𝑔P

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

)
,

𝑥 =

(
− cos 𝜃 sin 𝜃′(𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P)√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)
,

𝑦̃ =

(
cos 𝜃 cos 𝜃′(𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P)√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)
,

𝑧 =

(
− cos 𝜃

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔P

√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)

)
,

𝑤̃ =

(
− cos 𝜃

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔P

√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

)
.

(A.6)
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We arrived at the expression in equation (A.5) by using generating functions and the Lagrange-

Bürmann formula [60]. We then recursively compute 𝐹 𝑓 ,𝑛
𝜈+,𝜈−,𝜈D from 𝐹

𝑓 ,0
𝜈+,𝜈−,𝜈D [57]. Using


𝑎̂+

𝑎̂−

𝑎̂
(R,𝑐)
D


=


𝐽11 𝐽12 𝐽13

𝐽21 𝐽22 𝐽23

𝐽31 𝐽32 𝐽33



𝑎̂′+

𝑎̂′−

𝑎̂
(P,𝑐)′
D


+


𝐾1

𝐾2

𝐾3


(A.7)

where

𝐽11 = cos 𝜃 cos 𝜃′ + sin 𝜃 sin 𝜃′
(

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P + 𝑔R𝑔P√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

𝐽12 = sin 𝜃′ cos 𝜃 − cos 𝜃′ sin 𝜃

(
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P + 𝑔R𝑔P√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

𝐽13 = sin 𝜃

( (𝑔R − 𝑔P)
√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

𝐽21 = cos 𝜃′ sin 𝜃 − sin 𝜃′ cos 𝜃

(
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P + 𝑔R𝑔P√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

𝐽22 = sin 𝜃 sin 𝜃′ + cos 𝜃 cos 𝜃′
(

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P + 𝑔R𝑔P√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

𝐽23 = − cos 𝜃

( (𝑔R − 𝑔P)
√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

(A.8)
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and

𝐽31 = − sin 𝜃′
( (𝑔R − 𝑔P)

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

𝐽32 = cos 𝜃′
( (𝑔R − 𝑔P)

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)

𝐽33 =

(
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P + 𝑔R𝑔P√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

)
𝐾1 = − sin 𝜃

𝑔R√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

√
𝑆

𝐾2 = cos 𝜃
𝑔R√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√
𝑆

𝐾3 = −

√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

𝑔2
R𝑁R + 𝑔2

P𝑁P

√
𝑆

(A.9)

we get the recursive formula

𝐹
𝑓 ,𝑛+1
𝜈+,𝜈−,𝜈D =

1
√
𝑛 + 1

(
𝐽31

√
𝜈+𝐹

𝑓 ,𝑛

𝜈+−1,𝜈−,𝜈D
+ 𝐹 𝑓 ,𝑛

𝜈+,𝜈−−1,𝜈D
𝐽32

√
𝜈− + 𝐽33

√
𝜈D𝐹

𝑓 ,𝑛

𝜈+,𝜈−,𝜈D−1 + 𝐾3𝐹
𝑓−1,𝑛
𝜈+,𝜈−,𝜈D

)
.

(A.10)

To derive equation (A.5), we write the initial and final vibrational states in terms of

creation/annihilation operators for the upper, lower polaritons and dark modes

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

〈
0+0−0(R,𝑐)

D

���
(
𝑎̂−

)𝑁−

√
𝑁−!

(
𝑎̂
′†
+

)𝜈+
√
𝜈+!

(
𝑎̂′†−

)𝜈−
√
𝜈−!

(
𝑎̂
(P,𝑐)′†
D

)𝜈D

√
𝜈D!

���0′+0′−0(P,𝑐)′
D

〉
. (A.11)

Writing the polariton modes as a linear combination of the photon 𝑎̂ph and bright modes 𝑎̂B(𝑁R,𝑁P) ,
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𝑎̂B(𝑁R−1,𝑁P+1) ,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

1
√
𝑁−!𝜈+!𝜈−!𝜈D!

〈
0ph0B(𝑁R,𝑁P)0

(R,𝑐)
D

��� ( sin 𝜃𝑎̂ph − cos 𝜃𝑎̂B(𝑁R,𝑁P)
)𝑁−

(
cos 𝜃′𝑎̂†ph + sin 𝜃′𝑎̂†B(𝑁R−1,𝑁P+1)

)𝜈+ (
sin 𝜃′𝑎̂†ph − cos 𝜃′𝑎̂†B(𝑁R−1,𝑁P+1)

)𝜈−(
𝑎̂
(P,𝑐)′†
D

)𝜈D
���0ph0B(𝑁R−1,𝑁P+1)0(P,𝑐)′

D

〉
.

(A.12)

Here,
[
𝑎̂ph, 𝑎̂B(𝑁R,𝑁P)

]
= 0 and

[
𝑎̂ph, 𝑎̂B(𝑁R−1,𝑁P+1)

]
= 0, so we can use the binomial theorem and

collect these operators,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

1
√
𝑁−!𝜈+!𝜈−!𝜈D!

𝑁−∑︁
𝑙=0

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

(
𝑁−
𝑙

) (
𝜈+
𝑚

) (
𝜈−
𝑛

) 〈
0ph0B(𝑁R,𝑁P)0

(R,𝑐)
D

��� ( sin 𝜃𝑎̂ph

) 𝑙
×

(
− cos 𝜃𝑎̂B(𝑁R,𝑁P)

)𝑁−−𝑙 (
cos 𝜃′𝑎̂†ph

)𝑚 (
sin 𝜃′𝑎̂†B(𝑁R−1,𝑁P+1)

)𝜈+−𝑚 (
sin 𝜃′𝑎̂†ph

)𝑛
×

(
− cos 𝜃′𝑎̂†B(𝑁R−1,𝑁P+1)

)𝜈−−𝑛 (
𝑎̂
(P,𝑐)′†
D

)𝜈D
���0ph0B(𝑁R−1,𝑁P+1)0(P,𝑐)′

D

〉
.

(A.13)

The only non-vanishing terms in the above summation will be those with equal number of photon

creation and annihilation operators 𝑙 = 𝑚 + 𝑛, since the photon mode does not get displaced

during the chemical reaction, the overlap is non-zero only when the initial and final states are

exactly the same. Plugging in 𝑙 = 𝑚 + 𝑛 and
〈
0ph

�� (𝑎̂ph)𝑙 (𝑎̂†ph)
𝑚+𝑛 ��0ph

〉
= (𝑚 + 𝑛)!

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

1
√
𝑁−!𝜈+!𝜈−!𝜈D!

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

(
𝑁−
𝑚 + 𝑛

) (
𝜈+
𝑚

) (
𝜈−
𝑛

) (
sin 𝜃

)𝑚+𝑛 (
cos 𝜃′

)𝑚 (
sin 𝜃′

)𝑛
(
− cos 𝜃

)𝑁−−𝑚−𝑛 (
sin 𝜃′

)𝜈+−𝑚 (
− cos 𝜃′

)𝜈−−𝑛
(𝑚 + 𝑛)!〈

0B(𝑁R,𝑁P)0
(R,𝑐)
D

��� (𝑎̂B(𝑁R,𝑁P)
)𝑁−−𝑚−𝑛 (

𝑎̂
†
B(𝑁R−1,𝑁P+1)

) (𝜈++𝜈−)−(𝑚+𝑛)(
𝑎̂
(P,𝑐)′†
D

)𝜈D
���0B(𝑁R−1,𝑁P+1)0(P,𝑐)′

D

〉
(A.14)

Rewriting the initial bright mode 𝑎̂B(𝑁R,𝑁P) , final bright mode 𝑎̂B(𝑁R−1,𝑁P+1) , and the highly

localized final dark mode 𝑎̂ (P,𝑐)′D in terms of a bright mode involving all molecules other than the

reacting molecule 𝑎̂B(𝑁R−1,𝑁P) =
1√︃

𝑔2
R (𝑁R−1)+𝑔2

P𝑁P

[
𝑔R

∑𝑁R−1
𝑖=1 𝑎R,𝑖 + 𝑔P

∑𝑁P
𝑗=1 𝑎P, 𝑗

]
, and vibrational
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modes of this molecule 𝑎̂P,𝑐 and 𝑎̂R,𝑐 we obtain

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

1
√
𝑁−!𝜈+!𝜈−!𝜈D!

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

(
𝑁−
𝑚 + 𝑛

) (
𝜈+
𝑚

) (
𝜈−
𝑛

) (
sin 𝜃

)𝑚+𝑛 (
cos 𝜃′

)𝑚 (
sin 𝜃′

)𝑛
×

(
− cos 𝜃

)𝑁−−𝑚−𝑛 (
sin 𝜃′

)𝜈+−𝑚 (
− cos 𝜃′

)𝜈−−𝑛
(𝑚 + 𝑛)!

×
〈
0B(𝑁R−1,𝑁P)0R,𝑐

�� [√√𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔2
R𝑁R + 𝑔2

P𝑁P
𝑎̂B(𝑁R−1,𝑁P)

+ 𝑔R√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

𝑎̂R,𝑐

]𝑁−−𝑚−𝑛

×
[√√

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)
𝑎̂
†
B(𝑁R−1,𝑁P)

+ 𝑔P√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

𝑎̂
†
P,𝑐

] (𝜈++𝜈−)−(𝑚+𝑛)
×

[
− 𝑔P√︃

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)
𝑎̂
†
B(𝑁R−1,𝑁P)

+

√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)
𝑎̂
†
P,𝑐

] 𝜈D ��0B(𝑁R−1,𝑁P)0P,𝑐
〉
.

(A.15)

Since
[
𝑎̂B(𝑁R−1,𝑁P) , 𝑎̂R,𝑐

]
= 0 and

[
𝑎̂B(𝑁R−1,𝑁P) , 𝑎̂P,𝑐

]
= 0, we can use the binomial expansion
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again

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

1
√
𝑁−!𝜈+!𝜈−!𝜈D!

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

𝑁−−𝑚−𝑛∑︁
𝑟=0

(𝜈++𝜈−)−(𝑚+𝑛)∑︁
𝑝=0

𝜈D∑︁
𝑞=0

(
𝑁−
𝑚 + 𝑛

) (
𝜈+
𝑚

) (
𝜈−
𝑛

) (
𝑁− − 𝑚 − 𝑛

𝑟

)
×

(
(𝜈+ + 𝜈−) − (𝑚 + 𝑛)

𝑝

) (
𝜈D
𝑞

) (
sin 𝜃

)𝑚+𝑛 (
cos 𝜃′

)𝑚 (
sin 𝜃′

)𝑛
(𝑚 + 𝑛)!

×
(
− cos 𝜃

)𝑁−−𝑚−𝑛 (
sin 𝜃′

)𝜈+−𝑚 (
− cos 𝜃′

)𝜈−−𝑛
(−1)𝑞

×
[

𝑔P√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

] (𝜈++𝜈−+𝑞)−(𝑚+𝑛+𝑝)

×
[√√

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)

] 𝜈D+𝑝−𝑞

×
[√√

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔2
R𝑁R + 𝑔2

P𝑁P

]𝑟 [
𝑔R√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

]𝑁−−𝑚−𝑛−𝑟 〈
0B(𝑁R−1,𝑁P)0R,𝑐

��
×

(
𝑎̂B(𝑁R−1,𝑁P)

)𝑟 (
𝑎̂R,𝑐

)𝑁−−𝑚−𝑛−𝑟 (
𝑎̂
†
B(𝑁R−1,𝑁P)

) 𝑝+𝑞
×

(
𝑎̂
†
P,𝑐

) (𝜈++𝜈−+𝜈D)−(𝑚+𝑛+𝑝+𝑞) ��0B(𝑁R−1,𝑁P)0P,𝑐
〉
.

(A.16)

The vibrational modes of all molecules other than the reacting molecule are not modified by the

chemical reaction, therefore, non-zero terms in the summation satisfy 𝑟 = 𝑝 + 𝑞. Plugging in

𝑟 = 𝑝 + 𝑞 and
〈
0B(𝑁R−1,𝑁P)

�� (𝑎̂B(𝑁R−1,𝑁P))𝑟 (𝑎̂
†
B(𝑁R−1,𝑁P))

𝑝+𝑞 ��0B(𝑁R−1,𝑁P)
〉
= (𝑝 + 𝑞)!,
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𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

1
√
𝑁−!𝜈+!𝜈−!𝜈D!

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

(𝜈++𝜈−)−(𝑚+𝑛)∑︁
𝑝=0

𝜈D∑︁
𝑞=0

(
𝑁−
𝑚 + 𝑛

) (
𝜈+
𝑚

) (
𝜈−
𝑛

) (
𝑁− − (𝑚 + 𝑛)

𝑝 + 𝑞

) (
𝜈D
𝑞

)
×

(
(𝜈+ + 𝜈−) − (𝑚 + 𝑛)

𝑝

) (
sin 𝜃

)𝑚+𝑛 (
cos 𝜃′

)𝑚 (
sin 𝜃′

)𝑛
(𝑚 + 𝑛)!(𝑝 + 𝑞)!

×
(
− cos 𝜃

)𝑁−−(𝑚+𝑛) (
sin 𝜃′

)𝜈+−𝑚 (
− cos 𝜃′

)𝜈−−𝑛
(−1)𝑞

×
[

𝑔P√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

] (𝜈++𝜈−+𝑞)−(𝑚+𝑛+𝑝)

×
[√√

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)

] 𝜈D+𝑝−𝑞 [√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

𝑔2
R𝑁R + 𝑔2

P𝑁P

] 𝑝+𝑞
×

[
𝑔R√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

]𝑁−−(𝑚+𝑛+𝑝+𝑞) 〈
0R,𝑐

�� (𝑎̂R,𝑐

)𝑁−−(𝑚+𝑛+𝑝+𝑞)

×
(
𝑎̂
†
P,𝑐

) (𝜈++𝜈−+𝜈D)−(𝑚+𝑛+𝑝+𝑞) ��0P,𝑐
〉

(A.17)

Changing variables from {𝑚, 𝑛, 𝑞, 𝑝} to {𝑖, 𝑗 , 𝑘, ℎ}, where 𝑖 = 𝜈+ − 𝑚, 𝑗 = 𝜈− − 𝑛, 𝑘 = 𝜈D − 𝑞,
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ℎ = 𝑁− − 𝑚 − 𝑛 − 𝑝 − 𝑞 and 𝑓 = 𝜈+ + 𝜈− + 𝜈D − 𝑁−,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!

(
− cos 𝜃

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔P

√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

)− 𝑓 𝜈+∑︁
𝑖=0

𝜈−∑︁
𝑗=0

𝜈D∑︁
𝑘=0

𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

(
𝜈+
𝑖

) (
𝜈−
𝑗

)

×
(

𝑖 + 𝑗
ℎ + 𝑓 − 𝑘

) (
𝜈D
𝑘

) (
𝑔R𝑔P

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

)ℎ (
sin 𝜃 cos 𝜃′

)𝜈+−𝑖
(

− cos 𝜃 sin 𝜃′(𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P)√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

) 𝑖 (
sin 𝜃 sin 𝜃′

)𝜈−− 𝑗
×

(
cos 𝜃 cos 𝜃′(𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P)√︃

𝑔2
R𝑁R + 𝑔2

P𝑁P

√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

) 𝑗

×
(
𝑔P cos 𝜃

√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

(𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)) (𝑔2
R𝑁R + 𝑔2

P𝑁P)

)𝜈D−𝑘

×
(
− cos 𝜃

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔P

√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)

) 𝑘
× 1
ℎ!

〈
0R,𝑐

�� (𝑎̂R,𝑐

)ℎ (
𝑎̂
†
P,𝑐

)ℎ+ 𝑓 ��0P,𝑐
〉

(A.18)

The above expression is valid only when 𝑔P ≠ 0. The case of 𝑔P = 0 is explained in Subsection 1.

Remembering the definitions of variables 𝑥, 𝑦, 𝑧, 𝑤 and 𝑥, 𝑦̃, 𝑧 from equation (A.6),

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓

𝜈+∑︁
𝑖=0

𝜈−∑︁
𝑗=0

𝜈D∑︁
𝑘=0

𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

(
𝜈+
𝑖

) (
𝜈−
𝑗

) (
𝑖 + 𝑗

ℎ + 𝑓 − 𝑘

) (
𝜈D
𝑘

)
× 𝑥𝜈+−𝑖𝑦𝜈−− 𝑗 𝑧𝜈D−𝑘𝑥𝑖 𝑦̃ 𝑗 𝑧𝑘𝑤ℎ

√︂
(ℎ + 𝑓 )!
ℎ!

〈
ℎR,𝑐

��(ℎ + 𝑓 )P,𝑐
〉 (A.19)

This is not easy to evaluate because of the summation over ℎ involves the term
〈
ℎR,𝑐

��(ℎ + 𝑓 )P,𝑐
〉
.
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Substituting
〈
ℎR,𝑐

��(ℎ + 𝑓 )P,𝑐
〉
=

√︃
(ℎ+ 𝑓 )!
ℎ!

√︃
𝑒−𝑆

𝑆 𝑓 𝑂̂ 𝑓 (𝑆)
∑ℎ
𝑢=0

(ℎ
𝑢

) (−𝑆)𝑢
𝑢! ,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓

𝜈+∑︁
𝑖=0

𝜈−∑︁
𝑗=0

𝜈D∑︁
𝑘=0

𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

(
𝜈+
𝑖

) (
𝜈−
𝑗

) (
𝑖 + 𝑗

ℎ + 𝑓 − 𝑘

) (
𝜈D
𝑘

)
× 𝑥𝜈+−𝑖𝑦𝜈−− 𝑗 𝑧𝜈D−𝑘𝑥𝑖 𝑦̃ 𝑗 𝑧𝑘𝑤ℎ

(ℎ + 𝑓 )!
ℎ!

√︄
𝑒−𝑆

𝑆 𝑓
𝑂̂ 𝑓 (𝑆)

ℎ∑︁
𝑢=0

(
ℎ

𝑢

)
(−𝑆)𝑢
𝑢!

.

(A.20)

Rewriting (ℎ + 𝑓 )!𝑤ℎ/ℎ! as 𝑇 𝑓 (𝑤)𝑤ℎ,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︄
𝑒−𝑆

𝑆 𝑓
𝑂̂ 𝑓 (𝑆)

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓

𝜈+∑︁
𝑖=0

𝜈−∑︁
𝑗=0

𝜈D∑︁
𝑘=0

𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

ℎ∑︁
𝑢=0

(
𝜈+
𝑖

) (
𝜈−
𝑗

) (
𝑖 + 𝑗

ℎ + 𝑓 − 𝑘

) (
𝜈D
𝑘

) (
ℎ

𝑢

)
× (−𝑆)𝑢

𝑢!
𝑥𝜈+−𝑖𝑦𝜈−− 𝑗 𝑧𝜈D−𝑘𝑥𝑖 𝑦̃ 𝑗 𝑧𝑘𝑇 𝑓 (𝑤)𝑤ℎ.

(A.21)

With the operators 𝑂̂ 𝑓 (𝑆) and 𝑇 𝑓 (𝑤) defined as:

𝑂̂ 𝑓 (𝑆) =


( ∫

𝑑𝑆

) 𝑓
𝑓 ≥ 0(

𝑑
𝑑𝑆

)− 𝑓
𝑓 < 0

𝑇 𝑓 (𝑤) =


(
𝑑
𝑑𝑤

) 𝑓
𝑤 𝑓 𝑓 ≥ 0( ∫

𝑑𝑤

)− 𝑓
𝑤 𝑓 𝑓 < 0

(A.22)

This simplifies to

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︄
𝑒−𝑆

𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓 𝑂̂ 𝑓 (𝑆)𝑇 𝑓 (𝑤)

𝜈+∑︁
𝑖=0

𝜈−∑︁
𝑗=0

𝜈D∑︁
𝑘=0

𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

ℎ∑︁
𝑢=0

(
𝜈+
𝑖

) (
𝜈−
𝑗

) (
𝑖 + 𝑗

ℎ + 𝑓 − 𝑘

) (
𝜈D
𝑘

) (
ℎ

𝑢

)
× (−𝑆)𝑢

𝑢!
𝑥𝜈+−𝑖𝑦𝜈−− 𝑗 𝑧𝜈D−𝑘𝑥𝑖 𝑦̃ 𝑗 𝑧𝑘𝑤ℎ,

=

√︄
𝑒−𝑆

𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓 𝑂̂ 𝑓 (𝑆)𝑇 𝑓 (𝑤)𝑀 𝑓

𝜈+,𝜈−,𝜈D .

(A.23)
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Here we introduce 𝑀 𝑓
𝜈+,𝜈−,𝜈D as the part involving the summation in 𝐹 𝑓 ,0

𝜈+,𝜈−,𝜈D for more readability.

Evaluating 𝑀 𝑓
𝜈+,𝜈−,𝜈D ,

𝑀
𝑓
𝜈+,𝜈−,𝜈D =

𝜈+∑︁
𝑖=0

𝜈−∑︁
𝑗=0

𝜈D∑︁
𝑘=0

𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

ℎ∑︁
𝑢=0

(
𝜈+
𝑖

) (
𝜈−
𝑗

) (
𝑖 + 𝑗

𝑖 + 𝑗 + 𝑘 − 𝑓 − ℎ

) (
𝜈D
𝑘

)
×

(
ℎ

𝑢

)
(−𝑆)𝑢
𝑢!

𝑥𝜈+−𝑖𝑦𝜈−− 𝑗 𝑧𝜈D−𝑘𝑥𝑖 𝑦̃ 𝑗 𝑧𝑘𝑤ℎ

=

𝜈+∑︁
𝑖=0

(
𝜈+
𝑖

)
𝑥𝑖𝑥𝜈+−𝑖

𝜈−∑︁
𝑗=0

(
𝜈−
𝑗

)
𝑦̃ 𝑗 𝑦𝜈−− 𝑗

𝜈D∑︁
𝑘=0

(
𝜈D
𝑘

)
𝑧𝑘 𝑧𝜈D−𝑘

×
𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

(
𝑖 + 𝑗

𝑖 + 𝑗 + 𝑘 − 𝑓 − ℎ

)
𝑤ℎ

ℎ∑︁
𝑢=0

(
ℎ

𝑢

)
(−𝑆)𝑢
𝑢!

(A.24)

We first focus on evaluating the summation over 𝑢. Without 𝑢! in the denominator, this would

have simply been a binomial expansion. The 𝑢! makes it difficult to evaluate, but each term in

the summation looks like the product of terms from a binomial
(ℎ
𝑢

)
and exponential (−𝑆)𝑢/𝑢!

expansion. We can use the powerful combinatorial technique of generating functions to evaluate

the summation. Here, 𝑡 is a dummy variable that we introduce to count the terms,

𝑀
𝑓
𝜈+,𝜈−,𝜈D =

𝜈+∑︁
𝑖=0

(
𝜈+
𝑖

)
𝑥𝑖𝑥𝜈+−𝑖

𝜈−∑︁
𝑗=0

(
𝜈−
𝑗

)
𝑦̃ 𝑗 𝑦𝜈−− 𝑗

𝜈D∑︁
𝑘=0

(
𝜈D
𝑘

)
𝑧𝑘 𝑧𝜈D−𝑘

×
𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

(
𝑖 + 𝑗

𝑖 + 𝑗 + 𝑘 − 𝑓 − ℎ

)
𝑤ℎ ( [𝑡ℎ] (1 + 𝑡)ℎ𝑒−𝑆𝑡)

(A.25)
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Each term in the summation over ℎ is a product of coefficients of two generating functions,

𝑀
𝑓
𝜈+,𝜈−,𝜈D =

𝜈+∑︁
𝑖=0

(
𝜈+
𝑖

)
𝑥𝑖𝑥𝜈+−𝑖

𝜈−∑︁
𝑗=0

(
𝜈−
𝑗

)
𝑦̃ 𝑗 𝑦𝜈−− 𝑗

𝜈D∑︁
𝑘=0

(
𝜈D
𝑘

)
𝑧𝑘 𝑧𝜈D−𝑘𝑤𝑘− 𝑓

×
𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

(
𝑖 + 𝑗

𝑖 + 𝑗 + 𝑘 − 𝑓 − ℎ

)
𝑤ℎ+ 𝑓−𝑘 ( [𝑡ℎ] (1 + 𝑡)ℎ𝑒−𝑆𝑡)

=

𝜈+∑︁
𝑖=0

(
𝜈+
𝑖

)
𝑥𝑖𝑥𝜈+−𝑖

𝜈−∑︁
𝑗=0

(
𝜈−
𝑗

)
𝑦̃ 𝑗 𝑦𝜈−− 𝑗

𝜈D∑︁
𝑘=0

(
𝜈D
𝑘

)
𝑧𝑘 𝑧𝜈D−𝑘𝑤𝑘− 𝑓

×
𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

( [𝑡𝑖+ 𝑗+𝑘− 𝑓−ℎ] (𝑤 + 𝑡)𝑖+ 𝑗 ) ( [𝑡ℎ] (1 + 𝑡)ℎ𝑒−𝑆𝑡).

(A.26)

For notational convenience, let us define

𝑐𝛼 = [𝑡𝛼] (𝑤 + 𝑡)𝑖+ 𝑗 , 𝑑𝛽 = [𝑡𝛽] (1 + 𝑡)𝛽𝑒−𝑆𝑡 . (A.27)

Since 𝑐𝛼 is zero when 𝛼 > 𝑖 + 𝑗 , the lower limit of the summation over ℎ can be shifted from

ℎ = 𝑘 − 𝑓 to ℎ = 0,
𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=𝑘− 𝑓

𝑐𝑖+ 𝑗+𝑘− 𝑓−ℎ𝑑ℎ =
𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=0

𝑐𝑖+ 𝑗+𝑘− 𝑓−ℎ𝑑ℎ. (A.28)

This summation over ℎ can be written as the coefficient of the product of two generating function

𝑖+ 𝑗+𝑘− 𝑓∑︁
ℎ=0

𝑐𝑖+ 𝑗+𝑘− 𝑓−ℎ𝑑ℎ = [𝑞𝑖+ 𝑗+𝑘− 𝑓 ]
( ∞∑︁
𝛼=0

𝑐𝛼𝑞
𝛼

) ( ∞∑︁
𝛽=0

𝑑𝛽𝑞
𝛽

)
, (A.29)

where 𝑞 is the new dummy variable. Now we will find a closed expression for the generating

function

𝐶 (𝑞) =
∞∑︁
𝛼=0

𝑐𝛼𝑞
𝛼, 𝐷 (𝑞) =

∞∑︁
𝛽=0

𝑑𝛽𝑞
𝛽. (A.30)

Using binomial expansion, we get the closed expression 𝐶 (𝑞) = (𝑤 + 𝑞)𝑖+ 𝑗 . However, it is

much more complicated to obtain a closed expression for 𝐷 (𝑞). To do so, we use the powerful

Lagrange-Bürmann formula, which states that for any generating series 𝑓 (𝑡) and 𝑔(𝑡) such that
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𝑓 (0) ≠ 0 and a change of variable 𝑞 = 𝑡/ 𝑓 (𝑡), we have an identity of generating functions in the

dummy variable 𝑞,
∞∑︁
𝛽=0

( [𝑡𝛽] 𝑓 (𝑡)𝛽𝑔(𝑡))𝑞𝛽 = 𝑔(𝑡)
𝑓 (𝑡)

𝑑𝑡

𝑑𝑞
, (A.31)

where 𝑡 is expressed in terms of 𝑞. In our scenario, 𝑓 (𝑡) = (1 + 𝑡) and 𝑔(𝑡) = 𝑒−𝑆𝑡 , hence

𝑞 = 𝑡/(1 + 𝑡), which gives us

𝑡 =
𝑞

1 − 𝑞
𝑑𝑡

𝑑𝑞
=

1
(1 − 𝑞)2 (A.32)

Writing 𝑡 in terms of 𝑞 we get 𝑓 (𝑡) = 1
1−𝑞 and 𝑔(𝑡) = 𝑒−𝑆𝑞/(1−𝑞) . Therefore we have

𝐷 (𝑞) = 𝑒−𝑆𝑞/(1−𝑞)

(1 − 𝑞)2 (1 − 𝑞)

=
𝑒−𝑆𝑞/(1−𝑞)

(1 − 𝑞) .

(A.33)

Continuing with the original summation, we now have

𝑀
𝑓
𝜈+,𝜈−,𝜈D =

𝜈+∑︁
𝑖=0

(
𝜈+
𝑖

)
𝑥𝑖𝑥𝜈+−𝑖

𝜈−∑︁
𝑗=0

(
𝜈−
𝑗

)
𝑦̃ 𝑗 𝑦𝜈−− 𝑗

×
𝜈D∑︁
𝑘=0

(
𝜈D
𝑘

)
𝑧𝑘 𝑧𝜈D−𝑘𝑤𝑘− 𝑓

(
[𝑡𝑖+ 𝑗+𝑘− 𝑓 ] (𝑤 + 𝑡)𝑖+ 𝑗 𝑒

−𝑆𝑡/(1−𝑡)

(1 − 𝑡)

) (A.34)

Note that in the above expression we again replaced 𝑞 with 𝑡. Repeating the calculations using

Lagrange-Bürmann formula three more times, for the summation over 𝑖, 𝑗 and 𝑘 , we get the final

compressed expression of the desired summation

𝑀
𝑓
𝜈+,𝜈−,𝜈D = [𝑞𝑁−]

(
(𝑥 + 𝑞𝑥)𝜈+ ( 𝑦̃ + 𝑦𝑞)𝜈− (𝑧 − 𝑧𝑞 + 𝑧𝑞)

𝜈D

(1 − 𝑞) 𝑓
exp

(
−𝑆𝑤𝑞

1−𝑞−𝑤𝑞

)
(1 − 𝑞 − 𝑤𝑞)

)
. (A.35)

80



Applying operators 𝑂̂ 𝑓 (𝑆) and 𝑇 𝑓 (𝑤) to 𝑀 𝑓
𝜈+,𝜈−,𝜈D

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︄
𝑒−𝑆

𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓 [𝑞𝑁−]

(
(𝑥 + 𝑞𝑥)𝜈+ ( 𝑦̃ + 𝑦𝑞)𝜈− (𝑧 − 𝑧𝑞 + 𝑧𝑞)

𝜈D

(1 − 𝑞) 𝑓

× 𝑂̂ 𝑓 (𝑆)𝑇 𝑓 (𝑤)
exp

(
−𝑆𝑤𝑞

1−𝑞−𝑤𝑞

)
(1 − 𝑞 − 𝑤𝑞)

)
=

√︁
𝑒−𝑆𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓 [𝑞𝑁−]

(
(𝑥 + 𝑞𝑥)𝜈+ ( 𝑦̃ + 𝑦𝑞)𝜈− (𝑧 − 𝑧𝑞 + 𝑧𝑞)𝜈D

×
exp

(
−𝑆𝑤𝑞

1−𝑞−𝑤𝑞

)
(1 − 𝑞 − 𝑤𝑞) 𝑓 +1

)
(A.36)

A.3.1 Product not coupled

When 𝑔P = 0, the expression in equation (A.36) does not apply,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

𝜈D∑︁
𝑞=0

𝑁−−𝑚−𝑛−𝑞∑︁
ℎ=𝜈D− 𝑓−𝑞

(
𝜈+
𝑚

) (
𝜈−
𝑛

) (
(𝜈+ + 𝜈−) − (𝑚 + 𝑛)
ℎ + 𝑞 + 𝑓 − 𝜈D

) (
𝜈D
𝑞

)
×

(
sin 𝜃

)𝑚+𝑛 (
cos 𝜃′

)𝑚 (
sin 𝜃′

)𝑛 (
− cos 𝜃

)𝑁−−(𝑚+𝑛) (
sin 𝜃′

)𝜈+−𝑚 (
− cos 𝜃′

)𝜈−−𝑛
(−1)𝑞

×
[

𝑔P√︃
𝑔2

R(𝑁R − 1) + 𝑔2
P(𝑁P + 1)

] ( 𝑓 +ℎ+2𝑞)−𝜈D

×
[√√

𝑔2
R(𝑁R − 1) + 𝑔2

P𝑁P

𝑔2
R(𝑁R − 1) + 𝑔2

P(𝑁P + 1)

] 𝜈D+𝑁−−ℎ−𝑚−𝑛−2𝑞 [√√
𝑔2

R(𝑁R − 1) + 𝑔2
P𝑁P

𝑔2
R𝑁R + 𝑔2

P𝑁P

]𝑁−−ℎ−𝑚−𝑛

×
[

𝑔R√︃
𝑔2

R𝑁R + 𝑔2
P𝑁P

] ℎ√︂
(ℎ + 𝑓 )!
ℎ!

〈
ℎR,𝑐

��(ℎ + 𝑓 )P,𝑐
〉
.

(A.37)
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Since 𝑔P = 0, only terms with 𝑓 + ℎ + 2𝑞 − 𝜈D = 0 will be non-zero,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

𝜈D∑︁
𝑞=0

(
𝜈+
𝑚

) (
𝜈−
𝑛

) (
(𝜈+ + 𝜈−) − (𝑚 + 𝑛)

−𝑞

) (
𝜈D
𝑞

) (
sin 𝜃

)𝑚+𝑛 (
cos 𝜃′

)𝑚
×

(
sin 𝜃′

)𝑛 (
− cos 𝜃

)𝑁−−(𝑚+𝑛)
×

(
sin 𝜃′

)𝜈+−𝑚 (
− cos 𝜃′

)𝜈−−𝑛
(−1)𝑞

(
1

√
𝑁R

)𝜈D− 𝑓−2𝑞

×
(√︂

𝑁R − 1
𝑁R

)𝑁−+ 𝑓 +2𝑞−𝜈D−𝑚−𝑛√︄ (𝜈D − 2𝑞)!
(𝜈D − 2𝑞 − 𝑓 )!

〈
(𝜈D − 2𝑞 − 𝑓 )R,𝑐

��(𝜈D − 2𝑞)P,𝑐
〉
.

(A.38)

From the above, we see that 𝑞 = 0 because of the binomial coefficient involving −𝑞 and

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!

𝜈+∑︁
𝑚=0

𝜈−∑︁
𝑛=0

(
𝜈+
𝑚

) (
𝜈−
𝑛

) (
sin 𝜃

)𝑚+𝑛 (
cos 𝜃′

)𝑚 (
sin 𝜃′

)𝑛 (
− cos 𝜃

)𝑁−−(𝑚+𝑛)

×
(
sin 𝜃′

)𝜈+−𝑚 (
− cos 𝜃′

)𝜈−−𝑛 ( 1
√
𝑁R

)𝜈D− 𝑓 (√︂
𝑁R − 1
𝑁R

)𝑁−+ 𝑓−𝜈D−𝑚−𝑛√︄
𝜈D!

(𝜈D − 𝑓 )!

×
〈
(𝜈D − 𝑓 )R,𝑐

��(𝜈D)P,𝑐
〉
.

(A.39)

Using the binomial expansion to collect terms, we get

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︄
𝑁−!

𝜈+!𝜈−!(𝜈D − 𝑓 )! (𝑥 + 𝑥)
𝜈+ (𝑦 + 𝑦̃)𝜈−𝑢𝜈D− 𝑓 〈(𝜈D − 𝑓 )R,𝑐

��(𝜈D)P,𝑐
〉
. (A.40)

A.3.2 Reactant not coupled

Starting from equation (A.5) and substituting 𝑔R = 0, we have 𝑤 = 0,

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︁
𝑒−𝑆𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
𝑤̃− 𝑓

[
𝑞𝑁−

] (
(𝑥 + 𝑥𝑞)𝜈+ ( 𝑦̃ + 𝑦𝑞)𝜈− (𝑧 − 𝑧𝑞 + 𝑧𝑞)𝜈D

1
(1 − 𝑞) 𝑓 +1

)
.

(A.41)
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Changing variable from 𝑞 to 𝑡 = 𝑞(1 + 𝑤)

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︁
𝑒−𝑆𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
(𝑤̃(1 + 𝑤))− 𝑓 [𝑡𝑁−]

((
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈−
×

(
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D 1
(1 − 𝑡) 𝑓 +1

)
=
√︁
𝑒−𝑆𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
(𝑤̃(1 + 𝑤))− 𝑓 𝐵 𝑓𝜈+,𝜈−,𝜈D ,

(A.42)

and we call the part of 𝐹 𝑓 ,0
𝜈+,𝜈−,𝜈D that involves taking the 𝑡𝑁− coefficient

𝐵
𝑓
𝜈+,𝜈−,𝜈D = [𝑡𝑁−]

(
𝐺𝜈+,𝜈−,𝜈D (𝑡)
(1 − 𝑡) 𝑓 +1

)
, (A.43)

where

𝐺𝜈+,𝜈−,𝜈D (𝑡) =
(
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈− (
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D
. (A.44)

When 𝑓 < 0, then deg(𝐺𝜈+,𝜈−,𝜈D (𝑡) (1 − 𝑡)− 𝑓−1) = 𝑁− − 1, therefore, 𝐵 𝑓𝜈+,𝜈−,𝜈D = 0. When 𝑓 = 0,

then deg(𝐺𝜈+,𝜈−,𝜈D (𝑡)) = 𝑁− and we have the following identity

[𝑡𝑁−]
(
𝐺𝜈+,𝜈−,𝜈D (𝑡)

(1 − 𝑡)

)
= 𝐺𝜈+,𝜈−,𝜈D (1). (A.45)

Using this identity, we obtain the expression for 𝐵 𝑓𝜈+,𝜈−,𝜈D base case 𝑓 = 0,

𝐵0
𝜈+,𝜈−,𝜈D = 𝐺𝜈+,𝜈−,𝜈D (1). (A.46)

Now that we have the result for 𝑓 = 0, let’s derive a recursive formula for 𝐵 𝑓𝜈+,𝜈−,𝜈D when 𝑓 ≥ 1.

The coefficient of 𝑡𝑁−+1 in a series
∑
𝑛 𝑎𝑛𝑡

𝑛 is related to the coefficient of 𝑡𝑁− of the derivative of
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the same series. Using this,

[
𝑡𝑁−

] 𝑑
𝑑𝑡

(
𝐺𝜈+,𝜈−,𝜈D (𝑡)
(1 − 𝑡) 𝑓

)
= (𝑁− + 1) [𝑡𝑁−+1]

(
𝐺𝜈+,𝜈−,𝜈D (𝑡)
(1 − 𝑡) 𝑓

)
[𝑡𝑁−]

(
𝐺′
𝜈+,𝜈−,𝜈D (𝑡)
(1 − 𝑡) 𝑓

)
+ 𝑓 [𝑡𝑁−]

(
𝐺𝜈+,𝜈−,𝜈D (𝑡)
(1 − 𝑡) 𝑓 +1

)
= (𝑁− + 1) [𝑡𝑁−+1]

(
𝐺𝜈+,𝜈−,𝜈D (𝑡)
(1 − 𝑡) 𝑓

)
𝑓 𝐵

𝑓
𝜈+,𝜈−,𝜈D = (𝑁− + 1)𝐵 𝑓−1

𝜈+,𝜈−,𝜈D − [𝑡𝑁−]
(
𝐺′
𝜈+,𝜈−,𝜈D (𝑡)
(1 − 𝑡) 𝑓

)
(A.47)

𝐵
𝑓
𝜈+,𝜈−,𝜈D =

1
𝑓

(
(𝑁− + 1)𝐵 𝑓−1

𝜈+,𝜈−,𝜈D − 𝜈+𝑥𝐵 𝑓−1
𝜈+−1,𝜈−,𝜈D

− 𝜈−𝑦𝐵 𝑓−1
𝜈+,𝜈−−1,𝜈D

− 𝜈D(𝑧 − 𝑧)𝐵 𝑓−1
𝜈+,𝜈−,𝜈D−1

)
(A.48)

The expression for 𝐵 𝑓𝜈+,𝜈−,𝜈D for all the different cases,

𝐵
𝑓
𝜈+,𝜈−,𝜈D =



0 𝑓 < 0

𝐺𝜈+,𝜈−,𝜈D (1) 𝑓 = 0

1
𝑓

(
(𝑁− + 1)𝐵 𝑓−1

𝜈+,𝜈−,𝜈D − 𝜈+𝑥𝐵 𝑓−1
𝜈+−1,𝜈−,𝜈D

− 𝜈−𝑦𝐵 𝑓−1
𝜈+,𝜈−−1,𝜈D

−𝜈D(𝑧 − 𝑧)𝐵 𝑓−1
𝜈+,𝜈−,𝜈D−1

)
𝑓 > 0

(A.49)
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A.3.3 Product and reactant equally coupled

For the special case when 𝑔R = 𝑔P, we change variable 𝑡 = 𝑞(1 + 𝑤) and the expression

becomes

𝐹
𝑓 ,0
𝜈+,𝜈−,𝜈D =

√︁
𝑒−𝑆𝑆 𝑓

√︂
𝑁−!

𝜈+!𝜈−!𝜈D!
(𝑤̃(1 + 𝑤))− 𝑓 [𝑡𝑁−]

((
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈−
×

(
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D exp
(

−𝑆𝑤𝑡
(1+𝑤) (1−𝑡)

)
(1 − 𝑡) 𝑓 +1

)
=
√︁
𝑒−𝑆𝑆 𝑓

√︂
𝑄!

𝜈+!𝜈−!𝜈D!
(𝑤̃(1 + 𝑤))− 𝑓 𝐴 𝑓𝜈+,𝜈−,𝜈D ,

(A.50)

where

𝐴
𝑓
𝜈+,𝜈−,𝜈D = [𝑡𝑁−]

((
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈− (
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D

×
exp

(
−𝑆𝑤𝑡

(1+𝑤) (1−𝑡)

)
(1 − 𝑡) 𝑓 +1

)
.

(A.51)

85



Expanding the exponential,

𝐴
𝑓
𝜈+,𝜈−,𝜈D =[𝑡𝑄]

((
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈− (
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D 1
(1 − 𝑡) 𝑓 +1

× exp
( −𝑆𝑤𝑡
(1 + 𝑤) (1 − 𝑡)

))
=

∞∑︁
𝑛=0

1
𝑛!

[𝑡𝑄]
((
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈− (
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D 1
(1 − 𝑡) 𝑓 +1

×
( −𝑆𝑤𝑡
(1 + 𝑤) (1 − 𝑡)

)𝑛)
=

∞∑︁
𝑛=0

𝑤𝑛
1
𝑛!

( −𝑆
1 + 𝑤

)𝑛
[𝑡𝑄]

((
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈− (
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D

× 𝑡𝑛

(1 − 𝑡) 𝑓 +1+𝑛

)
=

∞∑︁
𝑛=0

𝑤𝑛
1
𝑛!

( −𝑆
1 + 𝑤

)𝑛
[𝑡𝑄−𝑛]

((
𝑥(1 + 𝑤) + 𝑥𝑡

)𝜈+ (
𝑦̃(1 + 𝑤) + 𝑦𝑡

)𝜈−
×

(
𝑧(1 + 𝑤) + (𝑧 − 𝑧)𝑡

)𝜈D 1
(1 − 𝑡) 𝑓 +1+𝑛

)
=

∞∑︁
𝑛=0

𝑤𝑛
1
𝑛!

( −𝑆
1 + 𝑤

)𝑛
𝐵
𝑓 +𝑛
𝜈+,𝜈−,𝜈D

(A.52)

For the case when 𝑔R = 𝑔P, 𝑤 = 1/(𝑁 − 1) is very small when a large number of molecules are

coupled to the cavity. Therefore, the summation in 𝐴 𝑓𝜈+,𝜈−,𝜈D converges quickly and is easy to

calculate on a computer.
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Appendix B

Supplementary Information: Molecular
and solid-state topological polaritons in-
duced by population imbalance

B.1 Light-matter coupling

The light-matter coupling part of the total Hamiltonian under the electric dipole approxi-

mation is,
𝐻̂cav−mol =

∑︁
m

∑︁
k,𝛼

−µ̂m · Êk,𝛼 (rm, 0),

=
∑︁
m

∑︁
k,𝛼

−
[ ∑︁
𝛼′=±

(µ𝛼′𝜎̂
†
m,𝛼′ + µ∗

𝛼′𝜎̂m,𝛼′)
]
· Êk,𝛼 (rm, 0),

(B.1)

where µ𝛼′ = µm,𝛼′ =
〈
m, 𝛼′mol

�� µ̂ |m,G〉 is independent of m since we assume that all porphyrin

molecules lie flat in the x-y plane and are oriented. The electric field operator of the mode labeled

by k and 𝛼 is

Êk,𝛼 (r, 𝑧) =

√︄
ℏ𝜔k,𝛼

2𝑉𝜀𝜖0

(
f∗k,𝛼 (r, 𝑧)𝑎̂

†
k,𝛼 + fk,𝛼 (r, 𝑧)𝑎̂k,𝛼

)
. (B.2)

Here, 𝑉 = 𝐿𝑥𝐿𝑦𝐿𝑧 is the volume of the box we consider, where as mentioned in the main

manuscript, we apply periodic boundary conditions along the 𝑥 and 𝑦 directions. From here on,

we will call the in-plane area of the box 𝐴 = 𝐿𝑥𝐿𝑦. Here, fk,𝛼 (r, 𝑧) is the mode profile and it

satisfies [149] ∫
𝑑r

∫ 𝐿𝑧

0
𝑑𝑧f∗k,𝛼 (r, 𝑧)fk,𝛼 (r, 𝑧) = 𝐿𝑧𝐴. (B.3)
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For the TE and TM modes [150],

fk,TE(r, 𝑧) =𝑒𝑖k·r
√

2 sin

[
𝑛𝑧𝜋

𝐿𝑧

(
𝑧 + 𝐿𝑧

2

)]
φ̂,

fk,TM(r, 𝑧) =𝑒𝑖k·r
√√

2
|k|2 +

( 𝑛𝑧𝜋
𝐿𝑧

)2

{(𝑛𝑧𝜋
𝐿𝑧

)
sin

[
𝑛𝑧𝜋

𝐿𝑧

(
𝑧 + 𝐿𝑧

2

)]
ρ̂ − 𝑖 |k| cos

[
𝑛𝑧𝜋

𝐿𝑧

(
𝑧 + 𝐿𝑧

2

)]
ẑ

}
.

(B.4)

We make the rotating-wave approximation,

𝐻̂cav−mol =
∑︁
m

∑︁
k,𝛼

−
[ ∑︁
𝛼′=±

(µ𝛼′𝜎̂
†
m,𝛼′ + µ∗

𝛼′𝜎̂m,𝛼′)
]

·
[√︄ ℏ𝜔k,𝛼

2𝑉𝜀𝜖0

(
f∗k,𝛼 (rm, 0)𝑎̂†k,𝛼 + fk,𝛼 (rm, 0)𝑎̂k,𝛼

)]
,

≈
∑︁
m,𝛼′

∑︁
k,𝛼

−

√︄
ℏ𝜔k,𝛼

2𝑉𝜀𝜖0

[
µ𝛼′ · fk,𝛼 (rm, 0)𝜎̂†

m,𝛼′ 𝑎̂k,𝛼 + µ∗
𝛼′ · f∗k,𝛼 (rm, 0)𝜎̂m,𝛼′ 𝑎̂

†
k,𝛼

]
,

=
∑︁
m,𝛼′

∑︁
k,𝛼

[ 𝑒𝑖k·rm√︁
𝑁𝑥𝑁𝑦

(µ𝛼′ · Jk,𝛼)𝜎̂†
m,𝛼′ 𝑎̂k,𝛼 +

𝑒−𝑖k·rm√︁
𝑁𝑥𝑁𝑦

(µ∗
𝛼′ · J∗k,𝛼)𝜎̂m,𝛼′ 𝑎̂

†
k,𝛼

]
,

(B.5)

where Jk,𝛼 = −
√︁
𝑁𝑥𝑁𝑦

√︃
ℏ𝜔k,𝛼
2𝑉𝜀𝜖0 𝑒

−𝑖k·rfk,𝛼 (r, 0) and µ𝛼′ · Jk,𝛼 is the collective light-matter coupling

strength.

The annihilation operators of photon modes polarized along the horizontal (H) or x-axis

and vertical (V) or y-axis are 𝑎̂k,H and 𝑎̂k,V, respectively. They are related to 𝛼 = ± polarized

modes through 𝑎̂k,± = 1√
2
(𝑎̂k,H ∓ 𝑖𝑎̂k,V) [151]. In addition, we assume that they are related to the

TM and TE modes through 𝑎̂k,TM = cos 𝜙𝑎̂k,H + sin 𝜙𝑎̂k,V and 𝑎̂k,TE = − sin 𝜙𝑎̂k,H + cos 𝜙𝑎̂k,V.

Using this, we obtain the relationship between 𝑎̂k,TE, 𝑎̂k,TM and 𝑎̂k,+, 𝑎̂k,− modes to be,

𝑎̂k,TM =
1
√

2

(
𝑒𝑖𝜙𝑎̂k,+ + 𝑒−𝑖𝜙𝑎̂k,−

)
,

𝑎̂k,TE =
1
√

2

(
𝑖𝑒𝑖𝜙𝑎̂k,+ − 𝑖𝑒−𝑖𝜙𝑎̂k,−

)
.

(B.6)

It is important to note that, based on these relationships and B.4, the 𝛼 =H/V modes are not
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completely linearly polarized and the 𝛼 = ± modes are not completely circularly polarized when

|k| becomes comparable with 𝑛𝑧𝜋/𝐿𝑧. We also find,

Jk,+ =
𝑒𝑖𝜙
√

2

(
Jk,TM + 𝑖Jk,TE

)
,

Jk,− =
𝑒−𝑖𝜙
√

2

(
Jk,TM − 𝑖Jk,TE

)
.

(B.7)

To keep the collective coupling strength µ𝛼′ · Jk,𝛼 constant while taking the 𝑎 → 0

limit, we take the magnitude of the collective transition dipole of the bright state
√︁
𝑁𝑥𝑁𝑦𝜇0 over

square root of the quantization area of the photon mode
√
𝐴 to be a constant; that is, we keep

√
𝜌𝐴𝜇0 = 𝜇0/𝑎 a constant, where 𝜌𝐴 = 𝑁𝑥𝑁𝑦/𝐴 is the areal density of quantum emitters.

Jk,𝛼 = − √
𝜌𝐴

√︄
ℏ𝜔k,𝛼

2𝐿𝑧𝜀𝜖0
𝑒−𝑖k.rfk,𝛼 (r, 0)

= − 1
𝑎

√︄
ℏ𝜔k,𝛼

2𝐿𝑧𝜀𝜖0
𝑒−𝑖k.rfk,𝛼 (r, 0).

(B.8)

B.2 Chern number calculation

For the Chern invariant to be an integer, it is important that the Berry curvature is

integrated over a closed and bounded surface [152]. For periodic systems with a finite period,

the Brillouin zone is a torus which satisfies this requirement. However, for a continuous system,

(𝑘𝑥 , 𝑘𝑦) lies on an unbounded plane; for such systems, Silveirinha [96] proposed mapping this

infinitely large plane onto a sphere to compute the Chern number. This is the procedure we

follow in our work. We discretize k-space and compute the Berry flux in each plaquette within a

square-shaped region in k-space, −𝑘max ≤ 𝑘𝑥 , 𝑘𝑦 ≤ 𝑘max [152, 153] (Fig. S1a and S1b). The

entire region that satisfies the condition 𝑘𝑥 , 𝑘𝑦 > 𝑘max or 𝑘𝑥 , 𝑘𝑦 < −𝑘max is taken as a single giant

plaquette (Fig. S1b), and the Berry flux within this region is computed by taking the Berry phase

along the boundary of the plaquette but in a direction opposite to that used to compute Berry flux
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a b
(kmax,kmax)

(kmax,-kmax)(-kmax,-kmax)

(-kmax,kmax)

x

y

Figure B.1. (a) This is a cartoon figure that demonstrates the way Berry flux and Chern number
are computed in our system. The small squares are the plaquettes over which Berry flux is
computed. The blue arrows specify the orientation used for Berry flux computation. Note that
the direction is opposite for the small squares and the large square. (b) Same as (a), but placed on
a sphere. Here, it is more clear that the direction of the arrow for the large square indicates the
way Berry flux is computed for the giant plaquette covering the rest of the sphere.

for plaquettes within the square −𝑘max ≤ 𝑘𝑥 , 𝑘𝑦 ≤ 𝑘max as indicated in Fig. S1a and S1b. To

ensure that we obtain a converged Chern number, we calculate the Chern number for different

𝑘max and find that, for our system, once 𝑘max & 100𝜇m−1, the Chern number converges to

𝐶1 = ±1, 𝐶2 = ∓1, 𝐶3 = 0, and 𝐶4 = 0 when 𝑓+ ≠ 𝑓− with | 𝑓+ − 𝑓− | & 0.11. Smaller differences

between 𝑓+ and 𝑓−, | 𝑓+− 𝑓− | . 0.11 require larger 𝑘max for convergence. This is not a problem for

the 𝑓+ = 𝑓− case because the Chern invariant will always be zero due to time-reversal symmetry

Ω𝑙 (k) = −Ω𝑙 (−k), and we can use 𝑘max ≈ 100𝜇m−1 to compute it.

B.3 Optical pumping

The number of excitations in the system 𝑁ex =
∑

k,𝛼 𝑎
†
k,𝛼𝑎k,𝛼+

∑
n,𝛼 𝜎

†
n,𝛼𝜎n,𝛼 is a conserved

quantity of this Hamiltonian. Therefore, when we have 𝑓+ fraction of molecules in the |+mol〉

state and 𝑓− in the |−mol〉 state, we will only have to look at the ( 𝑓+ + 𝑓−)𝑁 th excitation manifold.

Unfortunately, the dimensions of the Hilbert space of this manifold scale as
( 𝑁
( 𝑓++ 𝑓−)𝑁

)
, and this
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a b
Band 1 Band 1

𝒇! = 𝟎. 𝟎𝟓
𝒇" = 𝟎

𝒇! = 𝟎. 𝟏
𝒇" = 𝟎

c
Band 1

𝒇! = 𝟎. 𝟑
𝒇" = 𝟎

Figure B.2. The Stokes parameter, 𝑆3(k), of the lowest energy band (Band 1) under pumping
with 𝜎+ polarized light which creates populations (a) 𝑓+ = 0.05, 𝑓− = 0, (b) 𝑓+ = 0.1, 𝑓− = 0,
and (c) 𝑓+ = 0.3, 𝑓− = 0.

quickly becomes computationally intractable as the system size, 𝑁 , increases. Using mean-field

theory, we reduce this many-body problem to a one-body problem. That is, we derive an effective

Hamiltonian for a single excitation in the mean-field of the remaining ( 𝑓+ + 𝑓−)𝑁 excitations; in

this way, we reduce the dimensions of the Hilbert space to that of the first excitation manifold. To

do this, we follow a procedure similar to that used by Ribeiro et al. [101] and write the Heisenberg

equations of motion (EOM) for the operators 𝜎̂m,± and 𝑎̂k,±,

𝑖ℏ
𝑑𝜎̂n,±
𝑑𝑡

=
[
𝜎̂n,±, 𝐻̂mol

]
+

[
𝜎̂n,±, 𝐻̂cav

]
+

[
𝜎̂n,±, 𝐻̂cav−mol

]
=ℏ𝜔e𝜎̂n,± + 1√︁

𝑁𝑥𝑁𝑦

∑︁
k
𝑒𝑖k·rn

[
(1 − 𝜎̂†

n,∓𝜎̂n,∓ − 2𝜎̂†
n,±𝜎̂n,±)

(
Jk,+ · µ±𝑎̂k,+

+ Jk,− · µ±𝑎̂k,−
)
− 𝜎̂†

n,∓𝜎̂n,±
(
Jk,+ · µ∓𝑎̂k,+ + Jk,− · µ∓𝑎̂k,−

)]
,

𝑖ℏ
𝑑𝑎̂k,±
𝑑𝑡

=
[
𝑎̂k,±, 𝐻̂mol

]
+

[
𝑎̂k,±, 𝐻̂cav

]
+

[
𝑎̂k,±, 𝐻̂cav−mol

]
=

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ ± 𝜁 |k| cos 𝜙

)
𝑎̂k,± +

(
− 𝛽0 + 𝛽 |k|2𝑒∓𝑖2𝜙

)
𝑎̂∓,k

+ 1√︁
𝑁𝑥𝑁𝑦

∑︁
m
𝑒𝑖k·rm

(
J∗k,± · µ∗

+𝜎̂m,+ + J∗k,± · µ∗
−𝜎̂m,−

)
.

(B.9)

We make a mean-field approximation to linearize these EOM. For instance, we use
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𝑚𝑛 ≈ 𝑚̄𝑛, that is,

𝜎̂
†
n,+𝜎̂n,+𝑎̂k,+ =

(
〈𝜎̂†

n,+𝜎̂n,+〉 + 𝜎̂†
n,+𝜎̂n,+ − 〈𝜎̂†

n,+𝜎̂n,+〉
)
𝑎̂k,+

=〈𝜎̂†
n,+𝜎̂n,+〉𝑎̂k,+ + (𝜎̂†

n,+𝜎̂n,+ − 〈𝜎̂†
n,+𝜎̂n,+〉)〈𝑎̂k,+〉

≈〈𝜎̂†
n,+𝜎̂n,+〉𝑎̂k,+,

(B.10)

where 〈𝑂̂〉 = Tr
[
𝜌̂0𝑂̂

]
with 𝜌̂0 ≈ ∏

m 𝜌̂m
∏

k
∏
𝛼=+,− 𝜌̂𝛼,k [154]. Here, we assume that af-

ter dephasing of the molecular amplitudes, 𝜌̂m = 𝑓G |m, 𝐺〉 〈m, 𝐺 | + 𝑓+ |m, +mol〉 〈m, +mol | +

𝑓− |m,−mol〉 〈m,−mol |, 𝜌̂𝛼,k = |k, 𝛼cav, 0〉 〈k, 𝛼cav, 0|, and, therefore, 〈𝑎̂k,+〉 = 0. The EOM then

become

𝑖ℏ
𝑑𝜎̂n,±
𝑑𝑡

≈ℏ𝜔e𝜎̂n,± + 1√︁
𝑁𝑥𝑁𝑦

(1 − 𝑓∓ − 2 𝑓±)
∑︁

k
𝑒𝑖k·rn

(
Jk,+ · µ±𝑎̂k,+

+ Jk,− · µ±𝑎̂k,−
)
,

𝑖ℏ
𝑑𝑎̂k,±
𝑑𝑡

=

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ ± 𝜁 |k| cos 𝜙

)
𝑎̂k,± +

(
− 𝛽0 + 𝛽 |k|2𝑒∓𝑖2𝜙

)
𝑎̂∓,k

+ 1√︁
𝑁𝑥𝑁𝑦

∑︁
m
𝑒𝑖k·rm

(
J∗k,± · µ∗

+𝜎̂m,+ + J∗k,± · µ∗
−𝜎̂m,−

)
.

(B.11)

We define rescaled operators 𝜎̂′
n,± = 𝜎̂n,±/

√︁
1 − 𝑓∓ − 2 𝑓± and rewrite the EOM,

𝑖ℏ
𝑑𝜎̂′

n,±
𝑑𝑡

≈ℏ𝜔e𝜎̂
′
n,± + 1√︁

𝑁𝑥𝑁𝑦

√︁
1 − 𝑓∓ − 2 𝑓±

∑︁
k
𝑒𝑖k·rn

(
Jk,+ · µ±𝑎̂k,+

+ Jk,− · µ±𝑎̂k,−
)
,

𝑖ℏ
𝑑𝑎̂k,±
𝑑𝑡

=

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ ± 𝜁 |k| cos 𝜙

)
𝑎̂k,± +

(
− 𝛽0 + 𝛽 |k|2𝑒∓𝑖2𝜙

)
𝑎̂∓,k

+ √︁
𝑁𝑥𝑁𝑦

∑︁
m
𝑒𝑖k·rm

(√︁
1 − 𝑓− − 2 𝑓+J∗k,± · µ∗

+𝜎̂
′
m,+ +

√︁
1 − 𝑓+ − 2 𝑓−J∗k,± · µ∗

−𝜎̂
′
m,−

)
.

(B.12)

From these EOM, along with the fact that 𝜎̂′
n,± act effectively as bosonic operators in mean-field,[

𝜎̂′
n,+, 𝜎̂

′†
n,+

]
=

1−𝜎̂†
n,−𝜎̂n,−−2𝜎̂†

n,+𝜎̂n,+
1− 𝑓−−2 𝑓+ ≈ 𝐼 and

[
𝜎̂′

n,+, 𝜎̂
′†
n,−

]
=

−𝜎̂†
n,−𝜎̂n,+

1− 𝑓−−2 𝑓+ ≈ 0̂, where 𝐼 and 0̂ are the

identity and zero operators, we can construct an effective Hamiltonian 𝐻̂eff = 𝐻̂eff
mol+𝐻̂

eff
cav+𝐻̂eff

cav−mol
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in 𝜎̂′
n,± and 𝑎̂k,±,

𝐻̂eff
mol =

∑︁
n

(
ℏ𝜔e𝜎̂

′†
n,+𝜎̂

′
n,+ + ℏ𝜔e𝜎̂

′†
n,−𝜎̂

′
n,−

)
,

𝐻̂eff
cav =

∑︁
k

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ + 𝜁 |k| cos 𝜙

)
𝑎̂
†
k,+𝑎̂k,+

+
(
𝐸0 +

ℏ2 |k|2
2𝑚∗ − 𝜁 |k| cos 𝜙

)
𝑎̂
†
k,−𝑎̂k,− +

(
− 𝛽0 + 𝛽 |k|2𝑒−𝑖2𝜙

)
𝑎̂
†
k,+𝑎̂k,−

+
(
− 𝛽0 + 𝛽 |k|2𝑒𝑖2𝜙

)
𝑎̂
†
k,−𝑎̂k,+,

𝐻̂eff
cav−mol =

1√︁
𝑁𝑥𝑁𝑦

∑︁
m

∑︁
k
𝑒𝑖k·rm

[√︁
1 − 𝑓− − 2 𝑓+

(
Jk,+ · µ+𝜎̂

′†
m,+𝑎̂k,+

+ Jk,− · µ+𝜎̂
′†
m,+𝑎̂k,−

)
+

√︁
1 − 𝑓+ − 2 𝑓−

(
Jk,+ · µ−𝜎̂

′†
m,−𝑎̂k,+

+ Jk,− · µ−𝜎̂
′†
m,−𝑎̂k,−

)]
+ H.c.,

(B.13)

which is the mean-field Hamiltonian when the system has 𝑓+, 𝑓− excitations. Writing this effective

Hamiltonian in k-space,

𝐻̂eff
mol =

∑︁
k

[
ℏ𝜔e𝜎̂

′†
k,+𝜎̂

′
k,+ + ℏ𝜔e𝜎̂

′†
k,−𝜎̂

′
k,−

]
,

𝐻̂eff
cav =

∑︁
k

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ + 𝜁 |k| cos 𝜙

)
𝑎̂
†
k,+𝑎̂k,+ +

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ − 𝜁 |k| cos 𝜙

)
𝑎̂
†
k,−𝑎̂k,−

+
(
− 𝛽0 + 𝛽 |k|2𝑒−𝑖2𝜙

)
𝑎̂
†
k,+𝑎̂k,− +

(
− 𝛽0 + 𝛽 |k|2𝑒𝑖2𝜙

)
𝑎̂
†
k,−𝑎̂k,+,

𝐻̂eff
cav−mol =

∑︁
k

[√︁
1 − 𝑓− − 2 𝑓+

(
Jk,+ · µ+𝜎̂

′†
k,+𝑎̂k,+

+ Jk,− · µ+𝜎̂
′†
k,+𝑎̂k,−

)
+

√︁
1 − 𝑓+ − 2 𝑓−

(
Jk,+ · µ−𝜎̂

′†
k,−𝑎̂k,+

+ Jk,− · µ−𝜎̂
′†
k,−𝑎̂k,−

)]
+ H.c.

(B.14)

We define states |k,±mol〉′ and |k,±cav〉′ corresponding to operators 𝜎̂′†
k,± and 𝑎̂†k,±, respectively.
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Writing the Hamiltonian 𝐻̂eff (k) = 〈k| 𝐻̂eff |k〉 in the above basis we obtain,

𝐻̂eff (k) = 𝐻̂eff
mol(k) + 𝐻̂

eff
cav(k) + 𝐻̂eff

cav−mol(k), (B.15)

where,

𝐻̂eff
mol(k) =ℏ𝜔e |+mol〉′ 〈+mol |′ + ℏ𝜔e |−mol〉′ 〈−mol |′ ,

𝐻̂eff
cav(k) =

(
𝐸0 +

ℏ2 |k|2
2𝑚∗ + 𝜁 |k| cos 𝜙

)
|+cav〉′ 〈+cav |′

+
(
𝐸0 +

ℏ2 |k|2
2𝑚∗ − 𝜁 |k| cos 𝜙

)
|−cav〉′ 〈−cav |′

+
(
− 𝛽0 + 𝛽 |k|2𝑒−𝑖2𝜙

)
|+cav〉′ 〈−cav |′ +

(
− 𝛽0 + 𝛽 |k|2𝑒𝑖2𝜙

)
|−cav〉′ 〈+cav |′ ,

𝐻̂eff
cav−mol(k) =Jk,+ ·

(√︁
1 − 𝑓− − 2 𝑓+µ+ |+mol〉′ +

√︁
1 − 𝑓+ − 2 𝑓−µ− |−mol〉′

)
〈+cav |′

+ Jk,− ·
(√︁

1 − 𝑓− − 2 𝑓+µ+ |+mol〉′ +
√︁

1 − 𝑓+ − 2 𝑓−µ− |−mol〉′
)
〈−cav |′ + H.c.

(B.16)

Upon pumping with circularly polarized light, the lowest band gradually changes from

containing equal number of modes of both circular polarizations to overwhelmingly containing

modes of a single polarization as | 𝑓+ − 𝑓− | increases (Fig. B.2).

B.4 Parameters

B.4.1 Perylene filled cavity

We take parameters for the perylene filled cavity 𝛽0 = 0.1eV, 𝛽 = 9 × 10−4eV𝜇m2,

𝜁 = 2.5 × 10−3eV𝜇m, 𝑚∗ = 125ℏ2eV−1𝜇m−2, and 𝐿𝑧 = 0.745𝜇m, where these are similar to

those used to model the experiments of Ren et al. [79] (Fig. 3, 4, and 5 in main manuscript).

On the other hand, we modify 𝐸0 and 𝑛𝑧 such that they make the photon modes in our model

near resonant with the transition that is strongly coupled to the cavity. For instance, we take

𝐸0 = 3.80eV and 𝑛𝑧 = 11 for porphyrin (Fig. 3 and 4); 𝐸0 = 2.50eV and 𝑛𝑧 = 9 for Ce:YAG

(Fig. 5b-c); and 𝐸0 = 1.80eV and 𝑛𝑧 = 5 for MoS2 (Fig. 5e-f). We assume that perylene has a
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similar effect on these different photon modes, as it does on modes with 𝐸0 ∼ 2.27eV at k = 0 in

experiments [79]. This may not necessarily be true, however, as we consider a perylene filled

cavity only to achieve frequency separation of photon modes with different polarization, and this

can instead be easily achieved with an electrically tunable liquid crystal cavity [78], replacing

a perylene filled cavity with a liquid-crystal cavity will not modify the underlying physics of

the phenomenon we are interested in, i.e., the idea of using saturation to break TRS will remain

intact.

B.4.2 Porphyrin, Ce:YAG, and monolayer MoS2

We take areal density 𝜌𝐴 = 3.55 × 105𝜇m−2 (∼ 2000 molecules in 75nm × 75nm)

[155], relative permittivity 𝜀 = 1.5 [156], frequency ℏ𝜔e = 3.8056eV and transition dipole

𝜇0 = 1.1184au × 2.5417D/au = 2.84D [91] for the porphyrin film. Also, we consider 100 such

porphyrin films stacked one over the other along the 𝑧 direction within the cavity to achieve strong

light-matter coupling, 𝑁𝑧 = 100. Therefore, the effective areal density of molecules 𝜌′
𝐴
= 𝑁𝑧𝜌𝐴

will be used instead of 𝜌𝐴 while computing Jk,𝛼. These are the parameters used to generate Fig.

3 and 4.

Similarly, using density 𝜌YAG = 5.11g cm−3, molar mass 𝑀YAG = 738 g mol−1, number

of Y3+ per unit cell 𝑛Y3+ = 3, and concentration of Ce3+ (relative to Y3+) 1% = 10−2 [157],

we obtain the effective areal density of Ce3+ ions in a 𝐿′𝑧 = 0.1𝜇m thick layer of Ce:YAG to

be 𝜌′
𝐴
= 10−2𝐿′𝑧𝑛Y3+𝜌YAG𝑁𝐴/𝑀YAG = 1.25 × 107𝜇m−2. This will be used while computing

Jk,𝛼 in place of 𝜌𝐴. We use relative permittivity 𝜀 = 12 [158] and frequency ℏ𝜔e = 2.53eV

(489nm [108]) for the transition in a Ce:YAG crystal. Using the oscillator strength of this

transition 0.286 [108], we calculate the transition dipole 𝜇0 = 5.46D. These are the parameters

used to generate Fig. 5c.

For monolayer MoS2, we consider A-excitons at ℏ𝜔e = 1.855eV [120]. From Chen et

al. [120], we take the Rabi splitting at resonance, and use 𝜇0
√
𝜌𝐴

√︁
ℏ𝜔e/2𝐿𝑧𝜀𝜖0 ≈ 39meV/2 =

19.5meV in our calculations (Fig. 5f).
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