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High-frequency (here defined for a maximum frequency ( fmax) larger than about 1 Hz)

ground motions are closely relevant to building response associated with small structures of

engineering interests. Gaining a deeper understanding of the propagation of high-frequency

seismic waves and characteristics of the resulting ground motions is therefore a principal goal

for seismologists and earthquake engineers. Earthquake simulations, in particular those based

on physics-based and deterministic models, have drawn significant attention from the seismic

community in the most recent decades as a valuable supplement to recorded data. With the

potential ability to accurately characterize broadband wavefields, numerical simulations have
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their own limitations, in particular difficulty in characterizing the underlying physical parameters

to a sufficient resolution and computationally accommodating regional-scale models for seismic

hazard analysis. The primary objective of this dissertations is to explore and rate the effects on

high-frequency ground motions from various model features, which sheds light on their individual

and mixed contributions and importance for future modelers. Chapter 1 is an introduction,

providing background and motivation for each of the following chapters. Chapters 2 and 3 focus

on model characteristics that govern the high-frequency ground motions. Chapter 2 proposes a

calibration approach that enhances the near-surface velocity structure that is insufficiently resolved

in community velocity models. In Chapter 3, we simulate a series of models to investigate the

effects of topography, small-scale heterogeneities, frequency-dependent attenuation, and low

near-surface velocities on the resulting wavefields and ground motions as the frequency extends

up to 5 Hz. In Chapter 4, we propose a method to incorporate surface topography in constraining

the 3D subsurface structure to predict site response. Chapter 5 studies nonlinear effects using

dynamic simulations and proposes an equivalent kinematic source generator to emulate near-

source plasticity in terms of the resulting peak ground velocities and spectral accelerations.
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Chapter 1

Introduction

1.1 Motivation

Earthquakes, caused by energy release from the Earth’s interior during short time span,

constitute one of the most catastrophic natural hazards to human society. While the majority

of earthquakes are too small to be felt by humans, their recordings from expanding sensor

deployments increasingly contribute to our understanding of seismology. Major earthquakes with

magnitude greater than 7 occur globally more than once per month. The timing of these events

remains unpredictable, with limited progress expected in the near future. On the other hand,

considerable progress has been made in estimation of the spatial distribution of ground motions

for future damaging earthquake scenarios, an important ingredient in seismic hazard analysis.

Ground motion prediction is central to seismic hazard analysis, because ground shaking

from major earthquakes is oftentimes the most dominant source of direct damage, as well as

responsible for secondary effects, such as tsunamis, landslides, liquefaction and fires. A conven-

tional approach to ground motion estimation is to perform statistical analysis from earthquake

records, incorporating correlations between earthquake characteristics and measurements. This

method is referred to as ground motion models (GMMs) or ground motion prediction equations
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(GMPEs; e.g., Abrahamson et al., 2014; Boore et al., 2014; Campbell and Bozorgnia, 2014;

Chiou and Youngs, 2014; Idriss, 2014), typically providing median values with uncertainty esti-

mates. However, due to lack of records for large earthquakes, particularly at near-fault sites (e.g.,

less than about 10 km), estimates of strong ground motions using GMPEs suffer from large uncer-

tainty. Here, physics-based numerical methods represent viable alternatives to produce ground

motion estimates for large earthquakes and near-fault distances required for accurate seismic

hazard analysis, public earthquake emergency preparedness, and the design of seismic-resistant

structures in civil engineering.

As analytical solutions for wave propagation in 3D velocity structures are often intractable,

physics-based deterministic simulations solving the elastodynamic equations numerically are

required to obtain ground motion estimates for realistic scenarios. A variety of deterministic

numerical methods have been developed for ground motion prediction, including finite-difference,

finite-element, boundary element, spectral element and pseudo-spectral methods (e.g., Sánchez-

Sesma et al., 1982; Frankel and Vidale, 1992; Olsen et al., 1995; Graves, 1996; Bao et al.,

1998; Seriani, 1998; Käser and Dumbser, 2006; Chaljub et al., 2006). These numerical meth-

ods differ from each other with individual advantages or disadvantages in terms of accuracy,

efficiency and ranges of applicability. Based on extensive verification and validation, though

under various simplifications and assumptions due to insufficiently resolved parameters and

computational limitations, these methods have been developed and applied successfully in a series

of meaningful research exercises (e.g., ShakeOut, PetaShake, M9 Cascadia; for more details

readers are referred to Cui et al., 2009a; Cui et al., 2009b; Olsen et al., 2009; Marafi et al.,

2019). Among these methods, finite difference is the most widely used method in large-scale

three-dimensional (3D) simulations considering its simplicity in mesh generation and GPU par-

allelization, efficiency and scalability. Finite-difference methods are able to support nonlinear

soil behavior, frequency-dependent anelastic attenuation, discontinuous mesh discretization and

irregular surface topography (e.g., Roten et al., 2017b; Nie et al., 2017; Zhang et al., 2012;
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O’Reilly et al., 2021).

Armed with increased availability of high-performance computing resources, researchers

have achieved considerable progress in higher-frequency ground motion simulations in the

last two decades (Graves et al., 2008; Olsen et al., 2009; Bielak et al., 2010; Roten et al.,

2012; Savran and Olsen, 2019; Withers et al., 2019). Despite of this progress, it is critical to

continually refine the temporal and spatial characteristics of broadband seismic wave propagation

simulations, in order to make further advances in mitigating life and property in future damaging

earthquakes. State-of-the-art deterministic earthquake simulations lend themselves to explore the

relative effects of features such as rupture nucleation, rock failure, plastic deformation, anelastic

attenuation and scattering, 3D path effects, low-velocity amplification, etc. This thesis explores

the relative contributions to ground motion estimation from a series of physics-based model

features, introduced in the following.

1.2 Model Characteristics in High-Frequency Simulations

State-of-the-art velocity models used in seismic wave propagation simulations are typi-

cally based on geological, geotechnical and geophysical information, and the accuracy of these

velocity models are critical in minimizing systematic uncertainties in the resulting ground motion

predictions. In the past decades, most large-scale deterministic earthquake simulations have

focused on low-frequency ( fmax 6 1 Hz) seismic waves, which only requires relatively coarse

quantification of model properties. Generally, these simulations excluded surface topography,

small-scale spatial heterogeneities and frequency-dependent attenuation, along with the minimum

velocity clamped at often unrealistically high values to alleviate computational costs. However,

these model features are expected to play an increasingly important role when entering the

high-frequency bandwidth, along with trade offs complicating their relative contributions to the

resulting ground motion estimates. For example, scattering increasing the envelope duration and
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often lowering the peak amplitudes is generated by both topography and velocity heterogeneities

Lai et al. (2020). In the following sections, we briefly discuss the physics-based determinis-

tic simulation features and how they can be accommodated in high-frequency deterministic

simulations.

1.2.1 Near Surface Low Velocity

The presence of near-surface low-velocity layers can have a dramatic effect on the

simulated ground motion, mainly by scattering seismic waves (e.g., Dodge and Beroza, 1997;

Vernon et al., 1998; Imperatori and Mai, 2013; Imperatori and Mai, 2015). Previous studies have

shown that low near-surface material properties, in particular the shear-wave velocity Vs, can

lead to significant amplification, especially at higher frequencies (Boore and Joyner, 1997; Poggi

et al., 2011). In addition, low-velocity layers can increase coda wave amplitude and duration

by trapping energy close to the free surface (Imperatori and Mai, 2013). Unfortunately, many

large-scale deterministic simulations, in particular those using uniform grid approaches, have had

to adopt larger than realistic surface low velocities, because of limitations on the computational

resources.

Due to the oftentimes significant amplification effects, characterization of shallow ma-

terial properties is an important task for ground motion estimation. Numerous well-established

techniques have been applied for local characterization of the shallow velocities, including seismic

borehole logging, surface-wave dispersion surveys, cone penetration tests, gravity observations

and oil-well samples. Regional-scale characterization of near-surface material variability is,

however, technically infeasible and financially prohibitive.

The Southern California Earthquake Center (SCEC) maintains several popular and widely-

used Community Velocity Models (CVMs). The CVM velocities below the top 1-2 kilometers are

generally relatively well-constrained from tomographic inversions (e.g., Lee et al., 2014a; Shaw
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et al., 2015), while the near-surface (< 300 m) velocity information consists of a combination

of geotechnical information and the S-wave velocity in the very uppermost 30 m (VS30) when

available, along with empirical functions, derived from features such as topography (e.g., Wald

and Allen, 2007; Thompson et al., 2014). However, the velocities between the top 300 m and

the tomographic constraints, which have disproportionately strong influence over intermediate

to high frequencies (e.g. > 0.5 Hz Day, 1996), are relatively poorly resolved. Ely et al. (2010)

proposed a method to include the VS30 information into the CVMs via tapering to the values at a

fixed threshold depth. We find that this threshold depth is poorly determined, and we propose an

update to this method for the greater Los Angeles basin based on our modeling of the 2014 M5.1

La Habra, CA, earthquake (see Chapter 2).

1.2.2 Topography

Probably the most prominent effect of surface topography on seismic motions is to amplify

ground motions at mountain ridges and peaks, as evidenced from both observational and numerical

studies (Çelebi, 1987; Kawase and Aki, 1990; Massa et al., 2010; Burjánek et al., 2014). However,

a key challenge in exploring topographic effects is to isolate the contribution of local relief from

other factors, such as stratigraphy, the presence of fault damage zones or low-velocity surface

layers. For example, the assumption that the near-surface geology is consistent across areas

with simple and highly irregular topography (Çelebi, 1987; Geli et al., 1988; Chávez-García

and Faccioli, 2000) is difficult to make. Numerical simulations provide a convenient means to

circumvent such assumptions and isolate topographic amplification (Boore, 1972; Sánchez-Sesma

and Campillo, 1991; Lovati et al., 2011; Hartzell et al., 2017).

A wide range geomorphic parameters have been used to describe topography geometry,

including slope, curvature, relative elevation, and surface roughness (Ashford and Sitar, 1997;

Nguyen and Gatmiri, 2007; Bouckovalas and Papadimitriou, 2005). These studies found that
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smoothed curvature and relative elevation, which are linearly correlated with each other, are

key parameters controlling topographic amplification (Maufroy et al., 2015; Rai et al., 2017).

Because the characteristic length is critical and dependent on frequency, the topographic effects

behave differently in different frequency bands. The conventional assumption is that topography

has negligible effects below 1 Hz (Boore, 1972; Pischiutta et al., 2010), with increasing effects

for higher frequencies. Some recent studies, however, indicate that topography can cause factor-

of-two effects on peak ground motions at frequencies as low as 0.5 Hz, in the presence of a broad

mountain range with significant relief (e.g., Ma et al., 2007). Also, topography can be a major

source of scattering, especially when the source location is shallow and surface waves are excited

(Lee et al., 2009b; Imperatori and Mai, 2015). Here, we will use the support for topography in

our numerical modeling code to further isolate topographic amplification of ground motion for

the greater Los Angeles basin due to the 2014 M5.1 La Habra, CA, earthquake.

1.2.3 Anelastic attenuation

Anelastic (intrinsic) attenuation of seismic waves propagating through Earth’s crust can

be described by the quality factor Q as the fractal energy loss per cycle: Q−1(x, f ) = δE/2πE,

where x is the position, f is the circular frequency, E is the total energy and δE is the energy

loss (O’Connell and Budiansky, 1978). Intrinsic attenuation is caused by internal dissipation

and scattering from crustal and mantle heterogeneities (Sato and Fehler, 2009), which become

prominent at high frequencies ( f > 1 Hz; e.g., Sato et al., 2012). As indicated by its nature,

Q primarily affects the ground motion amplitudes, but can also prolong the shaking duration,

especially for surface waves excited by shallow events (Imperatori and Mai, 2015; Lai et al.,

2020). Different tectonic regions are generally characterized by different anelastic attenation

regimes. For southern California studied here, a tectonic active area, anelastic attenuation is

generally stronger compared to techtonically stable areas (Frankel et al., 1990; Erickson et al.,
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2004). The near-surface crustal material experiences more attenuation, where Q can be as low as

10 in soft sediments (Aster and Shearer, 1991; Abercrombie, 1997).

At low frequencies (i.e., less than about 1 Hz), anelastic attenuation is normally modeled

as a frequency-independent phenomenon (Aki and Richards, 2002). However, observational

evidence shows that Q values appear to increase with frequency at higher frequencies (e.g.,

Aki, 1980; Atkinson, 1995; Erickson et al., 2004), at least in some regions. Withers et al.

(2015) developed an efficient numerical approach to implement frequency-dependent anelastic

attenuation Q( f ) in 3D deterministic simulations, and showed that Q( f ) models generally predict

ground motions better than constant Q models. As simulations are pushed to higher frequencies,

anelastic attenuation becomes increasingly important because of the added wave cycles within

the simulated domain, and is critical for accurate estimation of earthquake ground motions.

1.2.4 Small-scale Heterogeneities

The heterogeneous nature of Earth’s crust, at different scales, is another important factor

governing the propagation of seismic wavefields (Levander and Holliger, 1992; Levander et al.,

1994; Bean et al., 1999; Helffrich and Wood, 2001; Hedlin et al., 1997). Changes in material

properties can lead to amplitude decay and dispersive effects, known as scattering. The most

prominent effects of scattering on the resulting ground motions is the generation of coda waves,

including envelope broadening (Sato, 1989), waveform variation and travel time shift (Flatté

and Wu, 1988). Multiple theoretical studies have been developed to explain the nature of wave

scattering (Aki, 1969; Wu, 1985; Aki and Chouet, 1975; Zeng et al., 1991; Zeng, 1993; Zeng et

al., 1995).

Stochastic numerical simulations, typically computationally less demanding than the

deterministic counterparts, have been carried out using radiative transfer theory (Gusev and

Abubakirov, 1996; Przybilla et al., 2006) or Markov approximation (Saito et al., 2002; Sawazaki
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et al., 2011) to capture scattering processes. For ground motion predictions and earthquake

engineering, hybrid techniques are sometimes applied to include scattering statistics, mainly

at high frequencies, with parameters constrained by observed seismograms and ground motion

prediction models (Liu et al., 2006; Graves and Pitarka, 2010; Mai et al., 2010). Despite being

more computationally expensive, deterministic simulations have been used to study scattering pro-

cesses, distributions of heterogeneities and scattering characteristics by comparing the synthetic

results to seismic records or theoretical predictions (Frankel and Clayton, 1986; Roth and Korn,

1993; Shapiro and Kneib, 1993; Thybo et al., 2003). Recent availability of high-performance

computing resources is increasing the potential for extending these studies to higher frequencies,

where scattering processes tend to play a larger role.

As sufficient coverage of direct measurement constraints for meter-scale mapping of

small-scale heterogeneities is prohibitively expensive, statistical methods have been used to

parameterize crustal heterogeneities. For example, perturbations of crustal material properties,

such as seismic velocities and densities, can be superimposed onto a reference velocity model via

a spatially random field, such as the bandlimited von Kármán correlation function (Frankel and

Clayton, 1986; Hartzell et al., 2010; Appendix A). Other correlations functions, such Gaussian

and exponential formulations, have been less favored for this purpose, as they are unable to match

some key scattering phenomena (Frankel and Clayton, 1986). The parameters that control the

distributions of heterogeneities have been constrained by data from borehole analysis, reflection

seismic experiments and sonic logs (e.g., Holliger, 1996; Dolan and Bean, 1997; Bean et al.,

1999; Savran and Olsen, 2016) as well as by numerical simulation estimates (Thybo et al., 2003;

Nielsen and Thybo, 2006; Przybilla et al., 2009; Imperatori and Mai, 2013; Imperatori and Mai,

2015), but remain somewhat uncertain.
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1.3 Site Amplification

The amplitude of seismic waves is increased when propagating from stiff bedrock into

the lower-velocity soils near the surface due to the impedance contrast (Boore, 1986; Silva and

Darragh, 1995). The effects of soft soils on ground motions, referred to as site response, site

effects, or site amplification, have been documented and studied for more than 100 years (e.g.,

Wood, 1908; Reid, 1910; Gutenberg, 1957). For example, Gutenberg (1957) found that the

amplitude of ground motions between 0.67 to 1 Hz were about 5 times larger at dry alluvium

sites than at crystalline rock sites. Different soil types respond differently when excited by ground

motions in various frequency bands, dependent on the thickness of the soil column (Aki, 1993).

One of the most outstanding examples of site amplification due to local geological structure was

observed during the 1985 M 8.1 Michoacan, Mexico, Earthquake, where the ground motions

on soft lake sediments were amplified by up to 50 times compared to nearby rock sites (Singh

and Ordaz, 1993). Since metropolitan regions are often located on top of soft sediments, the

study of local site conditions and the resulting amplification is a fundamental task for earthquake

engineering.

The accuracy of site response estimates depends on the accuracy of the subsurface model

used, which is usually controlled by the uncertainty of the site properties, and in particular, the

shear-wave velocity, Vs (e.g., Barani et al., 2013; Griffiths et al., 2016). Vs is generally considered

to be the most important parameter for conventional 1D site amplification estimation, which

uses an approximation of horizontally polarized plane S waves propagating through a stack of

homogeneous, planar layers (e.g., Kramer, 1996). This modeling procedure (SH1D) ignores the

lateral complexity of often heterogeneous geology and subsurface structure and is, therefore,

not able to capture 2D or 3D amplification effects (e.g., Roten et al., 2008; Thompson et al.,

2012). Zhu et al. (2018) performed numerical analysis on 2D sedimentary basins and found that

a constant spectral aggravation factor (Chávez-García and Faccioli, 2000), which quantifies the
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discrepancy between 1D and 2D/3D models, insufficiently identify basin effects, in particular for

regions close to the edge of shallow basins. In addition, ground motions computed in 1D models

lack realistic spatial variability, caused by complex wave propagation such as basin amplification,

surface-wave generation, and scattering. For this reason, 1D models are unable to capture spatial

correlations, which is important for risk calculations, in particular concerning regional-scale

infrastructure (e.g., Olsen and Schuster, 1995; Boore, 2004). Although recent efforts have

attempted to reduce velocity uncertainties in site effect estimation (Matavosic and Hashash,

2012; Teague et al., 2018), these methods either require prohibitively complex processing or are

developed for specific cases only.

It is impractical to characterize subsurface structure over a broad region to the resolution

required for accurate ground-motion estimation to high frequencies (e.g., 10 Hz, on the order of

meters to tens of meters). Instead, some studies choose to use simple proxies, based on broad site

classes to supplement estimates of soil properties and spatial site characteristics, for example,

the National Earthquake Hazards Reduction Program (NEHRP) soil classification (BSSC, 2003;

Akkar and Bommer, 2010) or a weighted average of Vs in the uppermost 30 m (VS30, e.g.,

Abrahamson and Silva, 2008; Idriss, 2014). Thompson et al. (2012) proposed a scheme to

classify surface-downhole site pairs by the extent of interevent variability and goodness of fit

between 1D modelling and empirical site response, which can be used to calibrate the constitutive

models and guide specific site studies. Despite the use of these characterizations in some generic

seismic hazard estimates, for instance, via ground-motion prediction equations, recent work has

pointed out the importance of considering site-to-site amplification variability (Atkinson and

Boore, 2006; Atik et al., 2010). These studies show that, even within a single NEHRP or VS30

class, the variability of site amplification and spatial correlations is sufficiently strong to induce

large uncertainty into the resulting ground-motion estimates.

In Chapter 4, we propose a method using surface topography to improve estimation of

site response and the associated uncertainty, and 3D wave propagation effects via high-resolution
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numerical simulations. The simulations naturally take advantage of 3D geotechnical information

and are able to capture complicated, spatially varying amplification effects.

1.4 Near-source Plasticity

A number of densely populated regions are located close to major faults where extreme

earthquakes are likely to occur, e.g., Los Angeles, San Francisco, Tokyo, Istanbul and others.

Seismic hazard analysis and building code design for these regions are particularly affected by

the poorly constrained database of near-source ground motions which leads to large uncertainty

of the high ground motion levels at low exceeding probability (e.g., Hanks et al., 2005; Bommer

and Abrahamson, 2006). Oftentimes, large-scale simulations are limited to linear deformation

for modeling simplicity (Olsen et al., 2008; Molnar et al., 2014), despite pervasive evidence of

nonlinear effects during large earthquakes, which typically decreases the peak ground motions

close to the fault (Andrews et al., 2007; Ma, 2008; Duan and Day, 2010; Templeton et al.,

2010; Dunham et al., 2011b). The occurrence of inelastic deformation near the fault damage

zone is supported by the fact that the central fault core zone is composed of ultra-cataclasites

from microcracks to secondary faults. Though the exact generation of fault damage zones is

still unresolved (Mitchell and Faulkner, 2009), considering plastic deformation is important in

numerical simulations to avoid the otherwise abnormally high slip velocities and accumulative

stress around the bends of the fault (Noda et al., 2009; Dunham et al., 2011a).

Physics-based numerical simulations have the potential to complement the sparse obser-

vations, particularly in the near-fault regions. Several studies have incorporated the inelastic

deformation in earthquake models with continuum plasticity using specific yielding functions

and flow rules (e.g. Mohr-Coulomb or Drucker–Prager formulations; Andrews, 2005; Ma and

Beroza, 2008; Duan and Day, 2010; Dunham et al., 2011b; Roten et al., 2014). While nonlinear

soil effects are traditionally found for frequencies above 1 Hz based on 1D analysis (Field et al.,
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1998), Roten et al. (2014) showed from 3D deterministic simulations that visco-plastic rheology

can reduce the peak amplitudes of long-period (<1 s) ground motions from large southern San

Andreas earthquake scenarios by up to 70% in the Los Angeles Basin compared to the response

obtained with visco-elastic models, primarily due to plastic yielding near the fault.

As large-scale earthquake simulations with plasticity are computationally expensive, in

particular as frequencies increase, we explore the efficacy of an approximate linear method to

include nonlinear effects in the ground motions. The method, involving an “Equivalent Kinematic

Source (EKS)”, uses results from a series of linear and plastic simulations to formulate a modified

source description that optimally emulates the response of an equivalent nonlinear rheology.
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Chapter 2

Calibration of the Near-surface Seismic

Structure in the SCEC Community Velocity

Model Version 4

The near-surface seismic structure (to a depth of about 1000 m), particularly the shear-

wave velocity (VS), can strongly affect the propagation of seismic waves, and therefore must

be accurately calibrated for ground motion simulations and seismic hazard assessment. The

VS of the top (< 300 m) crust is often well-characterized from borehole studies, geotechnical

measurements, and water and oil wells, while the velocities of the material deeper than about 1000

m are typically determined by tomography studies. However, in regions lacking information on

shallow lithological stratification, typically rock sites outside the sedimentary basins, the material

parameters between these two regions are typically poorly characterized due to resolution limits

of seismic tomography. When the alluded geological constraints are not available, models, such

as the Southern California Earthquake Center Community Velocity Models (CVMs), default

to regional tomographic estimates that do not resolve the uppermost VS values, and therefore

deliver unrealistically high shallow VS estimates. A widely-used method for incorporating the
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near-surface earth structure is implemented in CVMs by applying a generic overlay based on

measurements of time-averaged VS in top 30 m (VS30) to taper the upper part of the model to

merge with tomography at certain depth (e.g., 350 m). However, our 3D simulations of the

2014 Mw 5.1 La Habra earthquake in the Los Angeles area using the CVM-S4.26.M01 model

significantly underpredict low-frequency (< 1 Hz) ground motions at sites subject to the generic

overlay (“taper”). On the other hand, extending the VS30-based taper of the shallow velocities

down to a depth of about 1000 meters improves the fit between our synthetics and seismic data at

those sites, without compromising the fit at well constrained sites. We explore various tapering

depths, demonstrating increasing amplification as the tapering depth increases, and the model with

1000 m tapering depth yields overall favorable results. Effects of varying anelastic attenuation are

small compared to effects of velocity tapering. Although a uniform tapering depth is adopted in

the models, we observe some spatial variabilities that may further improve our method.

2.1 Introduction

Ground motion amplification due to the near-surface structure is widely accepted and

well-studied (e.g., Gilbert et al., 1907; Field, 2000), and needs to be incorporated in numerical

simulations of earthquakes to produce accurate ground motion results. Theoretical analyses

have shown that the near-surface shear-wave velocity (VS) can exert strong control on spectral

amplification (Joyner et al., 1981; Boore and Joyner, 1991; Anderson et al., 1996; Day, 1996). The

time-averaged shear-wave velocity in the upper 30 m (VS30) is routinely used as a representation

of the site condition in ground motion prediction models and building codes (Borcherdt, 1994;

Bozorgnia et al., 2014; International Code Council, 2014). Several methods have been proposed

for estimating VS30 from topography (Wald and Allen, 2007), supplemented with near-surface

geological information (Thompson et al., 2014; Wills et al., 2015). However, despite the

continuing advancement in the VS30-based methodologies by the seismic hazard community
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(e.g., Thompson et al., 2014; Heath et al., 2020), estimating VS30 at high resolution remains

a difficult task and it is noted that VS30 is not a good single proxy for the estimation of site

amplification (e.g., Steidl, 2000; Lee and Trifunac, 2010; Shingaki et al., 2018). Other empirical

methodologies provide additional predictive capability for shallow low-velocity amplification,

normally constrained by sediment depth, which is parameterized using the depth to the 1 km/s

(z1) or 2.5 km/s (z2.5) VS horizon (e.g., Abrahamson et al., 2014; Boore et al., 2014; Campbell

and Bozorgnia, 2014). Nonetheless, these empirical methods, oftentimes dependent on VS30, have

similar limitations with VS30 that depth-dependent and lateral velocity variations are insufficiently

accounted for.

While the current approximations to correct for site effects represent great progress in

ground motion estimation, a fully physics-based approach to computing ground motion offers

opportunities for further improvements. The physics-based approach entails difficult challenges

as well, and remains a long-term goal. In such an approach, the full wavefield is computed

deterministically, to maximum frequencies that are sometimes up to 5 Hz or higher, using a

3D velocity model that includes observationally constrained heterogeneities (Savran and Olsen,

2019; Withers et al., 2019; Hu et al., 2021a). A necessary ingredient in producing accurate

synthetic seismograms using physics-based simulations is an accurate velocity model for the

model region. Community Velocity Models (CVMs) have been developed for such purpose, e.g.,

the Southern California Earthquake Center (SCEC) CVMs (Small et al., 2017), the Cascadia

CVM (Stephenson et al., 2017) and the Subsurface Structure Model maintained by the Japan

Seismic Hazard Information Station (Fujiwara et al., 2017). These velocity models are often

generated by combining 3D tomographic inversion from seismic waves (Tape et al., 2009; Tape

et al., 2010; Lee et al., 2014b) with shallow geotechnical information (e.g., VS30). The spatial

resolution of large-scale tomographic studies is generally limited by the density of ray paths,

distribution of high-quality measurements, or intrinsic nonuniqueness of inversion, particularly in

the upper ~1000 m of the crust. For example, Lin et al. (2007) had a vertical grid spacing of 3 km
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and only resolved > 1 km velocity contrasts in their tomographic inversion using P and S wave

arrival time, the full-3D seismic waveform tomography conducted by Lee et al. (2014b) can reach

at best 1 km resolution in the center of the inverted region, and Qiu et al. (2019) found the top 3

km is poorly constrained in their Eikonal tomography using ambient noise cross correlations.

Shallow velocity structure, e.g. S-wave impedance and scattering, has an significant role

in modifying ground motion amplification and duration (e.g., Graves, 1995; Anderson et al., 1996;

Imperatori and Mai, 2013). Specifically, 1D theoretical analysis by Day (1996) suggests that

the smoothed amplification spectrum is principally determined by shallow VS, above roughly the

depth of half the smoothing bandwidth expressed as a wavelength. Over a ~0.5 Hz bandwidth and

typical Southern California rock site VS values, the analysis predicts that the VS structure above

about 1000 m will have a disproportionately strong effect on ground motion. Therefore, resolving

the shallow velocity structure is essential in accurate predictions of ground motions. In SCEC

CVMs, velocities and densities in the top 300 m within the basins are constrained by geotechnical

and geophysical data, such as seismic reflection surveys, borehole seismic records and gravity

data, and in the deeper basins are estimated either from empirical age- and depth-consolidation

rules based on water and oil wells and geological studies, or sonic logs and reflection/refraction

profiles from the oil industry (Magistrale et al., 1996; Magistrale et al., 2000; Süss and Shaw,

2003). Unfortunately, outside and below the basins (typically rock sites), CVMs simply assign

interpolated results from regional tomography studies. Additional data constraints on shallow

velocity structure, including seismic refraction studies (e.g., Teague et al., 2018) or borehole logs

(e.g., Steller, 1996; Thompson et al., 2012) are rare in these regions.

Where location-specific constraints are lacking, previous studies have attempted to use

generic models to bridge the gap between data constraints at shallow (< ~30 m) and deeper (>

~1000 m) depths. For example, Boore and Joyner (1997) generated a continuous depth-dependent

VS function based on 3 different intervals. The VS profile in the upper 30 m was constructed from

interpolated shallow average arrival times. At depths below 4 km, VS was estimated from the
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P-wave velocity (VP), measured from earthquake location studies and velocity surveys, on the

assumption of a fixed Poisson ratio at 0.25. Finally, the shallow and deeper VS were connected

using two power-law functions. Ely et al. (2010) proposed a generalized method that derives the

surface VS by linearly scaling VS30 and then interpolates velocities with depths until converging

to the original tomography model at a certain depth, a scheme which has been implemented in

some of the SCEC CVMs. We will use the term “tapering” to denote the replacement of (poorly

constrained) site-specific CVM values by a generic function of depth that merges smoothly with

the original CVM at some depth zT . Ely et al. (2010) proposed a value of 350 m for zT , based on

qualitative comparison between synthetic and seismic records from the 2008 Mw 5.4 Chino Hills,

CA, earthquake.

In this study, we quantify the accuracy of ground motion simulations based upon com-

parisons to the 2014 Mw 5.1 La Habra, CA, earthquake, and interpret the results in terms of the

representation of crustal VS in the top 1000 m. The chapter is organized as follows: we first

briefly introduce our numerical approach to obtain the simulated ground motions, present an

approximate 1D analysis of site amplification to evaluate the potential to improve site amplifi-

cation at poorly constrained sites, and finally evaluate different generic tapers using 3D wave

propagation simulations. The proposed tapering method amplifies the ground motions as the

tapering depths increase, which generates up to 3 times (less than 10%) increase in the spectral

amplitudes at poorly (well) constrained locations, compared to the original (i.e., untapered) CVM.

We also discuss the limitations of this study, in particular the neglect of spatial variation of the

taper depths, which will be a future objective to investigate, using more validation metrics and

higher frequencies.
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2.2 Numerical Approach

We perform 0-1 Hz wave propagation simulations of the 2014 Mw 5.1 La Habra earthquake

to explore the accuracy of ground motion predictions in terms of the shallow velocity structure.

The simulations use the SCEC velocity model CVM-S4.26-M01 (hereafter referred to as CVM-S).

Figure 2.1 shows the computational domain and strong motion seismic stations in the greater

Los Angeles area used in this study. We discretize a 148 km × 140 km × 58 km region from

CVM-S and the computational domain is rotated 39.9◦ clockwise to reduce the mesh size while

optimizing the data coverage in our region of interest. Table 2.1 lists the simulation parameters.

The GPU-supported staggered-grid finite difference code AWP-ODC (Anelastic Wave

Propagation - Olsen, Day, and Cui, from the authors of the code; Cui et al., 2010) with discontin-

uous mesh (Nie et al., 2017) was used for the simulations analyzed in this study. We used spatial

grid spacings of 20 m and 60 m in the grid partitions above and below 7.5 km, respectively, and a

minimum VS of 500 m/s. To facilitate the use of these simulations in a companion, high-frequency

study (Hu et al., 2021a), we computed frequencies up to 5 Hz. However, we restrict our anal-

ysis to a maximum frequency of 1 Hz in this study, which precludes some of the complicating

effects that may become important at higher frequencies, e.g. topography, frequency-dependent

attenuation, etc. Anelastic attenuation is incorporated with the quality factors given by linear

velocity-dependent relations QS = 0.1VS (VS in m/s) and QP = 2QS, as suggested by previous

literature (e.g., Bielak et al., 2010; Withers et al., 2019). We applied sponge zones (Cerjan et al.,

1985) with a width of 64 nodes at the exterior grid boundaries (except at the flat free surface) to

limit artificial reflections.

The 2014 Mw 5.1 La Habra earthquake was well recorded by broadband strong motion

sensors. We selected 259 stations with the epicentral distance up to 90 km and signal-to-noise

larger than 3 dB for our study. The assessment of the ground motion synthetics is made using the

Fourier amplitude spectra (FAS) of accelerations at all 259 stations, and the goodness of fit to
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data is described by the FAS bias between model and data:

Bias( f requency,site) = log10

(
FASmodel

FASdata

)
(2.1)

We used a kinematic source description generated following Graves and Pitarka (2016)

which creates finite-fault rupture scenarios with stochastic characteristics optimized for California

events. The focal mechanism was taken from the U.S. Geological Survey (strike=233◦, dip=77◦,

rake=49◦; USGS, 2014) with a moment magnitude 5.1, fault area of 2.5 km × 2.5 km, and a

hypocentral depth of 5 km (0.5 km below the top of the finite fault). The source was selected

from a series of 40 realizations with different random seeds from comparison between spectral

accelerations with records at stations within 31 km to the epicenter (R. Graves, Personal Commu-

nication, 03/04/2020; see Fig. 2.2). The rupture duration is less than 2 s, and the source model

was sampled at an interval of 0.001 s, identical to the time step used in our simulations.

The VS profiles extracted from CVM-S beneath all 259 stations selected for the La Habra

event are shown in Figure 2.3. For most stations, the unmodified CVM-S gives low surface VS

(< 500 m/s, see Fig. 2.3a), while a small portion (15%) of the stations have significantly larger

surface VS (> 1500 m/s, up to 4650 m/s). Such large VS, typically representative of much larger

depths, are highly unrealistic at the surface in western North America, even for rock sites in the

presence of weathering (note that shallow velocities can be much higher in mid-continent and

eastern North America where the surface weathered soils are stripped off by glacial erosion).

Additionally, the fact that the VS values remain constant between the surface and about 500 m

depth (Fig. 2.3) indicates a poorly constrained near-surface VS at these stations. We separate all

sites into two classes: type A sites where CVM-S provides meaningful near-surface velocities

based on geological and geophysical constraints and type B sites where shallow velocities are

typically higher than realistic near-surface velocities due to their derivation from relatively low-

resolution seismic tomography. The two types of stations fall into two distinct CVM-S surface VS
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classes, ~200-300 m/s and ~1500-4650 m/s, respectively (Fig. 2.3). Type B represents sites with

poor constraints in velocities and thus constitute our main target for calibration in this study (see

Table 2.2 for type B site information from the original, untapered CVM-S; note the unrealistically

large surface VS). There are many indications that the near-surface VS values at type B sites in

CVM-S are anomalously high. CVM-S includes a geotechnical layer (GTL) by recovering the

basin information from geological and geophysical data, which are typically confined to the top

300 m in basin areas only (Magistrale et al., 1996; Magistrale et al., 2000). In addition, CVM-S

cuts off the GTL at 350 m depth when it is merged with the background velocity model, leading

to a sharp contrast at that depth when the background model has high velocity (as at type B sites).

Note, that the mean values of each of the two groups of profiles become similar below a depth of

2000 m. The hypocentral-distance distributions for the respective site types (A and B) are similar,

though type B sites are typically located outside the basins and thus of relatively larger distance.

2.3 Simulation Results

We calculate the Fourier amplitude spectra (FAS) of accelerations for both recorded and

synthetic time series, both processed in the following way: (1) low-pass filtering with a corner

frequency of 10 Hz using a 4th-order zero-phase Butterworth filter; (2) interpolating linearly to a

uniform time step; (3) tapering at the last 2 seconds using the positive half of a Hanning window;

and (4) padding with 5 seconds of zeros. Horizontal components for both data and synthetics

were rotated to east-west (E-W) and north-south (N-S) directions, and the data were synchronized

to the rupture time. Furthermore, if needed, records were padded with zeros to obtain a duration

of 120 s relative to the rupture time. Finally, we calculated the FAS of the accelerations from the

time derivatives of the velocities for the synthetics and records, which were bandpass filtered

between 0.15 Hz and 1 Hz using a 4th-order zero-phase Butterworth filter. The lower cut-off

frequency of 0.15 Hz was selected to avoid noise interference.
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Figure 2.4 shows a comparison of median FAS, taken over the two types of stations, of

ground accelerations for synthetics from unmodified CVM-S and recordings. The FAS at type A

sites are well predicted, especially below 0.7 Hz, with a small underprediction between 0.7 Hz

and 1 Hz on the horizontal components. At type B sites, however, significant underprediction is

observed for all three components for frequencies as low as 0.2 Hz on the horizontal components.

Also, as the frequency increases toward 1 Hz, the difference in FAS between data and synthetics

increases rapidly, leaving the FAS from the simulated results outside of the 95% confidence

interval of the data. The relatively good match at type A sites indicates that the source description

is not likely to be a significant source of the misfit. Furthermore, more complicated path and

site effects from topography, small-scale heterogeneities and frequency-dependent attenuation

are expected to be negligible at frequencies below 1 Hz. For example, topographic relief mostly

affects a frequency band that scales inversely with the characteristic dimensions of the relief (e.g.,

Boore, 1972; Bouchon and Barker, 1996; Durand et al., 1999), and that band is generally observed

to be above 2 Hz (e.g., Pischiutta et al., 2010; Massa et al., 2014). Frequency dependence of

anelastic Q will also be unimportant of the narrow band considered here (e.g., Liu et al., 1976;

Fehler et al., 1992). Small-scale velocity perturbations likewise have are usually found to have a

relatively small effect at frequencies below 1 Hz (Hartzell et al., 2010). The fact that the large

underprediction in Figure 2.4 is confined to the type B sites and is most marked at frequencies of

~0.5-1.0 Hz, strongly suggests that it is principally controlled by the artificially high shallow Vs

in the CVM-S at those sites.

2.4 Velocity Taper Method

Ely et al. (2010) proposed a method for tapering shallow velocities in SCEC CVMs.

The method first multiplies the VS30 by a uniform constant (the coefficient a in Equation (2.2),

determined by trial and error) to derive the surface VS, which is used to infer the VP and density
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following the scaling laws of Brocher (2005). It should be noted that this method may not preserve

the original VS30, albeit the deviation is generally small. VP, VS and density at the transition depth

are directly extracted from the velocity model. VP and VS are independently interpolated between

the surface and the transition depth, and density is again calculated via the Nafe-Drake law

(Ludwig et al., 1970). The revised velocities, as a function of depth, are obtained by:

z = z′/zT

f (z) = z+b
(
z− z2)

g(z) = a−az+ c
(
z2 +2

√
z−3z

)
VS(z) = f (z)VST +g(z)VS30

VP(z) = f (z)VPT +g(z)P(VS30)

ρ(z) = R(VP)

(2.2)

where z′ is the depth, zT is the transition (taper) depth, z is a normalized depth used in the

following calculations, and f (z) and g(z) are functions defined for formulating the resulting

VP and VS. VST and VPT are the S- and P-wave velocities extracted from the velocity model

at zT , respectively, and P and R are the Brocher (2005) VP scaling law and Nafe-Drake law,

respectively. The coefficient a controls the ratio of surface VS to VS30, and b and c control the

overall and near-surface curvature, respectively. The method generates a profile as a function

of depth minimally parameterized by VS30, properties at the transition depth and three empirical

coefficients only, which greatly simplifies the introduction of the model modifications into the

velocity mesh. The coefficients (a = 1/2, b = 2/3, c = 3/2) proposed by Ely et al. (2010) are

calibrated to match the generic rock profiles of Boore and Joyner (1997) and Magistrale et al.

(2000).

VS30 is one of the key parameters, along with zT , controlling the profile generated using

the method proposed by Ely et al. (2010). The VS30 values adopted by Ely et al. (2010) were
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obtained from the geology-based VS30 map of Wills and Clahan (2006) for California and the

topography-based estimations by Wald and Allen (2007) outside California. Thompson et al.

(2014) proposed a VS30 map for California based on regression kriging to incorporate multiple

constraints from geology, topography and site-specific VS30 measurements at various spatial scales

based on the method by Wills and Clahan (2006), and later updated to the VS30 map by Wills et al.

(2015). This approach is adopted by the US. Geological Survey (Thompson, 2018) for California,

which we adopt to calibrate near-surface velocities in CVM-S.

Figure 2.5 shows a comparison of surface VS values extracted from CVM-S to the VS30

values from Thompson (2018) in our model domain. For type B sites, it is clear that surface

velocities are unrealistically high compared to the VS30 values. This discrepancy motivated the VS

tapering method by Ely et al. (2010), which replaces the original velocities from the surface to the

transition depth zT , while leaving velocities below zT unchanged. Note, that the Ely et al. (2010)

method does not necessarily maintain low velocities in the original model, which are always

overwritten by the calculated profile. For type B sites, where the surface velocities in CVM-S are

typically much larger than the corresponding VS30 values, this velocity tapering works as intended

to lower unrealistically large shallow VS values. However, for type A sites, the benefits of this

method are less clear, as the shallow VS values in CVM-S are close to, or sometimes smaller

than the VS30 from Thompson (2018). In addition, the near-surface velocities at type A sites are

derived from a combination of detailed well logs and other geotechnical information (Magistrale

et al., 2000; Small et al., 2017), often different and likely more accurate than the result of the Ely

et al. (2010) GTL.

For the reasons mentioned above, we propose and test the following variant of the Ely

et al. (2010) method for assigning the shallow velocities in our model domain. We adopt VS30

values from the most recent map (i.e., Thompson, 2018), across the entire domain. Between the

surface and a specified maximum depth, zT , we replace the VS values in CVM-S by Equation (2.2)

whenever the former exceeds the latter. Figure 2.6 illustrates the application of our method to the
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average type A and type B velocity profiles, respectively. At type B sites, VS is reduced (relative

to original CVM-S values) at all depths above zT . At type A sites, the effect is more variable.

Since CVM-S already includes a low-velocity GTL (from geological measurements and borehole

data) down to 350 m in part of California (notice the abrupt discontinuity in Fig. 2.6), the typical

type A profile is mostly unaffected when zT is small (e.g., for the two smallest zT values, in the

case shown in Fig. 2.6). For larger values of zT , type A sites velocities are typically reduced only

for depths between 350 m and zT . Note that, because we impose Equation (2.2) as an upper bound

rather than as an equality, we can apply the method to the CVM-S without explicitly identifying

type A and type B sites a priori (e.g., we do not have to worry about Eq. (2.2) inadvertently

overwriting low sediment velocities at type A sites, as illustrated by the purple dashed curve in

Fig. 2.6).

2.5 SH1D Theoretical Analysis

Before performing computationally expensive 3D numerical simulations, we use a theo-

retical approach to estimate the threshold depth zT . We model vertically-incident SH waves in a

horizontally-layered halfspace (hereafter referred to as “SH1D” modeling) to obtain a preliminary

estimate the effect of the velocity taper. SH1D is widely used in theoretical (e.g., Day, 1996) and

numerical (e.g., Thompson et al., 2012) analysis of elastic site response.

Figure 2.7 shows the 1D site amplification functions for tapered VS profiles from CVM-S

(shown as FAS ratios of the tapered to untapered case), grouped into type A and type B sites.

The various curves indicate the effect of tapering depth zT on site amplification (in the 1D

approximation). As the tapering depth increases, the shallow velocity decreases, generating larger

amplification. For type A sites, amplification (i.e., FAS ratio greater than one) is only obtained

for zT larger than 350 m. Amplification is generated below 0.5 Hz and above ~0.8 Hz, with

deamplification in between these frequencies. Deeper tapering depths tend to further decrease
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near-surface velocities and produce stronger amplification. The narrow band of deamplification

appears only for profiles with tapering depth greater than 350 m, where the sharp discontinuity

starts to subside. The deamplification band gets narrower as the tapering depth increases, leaving

the profiles smoother near 350 m depth. We therefore attribute the deamplification seen in some

of the type A sites to the removal of the velocity contrast at 350 m depth. In general, the changes

at type A sites are relatively small, with less than 10% amplification or deamplification for

tapering shallower than 1000 m. The amplification at type B sites, on the other hand, increases

monotonically with the tapering depth, as expected from the pattern of velocity reduction in

Figure 2.6. The type B amplifications can be quite large; for example, they exceed a factor of 2 in

the 0.5-1.0 Hz range for a taper depth of 1000 m.

We further examined the effects on the resulting synthetics from applying these velocity

tapers; we did so by combining the 3D simulations (which used the original, untapered CVM)

with the SH1D amplification results, as shown in Figure 2.8. At every station, and for each

tapered profile, we calculated the FAS of the 3D simulated acceleration, divided by the FAS of the

recorded acceleration, and multiplied by the SH1D amplification of the tapered profile. We then

averaged across all sites in type A and B site groups, respectively. As expected, the type A sites

show limited effects of superimposing the velocity tapering, and larger zT generally yields more

amplification, with the exception of zT < 500 m for 0.7-1 Hz. Unlike the muted effects of the

velocity tapering for type A sites, different tapering depths produce much greater amplification

effects for type B sites. Deeper tapering depths generate a favorable fit for 0.2-0.4 Hz, but tend

to overpredict above 0.4-0.5 Hz for zT >= 750 m. On the other hand, in the 0.5-1.0 Hz range,

taper depths in the range 350 m to 750 m appear more favorable. These estimates from SH1D

encourage us to explore tapering depths in the range 350 to 1000 m using 3D simulations in the

next section.
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2.6 3D Numerical Simulations

We carried out three additional 3D simulations using CVM-S, with zT of 350 m (default

in Ely et al., 2010), 700 m, and 1000m, respectively. Figure 2.9 shows the resulting FAS bias for

all three components at both type A and B sites. There is a negligible visual difference at type A

sites for all components because our velocity tapering method leaves the original low velocities

virtually unchanged. On the other hand, these models show significant differences at type B sites,

where the original near-surface VS are deemed too large. Both the 700 m and 1000 m tapering

models eliminate the critical underprediction from CVM-S for the two horizontal components.

However, between these two models, the 1000 m model produces a better fit below 0.5 Hz while

slightly overpredicting above 0.5 Hz for the horizontal components. Effects of the velocity taper

are smaller for the vertical component, where the 1000 m model again is superior with a slight

underprediction above 0.2 Hz. Thus, the 1000 m velocity tapering model provides the best fit

across almost the entire frequency band.

It is helpful to quantify the results using a single goodness of fit (GOF) metric, which we

define as the average of the median bias over (a group of) sites:

GOF(model,component) =
1

n f req

n f req

∑
i=1

median(Bias( f requencyi,site)), (2.3)

where n f req is the number of discrete frequencies in the FAS calculation. We prefer using

the median of the bias over stations to minimize the effects of outliers. Table 2.3 lists the bias

for different components and the single GOF value, averaged for the three components, for

various tapering models. Resulting biases are -0.22, -0.154, -0.041, and 0.016 (corresponding to

amplitude underpredictions of 40%, 30%, 10%, and overprediction of 4%), for taper depths of 0,

350, 700, and 1000m, respectively.

Figure 2.10 shows a map of interpolated horizontal FAS bias for CVM-S and our three
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models with tapering depths of 350 m, 700 m, 1000 m. The large basin areas with very low

near-surface velocities, including the central Los Angeles and Chino basins, show almost no

variability among these models. Despite the fairly large spatial variability, the median FAS ratio

in the basins is generally small and insensitive to the tapering depth. More importantly, we see

significant improvement of the bias outside of the basins. For example, the Santa Ana mountains

(see Fig. 2.1 for location) suffer strong underpredictions in CVM-S, and the GOF improves as the

tapering depths increase to 1000 m.

2.7 Discussion and Conclusions

A taper depth zT of 1000 m provides the largest improvement in FAS bias (as measured

by GOF, Eq. (2.3)) for type B sites that we could find using a single generic taper over the region

of interest (Fig. 2.1). This value is substantially different than the 350 m value of Ely et al. (2010).

The spatial distribution of FAS bias in Figure 2.11 suggests that additional improvements may

be possible by permitting spatial variations of the VS tapering. For example, the areas of type

B sites with relatively small underprediction remaining in the preferred 1000 m tapering model

suggests the need for VS modification to even larger depths. However, the eastern termination end

of the San Gabriel Mountains (see Fig. 2.1 for location) shows underprediction for the 350 m

model and overprediction for the 700 and 1000 m models, which indicates the need for tapering

with zT in the 350-700 m range. We also notice a slightly degraded fit at type B sites east of the

Chino Basin (see Fig. 2.5 for location). Possible reasons for this degraded fit include the fact

that this area features a relatively abrupt separation of regions with low and high velocities right

at the boundary, which complicates a fixed, overall tapering depth. In addition, the accuracy of

the topography-based VS30 estimation in this area may be decreased by relatively high elevation

and limited surface topographic slopes, which may induce less accurate topography-based VS30

estimation.
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The optimal tapering depth may also be affected by the anelastic attenuation. We pa-

rameterize anelastic attenuation as a function of local VS, a commonly accepted procedure for

ground motion estimation (e.g., Olsen et al., 2003; Savran and Olsen, 2019; Lai et al., 2020).

Our choice of the relation QS = 0.1VS (for VS in m/s; QP = 2QS) relation is based on the results

from modeling the 2008 Mw 5.4, Chino Hills, earthquake by Savran and Olsen (2016). However,

to examine whether the overprediction in the valleys (underpredictions in the mountain areas)

diminishes with lower (higher) Q, we tested two additional models: (1) CVM-S with zT of

1000 m using QS = 0.05VS and (2) CVM-S with zT of 350 m with QS = 0.15VS (see Fig. 2.11).

Although reducing the overprediction in the valleys, the QS = 0.05VS model reduces the FAS

below the levels observed in the data as distance increases. In addition, the QS = 0.05VS model

increasingly degrades the fit on the vertical component at type A sites (see Table 2.3), as the

frequency increases toward 1 Hz (see Fig. A2.1) and likely beyond. On the other hand, the

QS = 0.15VS model increases the FAS, mostly above the basins and provides little improvement

at type B sites. For these reasons, we prefer the QS = 0.1VS, QP = 2QS model.

Figure 2.12 compares three-component FAS and cumulative kinetic energy (defined as∫ T
0 v(t)2dt, where v(t) is particle velocity as a function of time and T is duration) between the

records and synthetics for a subset of 6 out of 39 type B sites in our model domain. The 6 sites

are selected throughout the domain, representing the broad range of fit between synthetics and

data. Both metrics show amplification on the horizontal components from the velocity tapering

that reduces the shallow velocities. The amplifications on the vertical components, however,

generally increase less with the tapering depths (e.g., sites CIQ0022 and CISDD), indicating

that the horizontal components are more sensitive to site amplification effects, in agreement with

previous studies (e.g., Bonilla et al., 1997; Gülerce and Abrahamson, 2011). At almost all type B

sites, CVM-S underpredicts the FAS below 1 Hz compared with the records, while the tapered

models mitigate the underprediction. Note, however, that different sites show very different

peak amplification frequencies, which complicates the definition of a single, domain-wide zT .
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For example, sites CIQ0022 and CE13080 have close surface VS (see Table 2.2), but CIQ0022

shows significant underprediction and CE13080 shows overprediction for the 1000 m tapering

model. Also, the low-frequency (0.2 - 0.3 Hz) FAS peaks present at site CIIPT, CISTG, CIQ0022

and CISDD are likely due to other local site effects. Figure A2.2 shows the FAS bias at all

type B sites from different models as a function of surface VS. All models show the trend that

the bias increases with surface VS, indicating that sites with larger surface VS need relatively

weaker velocity reduction or shallower velocity tapering. In summary, our method introduces

first-order improvement in overall type B site amplification, while additional fine-tuning of local

amplification requires additional work. Such analysis should include additional GOF metrics, as

well as using simulations of multiple events.

Another family of velocity models for southern California, CVM-H, was originally

developed by Süss and Shaw (2003) and later improved by Plesch et al. (2007), Plesch et al.

(2009), and Plesch et al. (2017) with incorporation of the tomography results from Tape et al.

(2009) and Tape et al. (2010). CVM-H supports the option to include the Ely et al. (2010)

GTL, with a default transition depth of 350 m, across the entire domain. Taborda et al. (2016)

performed 3D deterministic simulations of small earthquakes in California and showed that CVM-

S consistently provides overall superior fit to records as compared to CVM-H for frequencies

up to 1 Hz, with or without the Ely et al. (2010) GTL (zT of 350 m). They also noted that the

addition of the Ely et al. (2010) GTL generally improved the GOF. Fig. 2.13 shows a comparison

of VS profiles from CVM-S and CVM-H at the recording stations located on type B sites. It is

clear that the most poorly constrained site profiles from CVM-S and CVM-H that include the Ely

et al. (2010) GTL with a transition depth of 350 m are similar. We therefore expect that CVM-H

can benefit from a deeper tapering depth (~1000 m) at type B sites, similar to what provided

significant improvement for CVM-S.

In Figure 2.14, we uniformly sampled 300 locations in California and queried their

velocity profiles from CVM-S and CVM-H. The majority of the type A sites are located in the
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west and south and most type B sites in the east. Similar to our simulation domain (Fig. 2.3),

the state-wide sampling shows that most type B sites lack sufficient resolution in the top 1000

m, likely requiring calibration of the shallow velocities. For this reason, the application of our

proposed tapering depth will likely improve the accuracy of ground motion simulations in other

regions of California.

While our analysis was limited to frequencies below 1 Hz, the proposed tapering of the

near-surface VS structure for type B sites in CVM-S will benefit future ground motion predictions

to even higher frequencies. As the available computational resources increase, ground motion

simulations can be extended to higher frequencies, where model features such as topography,

small-scale crustal heterogeneities and frequency-dependent attenuation play an increasingly large

role. However, unless the underlying velocity model is sufficiently accurate, these model features

may cause trade-offs in the results. For example, unrealistically large near-surface velocities, if

present, may trade off with attenuation quality factors to compensate for the underprediction.

To further isolate shallow low-velocity effects and examine the efficacy of our velocity tapering

method, higher-frequency simulations for multiple earthquakes that resolve the velocity structure

in different directions and paths are demanded, along with validations via more ground motion

metrics.

Data and Resources

The UCVM program used to extract velocity meshes can be obtained from SCEC on

https://github.com/SCECcode/UCVMC (last accessed 12/2020). The simulations were performed

on Summit at the Oak Ridge Leadership Computing Facility in Tennessee. Most of the data-

processing work was done using Python and the Generic Mapping Tools package (https://

www.generic-mapping-tools.org, last accessed 04/2021).
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Tables and Figures

Table 2.1: Simulation parameters used for the deterministic ground motion simulations of the
2014 La Habra earthquake.

Domain

Length 147.840 km
Width 140.400 km
Depth 58.000 km

Northwest corner
-118.0154409,

34.8921683

Southwest corner
-118.9774168,

33.9093124

Southeast corner
-117.7401908,

33.0695780

Northeast corner
-116.7729754,

34.0429241

Spatial resolution

Maximum frequency 5 Hz
Minimum VS 500 m/s
Points per minimum wavelength 5
Grid discretization 20/60 m
Number of cells 25,092,587,520
Number of GPU processors 960
Wall-clock time 1.5 hr

Temporal resolution

Time discretization 0.001 s
Simulation time 120 s
Number of timesteps 120,000
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Table 2.2: Type B site information

site name Lon (°) Lat (°) Rhypo (km) Surface VS (m/s) VS30 (m/s) Elevation (m)

CISRN -117.79 33.83 17.53 1908.44 351.90 212.32
CIQ0029 -117.75 33.73 27.87 2163.35 293.50 94.84
CE13220 -117.75 33.68 31.99 2090.55 351.90 70.28
CISTG -117.77 33.66 32.61 1980.29 351.90 47.53
CE13441 -117.78 33.66 32.74 1934.54 447.28 45.87
CIPLS -117.61 33.80 33.36 2234.93 351.90 1215.81
CE24399 -118.06 34.22 36.28 2597.01 710.10 1724.74
CIMWC -118.06 34.22 36.28 2596.96 710.10 1727.73
CIQ0034 -117.66 33.69 36.56 2289.27 293.50 324.50
CIQ0009 -117.71 33.61 41.12 1885.40 351.90 106.23
CIQ0022 -117.50 33.77 43.52 2425.56 351.90 362.41
CIBFS -117.66 34.24 44.01 2270.57 710.10 1301.77
NP707 -117.45 33.85 45.57 2913.91 293.50 407.88
CIQ0026 -117.57 33.64 45.83 2529.13 228.20 375.70
CIQ0005 -117.77 33.53 46.38 1961.18 710.10 42.60
CISDD -117.66 33.55 48.13 1923.53 351.90 122.19
CIQ0038 -117.43 33.73 51.38 2926.22 293.50 416.98
CE13916 -117.32 33.90 56.71 2893.67 518.90 522.59
CITA2 -117.68 34.38 56.88 2381.10 351.90 2258.42
CILPC -117.55 34.32 56.89 1970.65 351.90 1344.56
CICJM -117.42 34.27 61.30 2404.97 228.20 1615.85
CE13080 -117.25 33.97 63.28 2607.63 518.90 542.10
CE23958 -117.65 34.44 63.85 2093.92 447.28 1236.29
CIQ0035 -118.20 34.47 66.03 2428.36 710.10 864.55
CE13096 -117.27 33.70 66.46 4105.94 518.90 426.84
CE23292 -117.54 34.43 66.98 1807.64 710.10 1211.92
CIIPT -117.29 34.20 67.45 2552.72 228.20 945.86
CIPER -117.21 33.86 67.67 2880.41 518.90 467.03
CIQ0028 -117.18 33.83 70.30 3197.89 518.90 461.22
CIQ0013 -118.06 34.54 70.31 2620.60 518.90 859.30
CE13927 -117.17 33.92 70.31 2377.65 351.90 494.08
CISOF -117.56 33.37 70.35 2333.99 351.90 16.09
CILUG -117.37 34.37 72.20 2080.27 513.69 1136.43
CISBPX -117.24 34.23 73.34 2310.65 293.50 1872.13
CE13924 -117.13 33.75 76.98 4161.26 351.90 486.31
CIQ0049 -117.13 34.20 80.69 2184.64 710.10 1661.03
CIBBS -116.98 33.92 88.03 1639.46 518.90 782.79
CE12919 -116.97 33.93 88.77 1559.19 518.90 795.50
CIQ0020 -116.95 33.96 90.66 1588.16 468.40 859.36
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Table 2.3: Average FAS biases for all three components for various models.

Model
Type A sites Type B sites

East-west North-south Vertical Average East-west North-south Vertical Average

CVM-S
*

0.034 0.044 0.009 0.029 -0.277 -0.261 -0.136 -0.225

CVM-S + 350 m
*

0.040 0.048 0.009 0.033 -0.171 -0.153 -0.138 -0.154

CVM-S + 700 m
*

0.055 0.062 0.018 0.045 -0.020 -0.015 -0.087 -0.041

CVM-S + 1000 m
*

0.065 0.073 0.020 0.053 0.048 0.055 -0.055 0.016

CVM-S + 350 m
+ QS = 0.05VS

† -0.039 -0.027 -0.091 -0.052 -0.064 -0.052 -0.156 -0.091

CVM-S + 1000 m
+ QS = 0.15VS

† 0.085 0.091 0.061 0.080 -0.135 -0.120 -0.105 -0.120

*
QS = 0.1VS; QP = 2QS

† QP = 2QS
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Figure 2.1: Simulation region for the La Habra event and locations of 259 strong ground motion
stations (circles represent type A sites with surface VS < 1000 m/s and red triangles represent
type B sites with surface VS >= 1000 m/s). The following maps (Figs. 2.5, 2.10 and 2.11)
will only show the simulated domain (black rectangle), whose dimensions and geographical
coordinates are listed in Table 2.1, The named sites (triangles with black edge) are selected for
further comparisons in Figure 2.12. The star depicts the epicenter of the La Habra earthquake.
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Figure 2.2: Description of the selected source model used in this study. (a) Moment distribution
(shading). The contours represent rupture time at a 0.4 s interval starting from 0. (b) and (c)
represent the sum of the moment rates for all subfaults and the Fourier amplitude spectrum,
respectively. A Brune-type ω−2 decay source (Brune, 1970) that fits the source spectrum is
plotted for reference.
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Figure 2.3: (a) Top 150 m and (b) 0-4000 m VS profiles at the 259 stations. The black and red
curves represent type A (surface VS < 1000 m/s) and type B (surface VS >= 1000 m/s) sites,
respectively. The darker curves denote the sites with farther distance from the source.
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Figure 2.4: FAS derived from the records (black) and CVM-S (blue) for the (a) east-west
component, (b) north-south component and (c) vertical component. The left and right columns
represent type A and B sites, respectively. The solid line is the median of FAS over the site
group, the narrow band is the 95% confidence interval of the median, and the dashed lines depict
the standard deviation centered at the median.
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Figure 2.5: (a) Surface VS extracted from CVM-S, and (b) VS30 from Thompson (2018) in our
model domain (values in the left bottom corner are not available). The star denotes the epicenter.
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Figure 2.6: Representative VS profiles for (a) type A sites and (b) type B sites from CVM-S. The
thick black curves depict the averaged velocity profiles for all 220 type A and 39 type B sites
directly extracted from CVM-S. The thin lines show the VS profiles resulting from our proposed
method for different zT depths between 200 m and 1500 m. The dashed curve shows the VS

profile calculated using the Equation (2.2) tapers from our preferred zT of 1000 m (note that
because the tapers are applied as upper bounds to VS, they typically only affect the type A VS

structure at depths exceeding 350m, where the GTL in CVM-S ceases and causes the abrupt
discontinuity).
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Figure 2.7: The SH1D response for the refined profiles using various zT depths for average (a)
type A and (b) type B sites, divided by the response obtained with the averaged type A and type
B profiles from CVM-S.
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Figure 2.8: Bias of FAS for the two horizontal components averaged over all (a) type A and
(b) type B sites for CVM-S at all 259 stations, superimposed with the corresponding SH1D
response. The black curves denote CVM-S and other labeled curves represent various tapering
depths using SH1D results.
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Figure 2.9: Bias of FAS on the (a) east-west, (b) north-south and (c) vertical components,
calculated from 3D simulations in CVM-S and with tapering depth of 350 m, 700 m, and 1000
m. A positive (negative) value depicts overprediction (underprediction). The left (right) column
shows type A (B) sites. The solid line is the median of FAS, where the narrow band is the 95%
confidence interval of the median, and the dashed lines depict the standard deviation centered at
the median.
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Figure 2.10: Maps of interpolated log10-based FAS bias between four 3D models and data: (a)
CVM-S, and CVM-S with tapering depth of (b) 350 m, (c) 700 m and (d) 1000 m, calculated
from the synthetics and records at 259 stations. The warm (cool) colors represent overprediction
(underprediction). The circles (triangles) depict type A (B) sites. Note the log10-based colorbar.
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Figure 2.11: Maps of interpolated log10-based FAS bias for two 3D CVMs and data. (a)
CVM-S with velocity tapering depth of 350 m and QS = 0.15VS, and (b) CVM-S with velocity
tapering depth of 1000 m and QS = 0.05VS. Warm (cool) colors represent overprediction
(underprediction). Circles depict type A sites and triangles show type B sites.
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Figure 2.12: Cumulative kinetic energy and Fourier velocity spectra at six type B sites. The
subtitles show the names of the sites and their hypocentral distance.
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Figure 2.13: Type B site VS profiles from CVM-S, and CVM-S and CVM-H with (default) Ely
et al. (2010) GTL taper depth of 350 m.
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Figure 2.14: (a) VS profile sample locations in California. Circles denote type A sites and
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m.
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Figure A2.1: Bias of FAS of the (a) east-west, (b) north-south and (c) vertical component,
calculated from 3D simulations in CVM-S with VS tapering depths of 350 m and 1000 m along
with attenuation models QS = 0.05VS, QS = 0.1VS, and QS = 0.15VS. A positive (negative) value
means overprediction (underprediction). The left (right) columns show type A (B) sites. The
solid line is the median of FAS, where the narrow band is the 95% confidence interval of the
median, and the dashed lines depict the standard deviation centered at the median.
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Chapter 3

0-5 Hz Deterministic 3D Ground Motion

Simulations for the 2014 La Habra,

California, Earthquake

We have simulated 0-5 Hz deterministic simulations for the 2014 Mw 5.1 La Habra, CA,

earthquake in a mesh from the Southern California Earthquake Center Community Velocity Model

Version S4.26-M01 with a finite-fault source. Our simulations include statistical distributions

of small-scale crustal heterogeneities (SSHs), frequency-dependent attenuation Q( f ), surface

topography, and effects of near-surface low velocity material. Strong motion data at 259 sites

within an 148 km by 140 km area are used to validate our simulations. Accuracy of the velocity

model, particularly the near-surface low velocities and 3D structure, controls the resolution

to which the anelastic attenuation can be determined. We examine parameterizations of low-

frequency (<1 Hz) shear-wave Q values (QS,0) as a function of shear-wave speed (VS), where

a faster increase of QS,0 for larger VS generally improves the fit to the seismic data. Power-

law exponents γ for high-frequency (>1 Hz) frequency-dependent shear-wave QS expressed as

QS = QS,0 f γ larger than about 0.6 appear inconsistent with the seismic records. Topography, and

51



to a lesser extent SSHs, predominantly decrease the peak velocities and significantly increase the

duration, by energy redistribution. A weathering layer with realistic near-surface low velocities

is found to enhance the amplification at mountain peaks and ridges. Our results show that the

effects of, and trade-offs between, near-surface low-velocity material, topography, SSHs and

Q( f ) become increasingly important as frequencies increase.

3.1 Introduction

It is the ultimate goal for ground motion modelers to deliver their results to engineers

and see their work used in applications beneficial for society, such as structural design. This is

particularly useful in cases of infrequent observations, such as for large magnitude events at short

distances from the fault, where simulations may provide a viable alternative to data. Deterministic

ground motion predictions, including features such as three-dimensional (3D) velocity structure

and frequency-independent anelastic attenuation are now routinely produced for frequencies up to

about 1 Hz with generally satisfactory fit to recorded data (e.g., Graves, 1996; Olsen et al., 2009;

Roten et al., 2012). These simulations have proved to be useful in public earthquake emergency

response and seismic hazard management (e.g., the SHAKEOUT scenario; Jones et al., 2008),

and complementing empirical ground motion prediction models in regions with sparse stations

coverage (e.g., Day et al., 2008).

While the results of these low-frequency simulations are promising, structural engineers

need ground motions with signal content up to 5 Hz and higher for design purposes. Hybrid tech-

niques, combining deterministic low-frequency and stochastic high-frequency signals (e.g., Olsen

and Takedatsu, 2015; Graves and Pitarka, 2016) can be used to generate synthetic seismograms

with frequency content up to 10 Hz and higher. However, simulating both the lower and higher

frequency content using a deterministic approach has the potential to lower part of the epistemic

uncertainty in the resulting ground motion estimates. In this study we investigate the feasibility

52



of increasing the highest frequency for deterministic ground motion predictions to 5 Hz, using

simulations and data for the 2014 Mw 5.1 La Habra, CA, earthquake. The La Habra event was

chosen due to an abundance of records available in the greater Los Angeles area, while ground

motions can be considered linear due to its relatively small magnitude.

As frequencies increase above about 1 Hz, features with increasingly small length scales

become important to realistically predict deterministic ground motions. For example, small-scale

complexity of both the source and surrounding media, on the order of 10-100s of meters, is

expected to increasingly affect ground motion predictions at higher frequencies. Frequency-

independent anelastic attenuation, often chosen as proportional to the local velocity structure

(e.g., Graves and Pitarka, 2010) is usually a good approximation for lower frequencies (up to

~1 Hz; e.g., Liu et al., 1976; Fehler et al., 1992). However, models of frequency-independent

anelastic attenuation appear to be inconsistent with seismic records at higher frequencies where

regional studies indicate that larger Q values may be more accurate (e.g., Withers et al., 2015).

Finally, ground motion simulations often artificially truncate the lowest near-surface velocities

due to computational limitations, which may be a reasonable approximation for lower frequencies

(e.g., Olsen et al., 2003). However, stronger effects from this near-surface material emerge as

frequencies increase and wavelengths decrease (e.g., Pitarka and Ichinose, 2009; Imperatori and

Mai, 2013). Here, we quantify the effects of all of these features in our 3D simulations of the La

Habra event.

In southern California, two state-of-the-art 3D velocity models, namely the Community

Velocity Models (CVM) versions S and H, have been developed through the Southern California

Earthquake Center (SCEC). These CVMs have been validated against ground motion data in

a series of studies (e.g., Taborda et al., 2016; Savran and Olsen, 2019; Lai et al., 2020). Ely

et al. (2010) proposed a method to calibrate the near-surface material based on estimates of

the time-averaged velocity in the upper 30 m (VS30), and later improved by Hu et al. (2021b),

specifically for sites with poor constraints for shallow rock site velocities. Here, we use the SCEC
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CVM-S with the update by Hu et al. (2021b).

The effects of irregular surface topography on ground motions also play an increasingly

large role as frequencies increase (e.g., Liu et al., 2020). In recent studies, theoretical and

numerical methods have helped clarify the interaction between seismic waves and topography

(mainly scattering and trapping of waves, e.g., Imperatori and Mai, 2015; Takemura et al., 2015;

Rodgers et al., 2018), as well as describing the characteristic effects on ground motions. Some

of the most notable effects of topography found by these studies are listed in the following. (1)

Amplification tends to occur at the top of relatively steep slopes for waves with comparable

wavelength to the size of the topographic features; on the other hand, deamplification tends to

occur at low-elevation areas (Trifunac and Hudson, 1971; Boore, 1972; Spudich et al., 1996;

Bouchon and Barker, 1996; Assimaki et al., 2005). Amplification can range up to a factor of 10 or

more between the crest and base of a topographic feature (Davis and West, 1973; Geli et al., 1988;

Umeda et al., 1987; Gaffet et al., 2000). (2) The amplification at mountain tops is systematically

larger for incident S compared with P waves, with diminishing effect when the slope decreases or

the incidence angle increases (Bard, 1982). (3) Body and surface waves are strongly scattered

by irregular topography, thus reducing ground motion amplitudes while prolonging the shaking

duration (Sánchez-Sesma and Campillo, 1991; Lee et al., 2009a). (4) Topography tends to disrupt

the coherency of high-frequency ground motion and thereby distorting the S-wave radiation

pattern (Imperatori and Mai, 2015). Notably, 3D models of the topography are necessary to

capture the amplification effects, as noted in two-dimensional simulation results (Geli et al., 1988;

Bouchon and Barker, 1996). While geometrical characteristics, such as smoothed curvature and

relative elevation, have been explored to approximate topographic effects (e.g., Maufroy et al.,

2015; Rai et al., 2017), they require critical parameter constraints based on local velocity and

target frequency, and are thus difficult to generalize for broadband studies.

It should be noted that previous studies discussed above included only a subset of the

model features deemed to be affecting high-frequency ground motions, or omitted validation
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of the results. In this study, we simulate ground motions for frequencies up to 5 Hz in the

widely-tested SCEC CVM-S4.26M01 including high-resolution topography, and compare to

strong-motion data for the 2014 Mw 5.1 La Habra, CA, earthquake, in order to constrain the

relative contributions from topography, SSHs, and Q( f ) on the ground motions. This chapter is

organized as follows. We first describe the velocity model, simulation parameters, processing of

the synthetic and recorded ground motions, and the source description. Then the relative effects

of model features such as topography, shallow near-surface velocities, small-scale heterogeneities,

and Q( f ) are quantified through goodness-of-fit (GOF) measures between synthetics and data.

Finally, we discuss future research directions based on our results.

3.2 Model Features and Computational Aspects

In this section we describe the simulation method and model setup, and summarize the

features included in our model. In addition, we outline the processing parameters for simulations

and data, and introduce our goodness-of-fit (GOF) measures to validate our simulations.

3.2.1 Numerical method for simulating ground motions

We use the staggered-grid finite-difference (FD) code AWP-ODC (Anelastic Wave Propa-

gation, Olsen-Day-Cui, from the authors of the code, hereafter denoted by AWP; Cui et al., 2010),

which is 4th-order accurate in space and 2nd-order accurate in time, to generate ground motion

predictions for the La Habra event. AWP has been adapted to GPU accelerators for kinematic

sources (Cui et al., 2013), and provides support for frequency-dependent viscoelastic attenuation

(Withers et al., 2015) and topography using a curvilinear grid (O’Reilly et al., 2021).

The accuracy of AWP has been thoroughly verified. For example, large-scale earthquake

simulations in realistic 3D earth models with strong heterogeneities and complex finite-fault
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source descriptions (Bielak et al., 2010; Bielak et al., 2016), revealed good agreement be-

tween AWP, another staggered-grid FD code and a finite-element code. The implementation of

frequency-dependent anelastic attenuation was tested by Withers et al. (2015) against a frequency-

wavenumber solution, and the accuracy of the curvilinear topography implementation (O’Reilly

et al., 2021) was verified against SPECFEM3D (Komatitsch and Tromp, 2002).

3.2.2 Velocity Model

We used a model domain of lateral dimensions 148 km by 140 km, rotated 39.9◦ clockwise

with a depth extent of 60 km (see Fig. 3.1). The mesh was extracted from the SCEC CVM-S4.26-

M01, an updated version of the original CVM-S4 model (Magistrale et al., 2000; Kohler, 2003)

with iterative 3D tomography inversions in Southern California (Lee et al., 2011). The SCEC

Uniform Community Velocity Model software framework (V19.4; Small et al., 2017) was used

for the extraction of seismic P-wave velocity (VP), VS and the material density. The choice of

CVM-S4.26-M01 (hereafter abbreviated with CVM-S) for this study was based on the results by

Taborda et al. (2016) who concluded from a comprehensive validation of four velocity models

with 30 earthquakes in the greater Los Angeles region that this model consistently yielded the

best fit to ground motion data using a variety of metrics. The model includes the near-surface VS

tapering method proposed by Hu et al. (2021b).

3.2.3 Small-scale Heterogeneities

Small-scale crustal heterogeneities (on the order of tens to hundreds of meters) are known

to exist in nature (e.g., Savran and Olsen, 2016) but are insufficiently resolved in state-of-the-

art velocity models. Instead, small-scale heterogeneities are commonly included in numerical

simulations via statistical models of property fluctuations (e.g., Imperatori and Mai, 2013; Savran

and Olsen, 2019). Here, we superimpose a statistical model of velocity and density perturbations
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onto CVM-S, defined via a von Kármán shape function (Frankel and Clayton, 1986):

Φv,a(r) = σ
2 21−v

Γ(v)

( r
a

)v
Kv

( r
a

)
(3.1)

which has Fourier transform:

P(k) =
σ2(2
√

πa)EΓ(v+E/2)v+E/2

Γ(v)(1+ k2a2)
(3.2)

in which k is the wave number and E is the Euclidean dimension, Γ denotes the Gamma function,

and K stands for the modified Bessel function of the second kind with order ν. The parameters

of the von Kármán autocorrelation function include correlation length a, standard deviation σ

and Hurst number ν. This approach generates a random field with zero mean, and the desired

standard deviation is guaranteed by scaling the random variable at each computational node. We

used a fixed Hurst number of 0.05 and introduced elliptical anisotropy with a ratio of horizontal-

vertical correlation lengths of 5, and tested correlation lengths between 100-5000 m, and standard

deviation of 5% and 10%, based on previous studies in Southern California (e.g., Nakata and

Beroza, 2015; Savran and Olsen, 2016). In our model, the random perturbations extend to a depth

of 7.5 km, and then linearly tapered to a standard deviation of 0 at 10 km depth (Olsen et al.,

2018). Figure 3.2 shows an example realization of small-scale heterogeneities, compared to the

original CVM-S in terms of VS at the surface.

3.2.4 Topography

While the basins of the greater Los Angeles region, including near the epicentral area of

the La Habra event, are characterized by relatively flat topographic relief, the San Gabriel and

Santa Ana Mountains bound the area to the north and east, respectively (see Fig. 3.1). To quantify

the effects of topography on ground motions from the La Habra event, we use the curvilinear grid
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approach by O’Reilly et al. (2021). In this version of AWP, surface topography is incorporated

by stretching the computational grid in the vertical direction, while keeping the horizontal grid

spacing unchanged, so that the surface grid locations conform to the shape of the topography.

We include surface topography into our model domain via the
1
3

arc-second resolution Digital

Elevation Model in southern California from the U.S. Geological Survey (USGS, 2020).

3.2.5 Anelastic Attenuation

Anelastic attenuation is needed for accurate simulation of seismic wave propagation

through earth models at distances further than the dominant wavelength to account for the loss of

intrinsic energy. Frequency-independent attenuation, resulting in identical seismic energy loss

per cycle across a frequency bandwidth, has successfully been used to validate ground motion

recordings for frequencies up to about 1 Hz (e.g., Olsen et al., 2003; Graves and Wald, 2004).

However, as frequencies increase above about 1 Hz, data often supports frequency-dependent Q

(e.g., Raoof et al., 1999; Eberhart-Phillips et al., 2014; Wang and Shearer, 2017). To address these

findings, Withers et al. (2015) developed an efficient coarse-grained memory variable approach

to model frequency-dependent attenuation using a power law formulation

Q( f ) = Q0 ∗
(

f
f0

)γ

, f ≥ f0, (3.3)

where Q0 is a frequency-independent Q value applied for f < f0.

A widely-used parameterization of Q0 is proportional to local seismic velocity, with

separate values QP,0 and QS,0 for VP and VS quality factors, respectively, producing an expected

stronger attenuation for lower velocity material, as pointed out by Hauksson and Shearer (2006).

Taborda and Bielak (2014) revised the formula expressed by Brocher (2008) and applied a 6th-

order polynomial function for QS,0 from VS, and QP,0 =
3
4
(VP/VS)

2 QS,0. We test a variety of

these parameterizations of Q0 for the La Habra event (see Fig. A3.1).

58



3.2.6 Near-surface Geotechnical Layer

CVM-S includes geotechnical data which integrates geology and geophysics data from

surficial and deep boreholes, oil wells, gravity observations, seismic refraction surveys and

empirical rules calibrated based on ages and depth estimates for geological horizons in southern

California (Magistrale et al., 1996; Magistrale et al., 2000). While recent validation studies, such

as Taborda et al. (2016), have shown that the basin structure included in CVM-S is reasonably

accurate, unrealistically large surface rock site velocities (see Fig. 3.2) motivated the method by

Ely et al. (2010) to reduce the VS in the top 350 m based on available VS30 values. Recently, Hu et

al. (2021b) proposed a method to further adjust the near-surface structure to a depth of 1000 m,

resulting in an improved fit between simulated and recorded Fourier spectra below 1 Hz for the

La Habra earthquake, which will be used in the simulations in this study.

3.2.7 Ground Motion Simulations

Table 3.1 lists the parameters used in our simulations. All simulations have the same

duration of 120 s and resolve wave propagation up to fmax = 5 Hz by at least 5 points per

minimum S-wavelength. We use AWP-topo that supports a uniform regular, curvilinear mesh to

model wave propagation in composite models including topography and other features, with the

minimum VS clamped at 500 m/s to reduce computational cost. VP in the low-velocity material

is determined by the VP/VS ratio from (the un-clamped) CVM-S. We use a kinematic source

generated following Graves and Pitarka (2016), which creates finite-fault rupture scenarios with

stochastic characteristics optimized for California events. The focal mechanism was taken from

the U.S. Geological Survey (strike=233◦, dip=77◦, rake=49◦; USGS, 2014) with a moment

magnitude 5.1.
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3.2.8 Data Processing

259 strong-motion seismic stations were used to validate the simulations. The strong

motion recordings (velocity time series) are obtained from SCEC (F. Silva, Personal Communica-

tion, 07/2020), with hypocentral distance up to 90 km and signal-to-noise ratio above 3 dB. The

processing procedure included the following steps: (1) low-pass filtering of the time series below

10 Hz using a zero-phase filter; (2) interpolating the time series linearly to a uniform time step;

(3) tapering of at the last 2 seconds using the positive half of a Hanning window; (4) zero padding

the last 5 seconds; (5) filtering the seismograms to the desired frequency, and (6) converting

velocities to accelerations by a time derivative. Except for the initial 10 Hz low-pass filter, all

filters used a low-cut frequency of 0.15 Hz to avoid noise interference (in the data). 4th-order

Butterworth filters were used in all cases. Finally, our horizontal synthetic seismograms were

rotated 39.9◦ counter-clockwise.

3.2.9 Intensity Measures

We use 7 different intensity measures to characterize the performance of our ground

motion models for the La Habra earthquake, namely peak ground velocity (PGV), peak ground

acceleration (PGA), energy duration (DUR), cumulative energy (ENER), response spectral

acceleration averaged between 0.1 and 10 s (RS), smoothed Fourier amplitude spectrum (FAS),

as well as Arias intensity (AI). We computed the SA at frequencies linearly spaced from 0.2 to 5

Hz. Cumulative energy is calculated as ENER =
∫

v(t)2dt. Both ENER and DUR are defined on

the interval between the arrival of 5 and 95 percent of the total energy. Arias intensity describes

the cumulative energy per unit mass (Arias, 1970), and is defined as AI =
π

2g
∫

a(t)2dt, where

a(t) is the acceleration time series, and g is the gravitational acceleration.
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3.3 Results

3.3.1 Source Models

Due to the stochastic characteristics of the kinematic source generator by Graves and

Pitarka (2016), a series of 40 source realizations with different random seeds are evaluated based

on comparisons between spectral accelerations with records at stations with epicentral distance of

31 km or less (R. Graves, Personal Communication, 03/04/2020). The 40 source models, using a

fault area of 2.5 km x 2.5 km, were rated based on the average absolute bias between synthetics

and data up to 5 Hz for the median pseudo-spectral acceleration rotated over all azimuths (rotD50),

from which we selected the three best performing source descriptions with hypocentral depths at

5, 5.5 and 6 km (see Fig. A3.2). The rupture duration of the source descriptions is less than 2 s

and sampled at an interval of 0.0006 s, identical to the time step used in our simulations. The

three sources tend to generate overall similar patterns of PGV within the same bandwidth of low

(< 2.5 Hz) or high (> 2.5 Hz) frequencies (Fig. A3.3). Based on this result, we carry out our

analysis with Source 1 (Fig. 3.3) only in order to limit the computational requirements.

3.3.2 Minimum VS

Southern California features several low-velocity basins where the lowest VS in CVM-S

can be much lower than the minimum value of 500 m/s that we imposed in our models (see

Table 3.1). As previous studies have pointed out, soft soils, characterized by lower VS, have

been found to generate significant amplification of ground motions (e.g., Anderson and Hough,

1984). Reducing the minimum VS will, however, increase the computational cost for the series of

3D numerical simulations needed in our analysis beyond the available resources. For example,

clamping the minimum VS at 200 m/s instead of 500 m/s requires about 40 times more node hours

for a single simulation.
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For this reason, we use a computationally much less expensive 1D method, which models

vertically-incident SH waves in a horizontally-layered halfspace (e.g., Day, 1996; Thompson

et al., 2012), to account for effects of the material with VS less than 500 m/s. At each site, we

calculated the response from two 1D models, one using the velocity profile from our models, and

the other using the same profile but with minimum VS clamped at 500 m/s. In this way, the ratio

of the two 1D results characterizes the effects of the material with VS less than 500 m/s, which is

then convolved with our 3D simulations. Because the SH1D method considers SH waves only,

we will apply this calibration to horizontal components only.

Figure 3.4 illustrates the results of applying the SD1D method low-velocity correction for

an example site. The two profiles show similar SH1D responses below about 0.3 Hz, above which

the SH1D response ratio slowly trends upward with frequency, depicting the amplification from

the material with VS less than 500 m/s. The PGV of the horizontal synthetic with the correction

is increased by 32% relative to that with VS clamped at 500 m/s (Figure 3.4c). The correction

leaves the shape of the waveform almost unchanged. The smoothed Fourier spectra (Figure 3.4d)

further suggests that clamping VS at 500 m/s may be reasonable for frequencies up to 0.8-1 Hz.

Similar effects are observed for all profiles with near-surface velocity lower than 500 m/s, and we

therefore apply this technique to all our 3D simulations with minimum VS clamped at 500 m/s.

3.3.3 Topography

In this section we investigate the effects of topography, which are often ignored in

numerical simulations (e.g., Graves and Wald, 2004; Olsen et al., 2006; Savran and Olsen, 2019).

Our analysis of topographic effects uses a reference model with topography removed. Figure 3.5

shows the percent difference between models with and without topography for PGV, DUR and

AI for bandwidths of 0.15-1 Hz, 1-2.5 and 2.5-5 Hz. It is clear that topography complicates the

wavefield pattern significantly, even at frequencies below 1 Hz in terms of DUR and thus AI.

62



Consistent with previous studies (e.g., Hartzell et al., 1994; Lee et al., 2009a), we observe a

weak deamplification of PGV below 1 Hz in basin areas, while that mountain peaks and ridges

may amplify PGV by less than 50%. In addition, we find that PGV is reduced by about 30%

in the Chino Basin and northwest of San Gabriel Mountains. These results are in agreement

with Ma et al. (2007) who found that the San Gabriel Mountains scatter surface waves from

a northern rupture on the San Andreas Fault and reduce the PGVs in the LAB by up to 50%.

We interpret these results as shielding and focusing effects on the front and back sides of the

mountains, respectively, which become more significant at higher frequencies, in agreement with

Liu et al. (2020). In addition, at frequencies increase above 2.5 Hz, we observe a clear pattern

of “amplification-deamplification-amplification” along the N-S (short) axis of the San Gabriel

Mountains, which is predicted in numerical experiments by Liu et al. (2020).

It is particularly noticeable that DUR within 10 km of the source is strongly amplified for

both low and high frequencies, mostly to the north (northwest end of the Santa Ana Mountains).

Here, topography seems to act as a significant source of scattering that increases the wave duration

on the sides of the mountain facing the incoming wavefields, while DUR is reduced on the “back”

sides of the mountain seen from the source location. At further distance from the source, our

results show a clear negative correlation between the effects on PGV amplification and DUR

lengthening, suggesting that topography redistributes seismic energy from the large-amplitude

first arrivals to the adjacent coda waves. These results are in agreement with Lee et al. (2009a)

who noticed that the effects from topography can interfere with those from path and directivity.

3.3.4 Anelastic Attenuation

Figure 3.6 shows a comparison between PGVs extracted from records and synthetics for a

simulation with Model 1, and Figure 3.7 shows the horizontal- and vertical-component FAS and

FAS bias from Models 1, 3, 4 and 5 (see Table 3.2). As expected, the frequency-dependent and

63



constant Q models diverge above 1 Hz. Among the four attenuation models, QS = 0.075VS f 0.4

(Model 4) fits the vertical component the best, QS = 0.1VS (Model 3) and QS = 0.05VS f 0.6 (Model

5) provide the best fit to the FAS of the data for horizontal components, though Model 3 (Model

5) underpredicts the vertical component above 3 Hz (below 3 Hz).

As for FAS, the spatial distribution of peak ground motions, e.g. PGV, varies significantly

between various Q( f ) models (Fig. 3.8). The QS = 0.1VS f 0.6 model strongly overpredicts the

high-frequency (>2.5 Hz) PGVs in the basins toward the south and west, while providing a

fairly good match at distances greater than 40 km. The more attenuated QS = 0.075VS f 0.4 and

QS = 0.1VS models, on the other hand, generate moderate overprediction in the near-source

regions while underpredicting the PGVs at farther distances.

The consistent overprediction within 40 km for all Q models may be caused by the

omission of the near-surface low-velocity material (<500 m/s) when inverting for the source

description. Another potential cause of the near-source overprediction could be a very low Q in

the shallow sediments (more abundant in the near-source area as compared to larger epicentral

distances), as proposed by Hough et al. (1988) and examined in the numerical simulations by

Withers et al. (2019). The presence of such thin, near-surface layer with very low Q would also

alleviate at least part of the overprediction of the duration (DUR), as obtained for most models.

On the other hand, it is intriguing that the PGVs predicted by all tested Q models appear to

decay faster than data beyond 40 km, roughly at the boundaries of the LAB. This observation

may suggest unrealistically large contrasts in the shear impedance near the basin boundaries in

the CVM, causing excessive entrapment of waves (see Fig. 3.2). Another explanation for the

underprediction of ground motions beyond epicentral distances of 40 km could be higher Q in the

surrounding mountain areas compared to those in the sedimentary basins. We recommend further

research into these discrepancies.

The presence of shallow low velocities is crucial in determining the best-fitting Q models.

Figure 3.9 shows the comparison of PGV and DUR in 0.15-2.5 Hz and 2.5-5 Hz for models with
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and without shallow velocity taper. In addition to the amplification on PGV due to increasing Q,

the 1000 m taper lowers the shallow velocity and increase the PGVs beyond 30-40 km, where

most rock sites locate. Furthermore, the desired larger ground motion amplitudes at farther

distance cannot be achieved by even larger Q, which will generate substantial overprediction of

DUR (Fig. 3.9); while velocity taper has minor influence on DUR and thus is preferred.

3.3.5 Small-scale heterogeneities

Figure 3.10 shows the effects of adding a von Kármán distribution of small-scale het-

erogeneities (SSHs) with σ = 5% and horizontal correlation length of 5000 m compared to a

reference model without SSHs on PGV and DUR in the frequency bands 0.15-2.5 Hz and 2.5-5

Hz. Savran and Olsen (2019) studied a smaller region up to 2.5 Hz, roughly in the center of our

simulated domain, found that SSH presents itself as a second-order source of misfit that yields

relatively small influence on ground motions. Our results generally agree with their findings, and

further show that SSHs have stronger effects at farther distance and in higher frequencies.

Przybilla et al. (2009) performed analysis using elastic radiative transfer theory and

showed that the direction dependence of scattering can be identified by ak, where a is the

correlation length and k is the wave number. For ak ≈ 1, waves interact with heterogeneous

medium most intensively because the wavelength and correlation length are in the same order.

When ak � 1 waves are predominantly scattered in the forward direction, which generates

geometric focusing in the early arrivals and leads to larger peak amplitudes, and vice versa for

ak� 1. In the case with a = 5000 m, our model generally confines to the forward scattering

regime and PGV is amplified, which is shown quantitatively in Figure 3.11. As the frequency

increases, k and thus ak tends to increase as well, causing generally weaker scattering effects

as deviating from the most intensive scattering regime, thus the median difference closer to 0

for both PGV and DUR. However, higher frequencies wavefields are capable of resolving finer
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structure, and may induce larger spatial variability in scattering effects, represented by larger

standard deviations. More SSH realizations with various standard deviations and correlation

lengths of the random field are examined (see Figure A3.4), which shows a general trend that

larger standard deviation and correlation length yield stronger SSH effects.

3.4 Discussion and Conclusions

In this study we have explored the effects of a series of different model features on

the resulting ground motions for the 2014 M5.1 La Habra, CA, earthquake. Clearly, trade-offs

between the parameters complicates or even inhibits determining a unique set of model parameters

creating a best fit to the data. In order to quantitatively rate the performance of the different

model features, we used a modified subset of the goodness-of-fit (GOF) metrics proposed by the

methods of Anderson (2004) and Olsen and Mayhew (2010) developed for the comparison of

broadband seismic traces (0 to 10+ Hz). The GOF score for each metric is defined as

Gmetric = 10erfc
(

2|x− y|
x+ y

)
. (3.4)

where x and y are two positive scalars from the selected metrics. Gmetric is computed for each

metric and combined into a weighted average using all 3 components. We used weights of 0.5,

0.5, 1, 0.5, 0.5, 1, and 1 for for PGV, PGA, DUR, AI, ENER, RS, and FAS, where reduced

weights are chosen due to correlation between metrics (Olsen and Mayhew, 2010). The GOF

score for the entire simulation is calculated as the average of Gstation across all 259 stations. GOF

values between two signals above 4.5 and 6.5 are considered fair and very good fit, respectively.

The GOF scores for the models (see Table 3.2) explored in this study are shown in

Figure A3.6, see also Figure 3.12 and Figures A3.7 to A3.27 in Section 3.4 for results for

individual models. Note that the model ID does not represent any ranking of their goodness of
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fit against seismic records. The models generally achieve GOF in the range of 5.1 to 5.4 for the

low frequencies (< 2.5 Hz), with the lowest values for models 15, 16 and 20, and the highest

value for models 4, 6, and 11. The GOF scores for the high frequencies (> 2.5 Hz) are typically

about an increment of one smaller than those for the low frequencies, caused by a combination

of increased uncertainty in the source description and model parameters of the former. Among

the investigated models, Models 3, 4, 6, and 21 achieve the highest GOF values for 2.5-5 Hz,

while Models 9, 15, and 19 reflect the lowest values. Note that Model 9, characterized by a 350 m

taper of the near-surface velocity modification, yields fair GOF values for frequencies below 2.5

Hz while sacrificing the fit for high-frequency waves, consistent with the recommendations of a

1000 m taper by Hu et al. (2021b). The smallest GOF value is obtained for model 15, indicating

that SSH with standard deviation of 10% may be too heterogeneous. The consistently lower

GOF above 2.5 Hz for Models 17-22 indicates the necessity of including mountain topography in

high-frequency simulations.

Hu et al. (2021b) showed that reducing shallow velocities in CVM-S at poorly constrained

sites in the greater Los Angeles area by a generic taper function based on VS30 was able to

improve the fit of ground motion synthetics to data for the La Habra earthquake, particularly in

regions constrained by limited geological information. However, since their tests were restricted

to frequencies below 1 Hz and models with a flat free surface. Here, we examine the efficacy of

the method for frequencies up to 5 Hz, while adding topography to the models from Hu et al.

(2021b). As in their study we divided the 259 strong motion recording sites into two groups: type

A sites representing sites with good geological constraints, and type B sites with poor geological

constraints, characterized by unrealistically large surface VS in the top 500-1000 m in CVM-S.

Figure 3.13 shows the median FAS for both types of sites from various models (see Table 3.2

for a list of model features). As observed by Hu et al. (2021b), type A sites are largely unaltered

by the shallow velocity tapering methodology. The original CVM-S (Model 11) significantly

underpredicts the FAS at type B sites up to 5 Hz.
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Topography causes generally small effects in terms of FAS (Figure 3.13, Model 1 versus

Model 17), except for the increase on the vertical component for type B sites for frequencies larger

than 1.5 Hz. Previous studies attempting to capture the effects of topography on ground motions

and establish proxies to characterize such effects typically have used simple homogeneous models

of earth material, e.g. Maufroy et al. (2015) and Rai et al. (2017). These studies found that

topographic curvature is a good proxy characterizing irregular surface in evaluating topographic

effects. However, assessment of topographic effects on ground motions are complicated by

amplification due to the presence of shallow weathering layer of low velocities, typically present

in mountain regions, omitted in these studies. Here, we re-assess these findings including the

amplification effects from the modification of near-surface material at type B sites proposed

by Hu et al. (2021b). We calculated the smoothed curvature of topography with a smoothing

window of 640 m. Steeper relief is characterized by larger curvature values, while flatter regions

are of curvature close to zero. Figure 3.14 shows the percent difference in PGV caused by

including topography for varying curvature in the simulated region. The response of two models

are shown, one with 1000 m VS taper (Hu et al., 2021b) and one without (original CVM-S). The

model without the near-surface low velocities introduced by the VS taper method tends to reduce

the PGVs by about up to 40% for most curvatures below 2.5 Hz, with a broader spectrum of

de-amplification (up to 75%) and amplification (up to 40-100%, most pronounced for the largest

curvatures) at frequencies between 2.5 and 5 Hz. These trends, however, becomes much more

notable when the shallow low velocities are present, where steep topography (e.g., mountain

summits and local steep hills) increases PGVs. This result may partly explain why in previous

studies, omitting the near-surface model complexity, topographic effects on ground motions tend

to underestimate the amplification at mountain tops compared to observations (e.g., Pischiutta et

al., 2010; Lovati et al., 2011).

The accuracy of the source description is critical for obtaining reliable estimates of the

parameters controlling model features such as Q( f ). The overprediction for near-source epicentral
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distances and distance decay faster than that for data at further distances of the PGVs (see Figs. 3.8,

3.9 and 3.12) may at least partly be explained by uncertainty in the source moment and/or fault

area. While the moment is likely relatively well constrained, a somewhat larger fault area would

decrease near-source PGVs and facilitate propagation of additional seismic energy to further

distances. We recommend using simulations with additional (ensembles of) sources, to further

examine the model features in this work.

In addition to the source description, inaccuracies in the velocity structure further com-

plicates estimation of the optimal model parameters, in particular for the Q model, as pointed

out by (e.g., Savran and Olsen, 2019; Lai et al., 2020). Withers et al. (2015) estimated higher γ

values (near 0.8) from their modeling of the Chino Hill earthquake. However, this estimate may

be biased by the use of a CVM-S with near-surface rock velocities biased high, as well as smaller

source-station distances and lower maximum frequency. Savran and Olsen (2019) used γ equal to

0.6, but with limited high-frequency resolution up to 2.5 Hz. Nevertheless, future improvement in

community velocity models, wider access to computational resources, more efficient numerical

codes and guidance from this study are bound to further constrain the ground motion models,

leading to more accurate seismic hazard analysis.

Data and Resources

The UCVM program used to extract velocity meshes can be obtained from SCEC on

https://github.com/SCECcode/UCVMC (last accessed 12/2020). The simulations were performed

on Summit at the Oak Ridge Leadership Computing Facility in Tennessee. Most of the data-

processing work was done using Python and the Generic Mapping Tools package (https://

www.generic-mapping-tools.org, last accessed 04/2021).
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Tables and Figures

Table 3.1: Simulation parameters used for the deterministic ground motion simulations of the
2014 La Habra earthquake.

Model

Topography Yes
Length 147.840 km
Width 140.400 km
Depth 58.000 km
Northwest corner -118.0154409, 34.8921683
Southwest corner -118.9774168, 33.9093124
Southeast corner -117.7401908, 33.0695780
Northeast corner -116.7729754, 34.0429241

Spatial resolution

Maximum frequency 5 Hz
Minimum VS 500 m/s
Points per minimum wavelength 5
Grid discretization 20 m
Number of cells 150,486,336,000
Number of GPU processors 1,512
Wall-clock time 5 hr

Temporal resolution

Time discretization 0.0006 s
Simulation time 120 s
Number of timesteps 200,000

71



Table 3.2: Summary and main features of the models used in this study.

Model ID Topography Q( f )
*

SSH† VS Taper Depth (m)

1 Yes QS = 0.1VS f 0.6 No 1000

2 Yes QS = 0.1VS f 0.3 No 1000

3 Yes QS = 0.1VS No 1000

4 Yes QS = 0.075VS f 0.4 No 1000

5 Yes QS = 0.05VS f 0.6 No 1000

6 Yes QS = Qseg(VS) f 0.4**
No 1000

7 Yes QS = Qpoly(VS) f 0.4***
No 1000

8 Yes QS = 0.1VS f 0.6 No 700

9 Yes QS = 0.1VS f 0.6 No 350

10 Yes QS = 0.1VS f 0.6 No 0

11 Yes QS = 0.1VS No 0

12 Yes QS = Qseg(VS) f 0.4**
σ = 5%, a = 100m 1000

13 Yes QS = Qseg(VS) f 0.4**
σ = 5%, a = 500m 1000

14 Yes QS = Qseg(VS) f 0.4**
σ = 10%, a = 100m 1000

15 Yes QS = Qseg(VS) f 0.4**
σ = 10%, a = 500m 1000

16 Yes QS = 0.1VS f 0.3 σ = 5%, a = 5000m 1000

17 No QS = 0.1VS f 0.6 No 1000

18 No QS = 0.1VS f 0.6 No 700

19 No QS = 0.1VS f 0.6 No 350

20 No QS = 0.1VS f 0.6 No 0

21 No QS = 0.1VS No 1000

22 No QS = 0.1VS No 0

*
QP = 2QS

**
Qseg(VS) = 0.075VS, for VS <= 1000 m/s; QS = 0.2VS−125, for VS > 1000 m/s

***
Qpoly(VS) = 10.5−16VS +153V 2

S −103V 3
S +34.7V 4

S −5.29V 5
S +0.31V 6

S , for VS in km/s, see Taborda and
Bielak (2014)

† When included, hurst number = 0.05, Horizontal to vertical correlation length ratio = 5

72



Figure 3.1: Simulation domain for the La Habra earthquake (purple solid rectangle) and
locations of 259 strong motion stations (black triangles). The star denotes the epicenter. The
geographical coordinates of the corners of the simulated domain is listed in Table 3.1, which is
used in subsequent map views.
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Figure 3.2: Illustration of the imprint of small-scale heterogeneities at the surface. (a) VS

extracted from the CVM-S. (b) Same as (a) but superimposed with a statistical model of
heterogeneities with a correlation length of 100 m, anisotropy factor of 5, Hurst number of 0.05
and standard deviation of 5%. Topography is removed in (b) for clarity. The epicenter for the La
Habra earthquake is depicted with a star.
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Figure 3.3: Description of the selected source model used in this study. (a) Slip distribution
(shading), with contours representing rupture time at a 0.4 s interval starting from 0. (b) and
(c) represent the sum of the moment rates for all subfaults and the Fourier amplitude spectrum,
respectively. A Brune-type ω−2 decay source (Brune, 1970) that fits the source spectrum is
plotted for reference.
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Figure 3.4: Illustration of the SH1D method used to include the effects of material with VS less
than 500 m/s in our 3D simulations for an example site. (a) VS profile extracted from CVM-S
(red dashed curve) and clamped at 500 m/s (blue). (b) SH1D response ratio between the profiles
without clamping and with clamping of VS = 500 m/s. (c) Synthetics from a 3D simulation
using VS = 500 m/s, with and without the SH1D response ratio. (d) Fourier amplitude spectra
corresponding to the waveforms in (c).
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Figure 3.5: Percent difference of PGV (the first row) and DUR (the second row) at the surface
determined by the model with topography and the model without topography for (left) 0.15-1
Hz, (center) 1-2.5 Hz, and (right) 2.5-5 Hz. Positive (negative) values colored in red (blue)
indicate amplification (deamplification). The star denotes the epicenter.
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Figure 3.6: Comparison of interpolated PGVs measured at 259 stations, depicted by triangles,
for (a) data and (b) synthetics using Model 1 (including topography, 1000 m shallow velocity
refinement and frequency-dependent attenuation QS = 0.1VS f 0.6, QP = 2QS; see Table 3.2). The
star denotes the epicenter. (c) PGV against Rhypo for data and synthetics. The left and right
columns show band-limited results for 0.15-2.5 Hz, and 2.5-5 Hz, respectively.
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Figure 3.7: FAS computed from records and models with various attenuation models (blue:
Model 1, violet: Model 3, red: Model 4, green: Model 5). The left (right) column shows results
for the horizontal (vertical) components. The top row shows the FAS amplitudes and the bottom
show shows the FAS bias between models and records, calculated as the 10-based log between
simulations and data. The solid lines depict the median FAS over all 259 stations. The shading
shows the 95% confidence interval (CI) and the dashed lines denote one standard deviation
centered at the median.
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Figure 3.8: (a-c) Spatial distribution of the three-component bias for PGV, band pass filtered
between 2.5 and 5 Hz. The bias values are computed as the base 10 logarithm of the ratio
between simulations and records at each strong motion site. Positive (negative) values represent
overprediction (underprediction). (d) Moving average of the bias of PGV using a 20-point
window from the three Q models (red: Model 1, green: Model 3, blue: Model 4; see Table 3.2)
shown in (a-c) versus hypocentral distance.
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Figure 3.9: Bias of (a-b) PGV and (c-d) DUR for passbands (left) 0.15-2.5 Hz and (right) 2.5-5
Hz at all 259 stations. The bias is calculated in the same way as for Figure 3.7. The solid lines
depict the moving average of the bias using a 20-point window for each of the Q models (blue:
Model 11, red: Model 10, green: Model 3, orange: Model 1; see Table 3.2) versus hypocentral
distance.
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Figure 3.10: Difference in (top row) PGV and (bottom) DUR (bottom row) from Model 16,
including SSH with σ = 5% and a = 5000 m, versus Model 1 (no SSHs). Left (right) columns
show results for bandwidths 0.15-2.5 Hz (2.5-5 Hz). The star depicts the epicenter.
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Figure 3.11: Probability density histogram of the difference between Model 16, including SSH
with σ = 5% and a = 5000 m, and Model 1 (no SSHs). The definition of percent difference
(x-axis) is the same as in Figure 3.5.
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Figure 3.12: Bias of (top row) PGV and (center row) DUR and (bottom row) GOF for band-
widths (left column) 0.15-2.5 Hz and (right column) 2.5-5 Hz at all 259 stations for Model 6 (see
Table 3.2 for a list of model features). The bias is calculated in the same way as for Figure 3.9.
The solid line depicts the moving average using a 20-point window. The shading denotes the
standard deviation centered at the mean.
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Figure 3.13: Bias of FAS on the (a) east-west, (b) north-south and (c) vertical components,
calculated from models labeled by their IDs. A positive (negative) value depicts overprediction
(underprediction). The left and right columns shows type A and B sites, respectively. The solid
lines depict the median of FAS, where the narrow band is the 95% confidence interval of the
median, and the dashed lines depict the standard deviation centered at the median.

85



50 0 50 100
% Difference PGV

0

2

4

6

8
Cu

rv
at

ur
e

(a)

1000 m VS Taper

0.15-2.50 Hz

50 0 50 100
% Difference PGV

0

2

4

6

8

Cu
rv

at
ur

e

(b)

1000 m VS Taper

2.50-5.00 Hz

50 0 50 100
% Difference PGV

0

2

4

6

8

Cu
rv

at
ur

e

(c)

No VS Taper
50 0 50 100

% Difference PGV
0

2

4

6

8

Cu
rv

at
ur

e

(d)

No VS Taper

0 0.03 0.06 0.09 0.12 0.15
Density

Figure 3.14: Density of PGV change for models with topography relative to models without
topography for bandwidths of (left column) 0.15-2.5 Hz and (right column) 2.5-5 Hz, and
models with (top row) and without (bottom row) modified shallow velocities. The y-axis
depicts topographic curvature smoothed using a 2-D window of dimensions 640 m × 640
m. Values toward the top right (bottom left) denote strong amplification at steep topography
(deamplification at flat topography). Note that density intervals do not correspond to constant
bin sizes.
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Figure A3.1: Shear-wave quality factor (QS) plotted against VS (m/s) for several attenuation
models widely used in the literature (e.g., Olsen et al., 2003; Taborda and Bielak, 2014; Savran
and Olsen, 2019; Withers et al., 2019) and investigated here. The inset figure in the upper
left corner zooms into VS <= 1600 m/s, denoted by the dashed black box. Note that these QS

relations are valid for constant Q models, or frequency-dependent Q models for frequencies
below 1 Hz.
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Figure A3.2: Description of three candidate source models used in this study. (top) Slip
distribution (shading) for sources 1, 2 and 3 (left to right), characterized by their hypocentral
depths at 5, 5.5 and 6 km, respectively. Contours depict rupture time at a 0.4 s interval starting
from 0. (bottom) (left) sum of the moment rates for all subfaults and (right) Fourier amplitude
spectrum, respectively. Sources 1, 2 and 3 (from left to right in the first row) are characterized
by their hypocentral depths at 5, 5.5 and 6 km, respectively. The contours represent rupture time
at a 0.4 s interval starting from 0. Source 1 is the default source model used elsewhere in this
chapter.
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Figure A3.3: PGVs for sources 1, 2 and 3 (from left to right; see Fig. 3.3). The top and bottom
rows represent the band-pass filtered results for 0.15-2.5 Hz and 2.5-5 Hz, respectively. The star
denotes the epicenter.
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Figure A3.4: Probability density histogram of the PGV difference caused by SSH effects,
between Models 12-14 with Model 6 (blue, green and red) , and Model 16 with Model 2 (cyan).
The definition of percent difference (x-axis) is the same as in Figure 3.11.
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Figure A3.5: Density of PGV change for models with topography relative to models without
topography for bandwidths of (left column) 0.15-2.5 Hz and (right column) 2.5-5 Hz, and
models with (top row) and (bottom row) without modified shallow velocities. The y-axis depicts
topographic curvature smoothed using a 2-D window of 120 m × 120 m. Values toward the top
right (bottom left) denote strong amplification at steep areas (deamplification at flat areas). Note
that density intervals do not correspond to constant bin sizes.
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Figure A3.6: GOF scores for a subset of the metrics used in this study, for frequency bands
0.15-1 Hz, 1-2.5 Hz, and 2.5-5 Hz. Model IDs are listed in Table 3.2.
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Figure A3.7: Bias of (top row) PGV and (middle row) DUR and GOF (bottom row) for
bandwidths of (left column) 0.15-2.5 Hz and (right column) 2.5-5 Hz at all 259 stations for
Model 1 (see Table 3.2 for model features). The bias is calculated in the same way as Figure 3.9.
The solid line depicts the moving average of the bias of PGV using a 20-point window versus
hypocentral distance. The shading denotes the standard deviation centered at the mean.
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Figure A3.8: Same as Figure A3.7, but for Model 2.
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Figure A3.9: Same as Figure A3.7, but for Model 3.
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Figure A3.10: Same as Figure A3.7, but for Model 4.

96



20 40 60 80
Rhypo (km)

1.0

0.5

0.0

0.5

1.0
PG

V 
Bi

as

(a) 0.15-2.50 Hz

20 40 60 80
Rhypo (km)

1.0

0.5

0.0

0.5

1.0

PG
V 

Bi
as

(b) 2.50-5.00 Hz
Model 5
±

20 40 60 80
Rhypo (km)

1.0

0.5

0.0

0.5

1.0

DU
R 

Bi
as

(c)

20 40 60 80
Rhypo (km)

1.0

0.5

0.0

0.5

1.0

DU
R 

Bi
as

(d)

20 40 60 80
Rhypo (km)

0

2

4

6

8

10

GO
F

Mean GOF = 5.2

(e)

20 40 60 80
Rhypo (km)

0

2

4

6

8

10

GO
F

Mean GOF = 4.4

(f)

Figure A3.11: Same as Figure A3.7, but for Model 5.
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Figure A3.12: Same as Figure A3.7, but for Model 7.
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Figure A3.13: Same as Figure A3.7, but for Model 8.
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Figure A3.14: Same as Figure A3.7, but for Model 9.
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Figure A3.15: Same as Figure A3.7, but for Model 10.
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Figure A3.16: Same as Figure A3.7, but for Model 11.
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Figure A3.17: Same as Figure A3.7, but for Model 12.
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Figure A3.18: Same as Figure A3.7, but for Model 13.
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Figure A3.19: Same as Figure A3.7, but for Model 14.
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Figure A3.20: Same as Figure A3.7, but for Model 15.
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Figure A3.21: Same as Figure A3.7, but for Model 16.
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Figure A3.22: Same as Figure A3.7, but for Model 17.
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Figure A3.23: Same as Figure A3.7, but for Model 18.
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Figure A3.24: Same as Figure A3.7, but for Model 19.
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Figure A3.25: Same as Figure A3.7, but for Model 20.
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Figure A3.26: Same as Figure A3.7, but for Model 21.
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Figure A3.27: Same as Figure A3.7, but for Model 22.
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Chapter 4

Modeling of Empirical Transfer Functions

with 3D Velocity Structure

Empirical transfer functions (ETFs) between seismic records observed at the surface and

depth represent a powerful tool to estimate site effects for earthquake hazard analysis. However,

conventional modeling of site amplification, with assumptions of horizontally polarized shear

waves propagating vertically through 1D layered homogeneous media, often poorly predicts the

ETFs, particularly, in which large lateral variations of velocity are present. Here, we test whether

more accurate site effects can be obtained from theoretical transfer functions (TTFs) extracted

from physics-based simulations that naturally incorporate the complex material properties. We

select two well-documented downhole sites (the KiK-net site TKCH05 in Japan and the Garner

Valley site, Garner Valley Downhole Array, in southern California) for our study. The 3D subsur-

face geometry at the two sites is estimated by means of the surface topography near the sites and

information from the shear-wave profiles obtained from borehole logs. By comparing the TTFs

to ETFs at the selected sites, we show how simulations using the calibrated 3D models can signif-

icantly improve site amplification estimates as compared to 1D model predictions. The primary

reason for this improvement in 3D models is redirection of scattering from vertically propagating
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to more realistic obliquely propagating waves, which alleviates artificial amplification at nodes in

the vertical-incidence response of corresponding 1D approximations, resulting in improvement of

site effect estimation. The results demonstrate the importance of reliable calibration of subsurface

structure and material properties in site response studies.

4.1 Introduction

Details of how ground shaking is affected by near-surface soil properties can help reduce

the uncertainty in stochastic or empirical ground-motion models, which are important components

of seismic hazard calculations. Transfer functions (TFs) are widely used to quantitatively represent

site response by computing the spectral ratio of ground motions between site and reference

locations in the frequency domain (e.g., Shearer and Orcutt, 1987; Steidl, 1993; Field and Jacob,

1995; Steidl et al., 1996; Bonilla et al., 2002). Assuming that the reference site, while sharing,

approximately, the same path and source with the site of interest, is largely unaffected by site

effects,the spectral ratio provided by the TF isolates the site response (Borcherdt, 1970). Two

types of reference sites, both typically rock, have been proposed: a surface site or a downhole

recording (used with the corresponding surface site). The surface downhole record pair is valuable

for ensuring close proximity of the reference motions at the downhole sensor, ideally located in

bedrock, whereas, it may be difficult to find an appropriate reference outcrop site within close

distance to the soil site. In this article, we will only analyze TFs computed using surface-downhole

site pairs.

The accuracy of site response estimates depends on the accuracy of the subsurface model

used, and this is usually assumed to be controlled by the uncertainty in the site properties, in

particular, the shear-wave velocity, VS (e.g., Barani et al., 2013; Griffiths et al., 2016). Vs is the

most important parameter for conventional 1D modeling of the TF, in which it is assumed that

surface (and subsurface) motion consists of horizontally polarized plane S waves propagating
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through a stack of homogeneous layers (e.g., Kramer, 1996). This modeling procedure (SH1D)

ignores the lateral complexity of the often heterogeneous geology and subsurface structure and is,

therefore, not able to include potential 2D and 3D amplification effects in the observations (e.g.,

Roten et al., 2008; Thompson et al., 2012). Zhu et al. (2018) performed numerical analysis on 2D

basins and found that a constant spectral aggravation factor (Chávez-García and Faccioli, 2000),

which quantifies the discrepancy between 1D and 2D/3D models, is insufficient to identify basin

effects, especially, in close-to-edge regions of shallow basins. Both observations and analytical

solutions suggest that 1D models lack an estimate of spatial variability, caused by complex

wave propagation such as basin amplification, surface-wave generation, and scattering, and are,

therefore, unable to capture spatial correlations, which may be important for understanding risk,

especially, to regional-scale infrastructure (e.g., Olsen and Schuster, 1995; Boore, 2004). Al-

though, recent approaches have attempted to reduce velocity uncertainties in site effect estimation

(Matavosic and Hashash, 2012; Teague et al., 2018), these methods either require prohibitively

complex processing or are developed for specific cases only.

It is impractical to constrain subsurface structure over a wide region to the resolution (on

the order of meters to tens of meters) required for accurate ground-motion estimation to high

frequencies (e.g., 10 Hz). Instead, some studies choose to use simple proxies, based on broad site

classes to supplement estimates of soil properties and site spatial characteristics, for example,

the National Earthquake Hazards Reduction Program (NEHRP) soil classification (BSSC, 2003;

Akkar and Bommer, 2010) or a weighted average of VS in the uppermost 30 m (VS30, e.g.,

Abrahamson and Silva, 2008; Idriss, 2014). Thompson et al. (2012) proposed a scheme to

classify surface-downhole site pairs by the extent of interevent variability and goodness of fit

between 1D modelling and empirical site response, which can be used to calibrate the constitutive

models and guide specific site studies. Despite the use of these characterizations in some generic

seismic hazard estimates, for instance, via ground-motion prediction equations, recent work has

pointed out the importance of considering site-to-site amplification variability (Atkinson and
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Boore, 2006; Atik et al., 2010). These studies show that, even within a single NEHRP or VS30

class, the variability of site amplification and spatial correlations is strong enough to contribute

significant uncertainty in ground-motion estimates.

In this chapter, we propose a method to constrain the near-surface properties using surface

topography and perform high-resolution 3D numerical simulations to investigate the uncertainty in

site response modeling. The simulations naturally take advantage of 3D geotechnical information

and are able to incorporate complicated spatially varying amplification effects. We use two

downhole array sites, namely the Garner Valley Downhole Array (GVDA) in California and

the TKCH05 site from the Kiban–Kyoshin network (KiK-net) surface-downhole pairs in Japan,

where detailed in situ constraints of site seismic properties (e.g., VS and layer thicknesses) and

abundant earthquake records are available, for our analysis. Both borehole sites have well-

documented geological structure data, and previous studies have showed that SH1D modeling

poorly predicts the ground motions without adjustments of subsurface properties or recalibration

of constitutive models. Thompson et al. (2012) found low interevent variability and poor fit using

SH1D modeling for the site TKCH05, due to omission of spatial variability around the site that

scatters the downgoing waves and reduces pseudoresonance. They found that no satisfactory fit

could be achieved by adjusting the velocity profile, whereas Tao and Rathje (2020) showed that

modification in the top 20 m can significantly improve the site response estimate for the outcrop

TF (spectral ratio between two surface sites). Bonilla et al. (2002) studied the wave propagation at

GVDA and reported significant S-to-P conversions that led to misfit in prediction of the empirical

TF (ETF; see Section 4.3) by horizontal-to-vertical spectral ratios. Teague et al. (2018) applied

the Toro randomization model (Toro, 1995) with the spectral analysis of surface waves method,

to obtain the site signature with the best match of the ETF and the theoretical TF (TTF); however,

this approach suffers from the nonunique nature of inverting VS profiles.
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4.2 Data

Dependent on the strength of the input motion, site amplification and deamplification can

be caused by a combination of linear and nonlinear effects. Here, we focus on linear site effects,

and reserve the nonlinear analysis for subsequent research endeavors. To limit our analysis to

linear ground motions, we exclude records with maximum surface accelerations larger than 0.1g

(e.g., Beresnev and Wen, 1996). For each of the two site selections, we randomly picked 36

events of various azimuth and distance to the site that meets this criterion, with a minimum

signal-to-noise ratio of five in their records. The goodness of fit between TTFs and ETFs from

recordings is described by the variance reduction (VR) as follows:

VR = 1− ∑
n
i=1 [TTF( fi)−ETFmed ( fi)]

2

∑
n
i=1 [ETFmed ( fi)]

2 (4.2.1)

in which n is the number of frequencies at which the ETFs and TTFs are computed, and ETF med

is the median of the ETFs from the events that we selected. We evaluate a set of linearly spaced

frequencies between 0.5 and 10 Hz, with the lower limit determined by the noise level of the data,

and the upper limit from the resolution of our simulations. The VR ranges within [− inf,1], in

which VR = 1 means a perfect match, and smaller values indicate poorer fit.

4.3 TFs

We compute TFs between surface and downhole locations as follows:

T F =
Gs( f )
Gd( f )

(4.3.1)
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in which Gs( f ) and Gd( f ) are the root mean squares of the Fourier amplitude spectra of horizontal

accelerations at the surface and downhole locations, respectively. It is worthwhile to note that the

downhole recordings include the upgoing incident wavefield as well as downgoing waves that

are reflected back from the free surface. This phenomenon complicates the wavefields recorded

at downhole sites, and, therefore, the use of surface-downhole pairs to study site response. For

records obtained at depths shallower than 200 m, as in this study, the upgoing and downgoing

pulses overlap in the records, with differences in arrival times as small as 0.2 s, complicating a

separation of the two contributions in the presence of extended source duration and site response

(Shearer and Orcutt, 1987). For example, Bonilla et al. (2002) found from simulations at the

GVDA site using the f-k method that the downgoing wave effect is predominant above the

soil-bedrock interface and strongly degraded below that depth. Because it is almost impossible to

eliminate downgoing waves from the records, we include the total wavefields at the surface and

downhole sites, when calculating the TFs for both synthetics and records.

Our procedure for processing the recorded time series is similar to that documented in

Tao and Rathje (2019). First, we collected acceleration time series at the surface and downhole

accelerometers. Second, a fifth-order Butterworth filter, with a passband of 0.5–12 Hz, was

applied to the demeaned and detrended accelerations, in which signal at frequencies below 0.5

Hz was discarded to minimize the contribution from low-frequency noise interference. Third,

a second-order polynomial baseline correction was applied to the observed displacement time

series, obtained by integrating the accelerations twice. Then, the ETFs were obtained as the ratio

of the Fourier spectral amplitude between the surface and downhole acceleration time series for

all the events. We further smoothed the TFs using the Konno–Ohmachi smoothing window in the

frequency domain (Konno and Ohmachi, 1998). Although, not necessary for the synthetics, we

applied the preprocessing (steps 2 and 3) to both synthetics and data for consistency.
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4.4 Model Construction

It is reasonable to assume that, in the vicinity of a site of interest, bedrock depth varies

in accordance with surface topography. In such models, sites located in a mountainous area

have near-zero bedrock depth, whereas, sites in valley regions are characterized by larger depths

to bedrock. Under this assumption, our 3D mesh is generated by mapping the topography to

bedrock depth, with the constraints from borehole logging measurements. Oftentimes, bedrock

depth increases rapidly from the edge toward the center of a sedimentary valley and approaches

a maximum near the center of the valley, suggesting that depth to bedrock in a valley can be

estimated using the topographic signature from digital elevation models. Gallant and Dowling

(2003) proposed an algorithm that operates at multiple scales and combines topographic elevations

into a single continuous multiresolution index of valley bottom flatness (MRVBF). Values of

MRVBF below 0.5 represent areas with the steepest topography, values between 0.5 and 1.5 relate

to the steep areas with few flat valley bottoms, and larger MRVBF values indicate broader and

flatter valley bottoms. Here, we adopt the MRVBF technique and used the same threshold value

(1.5) as in Gallant and Dowling (2003), to discriminate valley and mountainous regions. The

quantitative relationship between the bedrock depth (D) and MRVBF values are assumed to obey

a logarithmic formula:

D = max(0, D0 ∗ log10(
MRV BF
MRV BFt

)) (4.4.1)

in which MRV BFt is the threshold MRVBF value (here, 1.5), and D0 is a coefficient, which is

calculated by substituting the MRVBF value and bedrock depth at the borehole site into the

borehole equation, that is, D0 = Dborehole/log10(
MRV BFborehole

MRV BFt
).

In addition to the modifications of the velocity model from the MRVBF method, we

explore the extent to which scattering effects from statistical distributions of near-surface small-

scale heterogeneities (SSHs) can improve site effect estimation. Previous studies using 1D

modeling show that including SSHs may improve the prediction of ETFs, likely by weakening
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the downgoing wave effects (Nour et al., 2003; Thompson et al., 2012). Here, we use guidance

from published studies on spectral coloring of Gaussian random numbers with von Kármán

spatial correlation functions for characterizing the statistics of heterogeneities (see Appendix A;

as well as, e.g., Frankel and Clayton, 1986; Withers et al., 2019). We use a Hurst number of

0.05, a correlation length of 100 m, a standard deviation of 5%, and a horizontal-to-vertical

anisotropy of five, as constrained from sonic borehole logs in the Los Angeles basin by Savran

and Olsen (2016). We include SSHs with these parameters, when generating TFs at our two

selected locations, whereas, the sensitivity of the TFs to variation in the parameters is explored in

the Discussion section.

4.4.1 Numerical simulations

Our goal to quantify the effects of 3D Earth structure on highfrequency (<10 Hz) TFs, us-

ing 3D modeling, is computationally challenging. We use the parallel and scalable discontinuous-

mesh velocity–stress staggered-grid finite-difference code AWP-ODC-DM (Olsen, 1994; Cui et

al., 2010; Nie et al., 2017) to simulate the site response. One-dimensional TTFs are computed

under the SH1D assumption, in which the model consists of a stack of homogeneous layers,

to provide a point of comparison for the 3D models. The model definition for the 3D TTF

computation is more complicated. We include the effects of frequency-dependent attenuation

using the model:

Q( f ) =


Q0× fγ, f > 1

Q0, f ≤ 1
(4.4.2)

in which Q0 is a frequency-independent constant attenuation proportional to the velocity, and γ

is a power-law exponent describing the attenuation above 1 Hz (Withers et al., 2015). Here, we

adopt area-specific parameters suggested in the literature; for GVDA, we use QS,0 = 0.05×VS (VS

in meters per second), QP,0 = 2×QS,0 , and γ = 0.6 (Withers et al., 2015; for southern Calfornia),
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and for TKCH05, we use a model for QP,0 = QS,0 = Q0, given by

Q0 =



60, VS ≤ 600

100, 600 <VS ≤ 1100

150, 1100 <VS ≤ 2100

200, 2100 <VS ≤ 3200

300, VS > 3200

(4.4.3)

in which VS is in meters per second, from the Japan Seismic Hazard Information Station (J-SHIS)

and γ = 0.2, following the study by Nakajima et al. (2013). We discretize the velocity models

using two partitions in our discontinuous mesh, with grid spacings small enough to resolve the

minimum VS wavelengths (20 m and 14 m for the GVDA and TKCH05 cases, respectively),

anywhere in the model with, at least, five points. In our simulations, the surface recordings

at a neighboring outcrop site are deconvolved from its local subsurface property layers, up to

the bottom of the simulation domain; the resulting three-component acceleration time series

(converted to body forces in AWP-ODC-DM) are then distributed on the entire bottom surface of

the computational domain, to generate a oneway upward propagating plane wave. We verified

that such vertical-incident plane wave sources are reasonable approximations, considering our

shallow simulation domains (0.4 km and 1 km deep at GVDA and TKCH05, respectively), as

well as earthquake hypocenters at depths of 10 km+ and distances of tens of kilometers. We used

an elastic boundary condition at the bottom grid boundary, which is transparent to downgoing

waves, to avoid artificial resonance of the soil column (Roten et al., 2012). We part from the

common way of placing the model base at the downhole site and have the input motion as the

downhole motion, due to our boundary conditions. We perform the numerical simulations on the

Oak Ridge National Laboratory Summit supercomputer, in which each of our simulations with

the 3D model at TKCH05, including 64 million cells, requires a wall-clock time of 100 min on 32
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graphic processing units for 750,000 timesteps. Similar computational requirements are needed

for the 3D GVDA simulations.

4.5 GVDA

The GVDA is located in a seismically active region of California, 7 km from the San

Jacinto fault and 35 km from the San Andreas fault (archuletaGarnerValleyDownhole1992).

The site is situated in a narrow valley within the Peninsular Ranges Batholith (Bonilla et al.,

2002), 23 km east of Hemet and 20 km southwest of Palm Springs, California. The near-surface

stratigraphy beneath GVDA consists of extensive lake-bed alluvium and decomposed crystalline

rocks (Hill, 1981). Soft silty and clayey sands makes up the top 18–25 m across the site (Steidl et

al., 1996), followed by 50–60 m thick, decomposed, and weathered granite down to about 64–87

m, as constrained by seismic downhole testing and shallow and deep P–S velocity suspension

logging (Gibbs, 1989; Steller, 1996). The GVDA site is equipped with multiple downhole

accelerometers, at depths of 15, 22, 50, and 150 m that are capable of measuring accelerations

from 3×10−6 to 2.0g below 100 Hz. The 150 m deep accelerometer is the only downhole sensor

that penetrates the granitic rock, which is used to compute TTFs in this study.

To be able to resolve frequencies up to 10 Hz at the GVDA site, we generated a mesh of

size 4 km × 4 km × 0.4 km (length × width × depth), with mesh properties compressional wave

velocity (VP), VS and density from the 3D Community Velocity Model (CVM) S4.26.M01, which

is developed and maintained by the Southern California Earthquake Center (SCEC; Small et al.,

2017). The borehole logs show VS of the near-surface soft soils between 180 and 220 m/s, with

the value of VS smaller than 200 m/s only at depths between 1.4 and 2.8 m (Steller, 1996). The

minimum velocity in our model was truncated at 200 m/s, which is about the average of the top 4

m, resolving frequencies up to 10 Hz, with, at least, five points per minimum S wavelength, using

a smallest grid spacing of 4 m. The SCEC CVM S4.26.M01, however, fails to resolve the 3D
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Garner Valley structure to the accuracy required by our analysis, and we use the MRVBF method

to describe the depth to bedrock instead.

At every surface location, we first compute the MRVBF value and bedrock depth, as

described in the Numerical simulations section. We then force the VP, VS , and densities above

the bedrock to be the same as those in the measured borehole log, while keeping the seismic

velocities and densities unchanged in the bedrock. Figure 4.2 illustrates how we estimate bedrock

depth from the MRVBF values, using surface topography. The deeper parts of the valley are

represented by larger MRVBF values. The areas with MRVBF smaller than the threshold value at

1.5 are shown in dark shading, corresponding to steeper terrain. The borehole site GVDA, at the

center of the region, has a MRVBF value of 5.8 and bedrock depth of 64 m, consistent with the

borehole log from Gibbs (1989). The 3D geometry inferred from the spatially varying bedrock

depth is shown in the left panels of Figure 4.3, compared to the original borehole profile in the

right panel.

Although we computed the ETFs for all the selected 36 events (Table 4.1 and Fig. A4.1),

only one event (ID = 33) was used to generate the upgoing waves in the simulations and to

compute the TTF. The selection of event ID 33 was arbitrary for two reasons: (1) the ETFs at

GVDA show low interevent source variability, indicated by the narrow σ band in Figure 4.4, and

(2) the modeling is constrained to linear wave propagation. The use of a realistic source allows

straightforward extension to multiple sites, as well as to nonlinear analysis in the future. The

source time function was obtained by deconvolving the surface recordings of this event at the

neighboring outcrop site GVAR (see Fig. 4.1) to the maximum depth of our domain.

The TTFs and ETFs for GVDA are compared in Figure 4.4. The two-sigma scatter of all

the ETFs is fairly narrow above 1 Hz and not sensitive to the azimuths and distances of the events,

which implies that the ETFs are primarily determined by the site characteristics, and confers

greater predictive power on an ETF (and presumably also on a TTF). Although the peaks for the

ETFs and both 3D and 1D TTFs generally occur near the same frequencies, the goodness of fit
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predicted from the 1D model (VR = 0.64) is significantly smaller compared to the 3D model (VR

= 0.85). This result suggests that the shallow 3D structure contributes first-order effects to the

local site amplification at GVDA (see Section 4.7).

4.6 TKCH05

The KiK-net strong-motion seismograph network in Japan provides, approximately, 700

sites, with pairs of surface and downhole seismographs installed that have recorded earthquakes

with a wide range of magnitudes. KiK-net also provides geological and geophysical data,

including velocity structure for each site, derived from borehole logs. Thompson et al. (2012)

analyzed the interevent variability and goodness of fit between SH1D models and data at 100 sites

from KiK-net, and identified some sites where the standard 1D site response analysis provided

poor results. Among these sites, we targeted TKCH05, which is located in Honbetsu, Hokkaido,

Japan, to investigate the contributions from its underlying 3D structure on site effects. Figure 4.5

shows the location of TKCH05, in a narrow valley surrounded by mountains. The large gradients

of the surface topography at the valley boundaries suggest the presence of significant 3D variation

of the bedrock interface below the valley. The stratigraphy at TKCH05 is, approximately, 6 m of

soil and sandy gravel with VS = 140 m/s, overlying tens of meters of sandstone over gravel stone

and siltstone (see Fig. 4.6; National Research Institute for Earth Science and Disaster Resilience,

2019). Table 4.2 lists the events included in our analysis of the ETFs at TKCH05 (see Fig. A4.2

for their locations and time series), among which the event with an ID of 1 was selected to

generate the incoming waves in our simulations. As we did at site GVDA, we deconvolved the

surface records at the closest outcrop site, F-net site URH, which is about 21.7 km away from

TKCH05 to the domain bottom.

Figure 4.6 shows the downhole profile at TKCH05, and Figure 7a shows a comparison

between the corresponding 1D TTF compared to the ETFs. The 1D TTF fails to match the
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frequency peaks and strongly overpredicts the amplifications at lower frequencies, producing a

relatively low VR (VR = 0.35). We also considered the adjacent K-Net site HKD090, due to its

proximity to TKCH05 (only 4 m relative distance), in our analysis. The available information

from the measured VS profile at HKD090 only extends to a depth of about 18 m, but, varies

notably from those at TKCH05, considering the close distance. Because the top layers are as thin

as 2 m, it is possible that the accuracy was degraded when the downhole logging measurements of

travel time were converted to piecewise constant profiles. For this reason, we tested a simplified

profile combining the two borehole logs, by replacing the TKCH05 VS profile between 5 and

100 m, with an average value of 680 m/s. The adjustment reduces the strong discrepancy in

shallow VS values between the two borehole logs and retains the travel time from the bedrock to

the surface. The SH1D model with the simplified profile produces a poorer fit to the ETF (VR

= 0.181) than that obtained using the TKCH05 profile. Although, the simplified profile agrees

better with the location of the second spectral peak of the ETF, the overall response compares

less favorably to that obtained using the original profile due to larger amplitudes, especially at

frequencies between 1 and 3 Hz.

Next, we extract our background 3D models at TKCH05 with a 1 km × 1 km × 1 km

region, with the top boundary centered at TKCH05, from the Japanese national subsurface VS

model provided by J-SHIS. The J-SHIS model provides VS and VP and density with a horizontal

spatial resolution of 1 km. Along the vertical direction, J-SHIS provides the depths of 33 layers

with various thicknesses. Each layer is homogeneous and of increasing VS with depth, ranging

from 350 to 3400 m/s. Given the coarse horizontal resolution, the J-SHIS model is essentially 1D,

with small stepwise discontinuities present close to the southern edge of the model (Fig. 4.8d).

The bedrock depth was then estimated using the MRVBF method. The VS below the downhole

array is 1100 m/s, which increases to 1700 m/s at the bottom of our domain (Fig. 4.8). Based

on the surface VS of 140 m/s, we interpolated the initial mesh to a grid spacing of ∆h = 2.5 m in

the top partition of the mesh, to ensure at least 5–6 points per minimum S wavelength. In the
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discontinuous mesh setup, the lower mesh partition starts at a depth of 400 m, with a grid spacing

of 7.5 m. Figure 4.7a compares ETFs to TTFs, based on the 3D models generated by the MRVBF

technique, as well as the soil profile at TKCH05 and our simplified profile. Compared to the 1D

models, the 3D models are able to fit the ETFs much better, with VR values of 0.50 and 0.86

for the 3D models with the original and simplified profiles, respectively. The 3D models, while

both producing a shift of the second peak compared with their corresponding 1D models, show

remarkable improvement in the amplitudes of the first peak, especially when using the simplified

profile. The results suggest that the simplified velocity profile, combining the borehole logs

from the two adjacent sites, characterizes the local subsurface velocity structure below TKCH05

significantly better than the TKCH05 borehole log.

In general, a site response model can be evaluated by comparing the predicted surface

ground motions (obtained by convolving the TF with the records at the reference site), with

those recorded at the site of interest. We follow the traditional procedure for the calculation of

TFs, neglecting the phase in the convolution process and quantifying the goodness of fit by the

amplitudes only. Figure 4.7b,c compares the 1.5-8 Hz band-pass filtered surface recordings to the

predicted motions from TTFs, illustrating the improvement in synthetic waveforms, as compared

to data obtained at TKCH05 using the 3D as compared to the 1D model.

4.7 Discussion

We have demonstrated for two borehole sites (GVDA and TKCH05) that site amplification

estimation using TTFs can be significantly improved by including effects of the underlying 3D

structure. However, the 3D TTFs still leave some room for improvement. A likely important

cause of the remaining misfit between TTFs computed using 3D structure and the ETFs is the

uncertainty in seismic velocity estimates as a function of depth. It is common practice in soil

analysis to approximate the near-surface geology as a stack of layers with constant velocity. Boore
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and Thompson (2007) showed that the effects of approximating logging measurements with 10

m thick, constant-slowness layers are small for frequencies less than about 5 Hz. However, Day

(1996) examined analytically the relation between site response in the frequency domain and

elastic structure and found that the spectral average of bandwidth ∆ f is only constrained by the

elastic structure up to a two-way travel-time depth of 1/∆ f . This means that the average TF

(predominantly at higher frequencies) can be biased due to uncertainty in the shallow structure.

Because the first layer is often thin, a bias in the thickness estimate can contribute relatively large

error in the site effects.

The deeper structure, in particular, the bedrock depth, can also be important in determining

the TFs. In conventional 1D models, the bedrock topography is simplified as a layer with fixed

depth; whereas, our approach incorporates lateral variations by mapping surface topography. The

subsurface structure in our model is, therefore, composed of multiple irregular interfaces, each of

which is anchored to the borehole log right beneath the site of interest. In some cases, the exact

depth of the soil-bedrock interface is unclear. For example, the weathered granite boundary below

the GVDA site is reported at 64 m by Gibbs (1989) and 87 m by Steller Steller (1996). The two

velocity profiles are similar, except for the bedrock depth (Fig. 4.9a). In the following discussion,

the two models utilize their respective bedrock depth and velocity profiles. Figure 4.9b shows the

TFs from two 3D models assembled with the Gibbs and Steller profiles (the latter shifted 1 m

deeper than the reported value due to the 4 m spatial resolution of our model). The Steller model

response matches the ETF at high frequencies better than that from the Gibbs model, whereas,

the latter model fits better at 1.5–7 Hz, with a slightly better overall fit (VR = 0.85 vs. 0.82). It is

noticeable that the Steller model, representing lower average velocity in the soil column, results

in a shift of the peaks of the TF to the left at low frequencies. We conclude that both the lateral

variation and the location of the subsurface strata are important in modeling the site response.

The 3D-to-1D comparison shown in Figure 4.4 indicates that the lateral variations lead to changes

in both the amplitudes and the frequency of the TF, whereas the variability of the bedrock depth
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mainly results in shifts in frequency of the TF.

Another source of uncertainty in the site amplification estimates arises from unconstrained

(mostly high frequency) scattering effects from crustal SSHs, and we test the effects thereof from

a range of different parameters of the von Kármán autocorrelation functions. Figure 4.10 shows

the 3D TTFs modeled with a nine-realization ensemble of von Kármán velocity and density

perturbations, by varying the Hurst number from 0.05 to 0.15, the correlation length from 50

to 500 m, and the standard deviation of 5% and 10%, while keeping the horizontal-to-vertical

anisotropy at 5. We find that the TTFs computed from these 3D models are relatively insensitive

to the SSHs, except near the upper limit of our modeling bandwidth (> ~9 Hz). The median

VR (0.83) of the resulting TTFs is similar to that without including the SSHs, suggesting that

the random fields do not contribute first-order effects to the site amplification. However, our

sensitivity study included only limited realizations for each set of von Kármán parameters due

to computational limitations, and, we recommend a more thorough analysis, estimating the

uncertainty of the site amplification estimates arising from additional ensembles of statistical

distributions of small-scale crustal perturbations.

To better understand the reasons why the 3D models better predict the observed site

amplification, as compared to their 1D counterparts, we show snapshots of wave propagation for

our 3D and 1D (simplified) models of TKCH05 in Figures A4.3 and A4.4. The snapshots are

extracted for frequencies between 4.5 and 5 Hz, in which the 3D TTF provides a much improved

fit to the ETF, as compared to the 1D TTF. As expected, the 3D models naturally increase the

complexity of the wave propagation compared to the SH1D model, for example, the presence

of wave energy trapped in basins, and reflections at interfaces between geological units with

different VS (Fig. A4.3). For example, note the horizontally propagating energy in the upper tens

of meters in the snapshots from the 3D model, naturally absent in the 1D results. Of course,

the improvement in the site response from the 3D model depends on the accuracy of the added

degrees of freedom.
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To further illustrate this added complexity, we compare the horizontal and vertical cumu-

lative energy along the borehole profile (Fig. 4.11a,b) to the theoretical (1D) response (Fig. 4.11c)

for different incidence angles at TKCH05. We carry out our analysis for the bandwidth 1.6–1.9

Hz, centered on the largest SH1D ETF peak at about 1.75 Hz (see Fig. 4.7a). The depth-dependent

theoretical particle velocities, with the internal reflections neglected, can be described as follows:

v(z, t) = cos
(

ω

(
t− zcosθ

VS

))
+ cos

(
ω

(
t +

zcosθ

VS

))
(4.7.1)

in which z is the depth, t is the time, ω is the angular frequency, and θ is the incidence angle.

As inferred from the SH1D solution in Figure 4.11c, the peak at ~1.75 Hz is, primarily, due to a

node at the downhole sensor location in the vertical-incidence response. This theoretical solution

implies that a small departure from vertical incidence, which, in practice, is caused by interactions

with the 3D bedrock interface, scatters some vertically propagating seismic waves to obliquely

propagating waves, and moves the node to greater depth, thereby, increasing the response at the

sensor depth point. Such wave scattering changes the energy distribution along depth, including

the reduced horizontal-component energy near a depth of 100 m in the 3D model compared to the

1D model (Fig. 4.11a) and the increase in vertical-component energy (Fig. 4.11b). The results

indicate that at TKCH05, the site response remains a first-order 1D resonance effect, but coupled

with 3D effects from horizontally propagating waves, which, when included, greatly improves

the fit to the ETF compared with the SH1D model.

4.8 Summary and Conclusions

We present a method to obtain refined site effect measurements by taking into account

3D structural variation below a downhole array site and a path to refine estimates of the elastic

properties of the underlying stratigraphy via the MRVBF technique. The approach requires layer
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properties (e.g., S-wave velocities) along a vertical profile (typically obtained from the downhole

array) as well as regional elevation data, which is widely available for most areas.

Application of the method to two sites, GVDA in southern California and TKCH05 in

Japan, illustrates the extent of improvement over the conventional 1D site effect amplifications

that can be expected. The relatively poor fit of the SH1D model at TKCH05 indicates that it

deviates strongly from 1D behavior, supported by the complex 3D structure in the vicinity of the

downhole array obtained by the MRVBF technique. Although significant improvement of the fit

was obtained at GVDA as well, our results suggest that the medium below the borehole site is

more horizontally stratified than is the case at TKCH05 (smaller improvements from including the

effects of a MRVBFestimated 3D model). This interpretation is also supported by the horizontally

stratified nature of the resulting 3D model around the GVDA site, except for smaller patches of

near-surface low-velocity material produced by the method.

Thus, our method is likely to improve the prediction of site response in the presence of

significant 3D structure, as well as at sites with an oversimplified or otherwise less accurate VS

profile. However, the accuracy of the site effects estimated by our proposed technique depends

strongly on the fidelity of the available soil properties in the borehole, in particular at the upper

end of our target bandwidth, near 10 Hz. The variability of the bedrock depth, beneath the site,

as one of the controlling parameters in constructing our 3D model, can be a significant source

of error in the prediction of the TF, by introducing frequency shifts at low frequencies. Finally,

our results show that the improvement of the TTFs produced by incorporating small-scale crustal

heterogeneities via a statistical model is secondary to that obtained by including 3D subsurface

information.

Our results generally support the conclusions by Thompson et al. (2009) that the theoreti-

cal formulation to map soil properties to site amplification largely limits our ability to accurately

model site response transfer functions, rather than the uncertainties of the soil property. However,

our method provides a realistic constitutive framework, suitable for predicting site response, re-
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gardless of the spatial variability in material properties across the site. Furthermore, this approach

can be extended to explore nonlinear soil effects, another important component of site effects

not explored here. For future work, we also recommend that the assumption of the quantitative

relationship between topography and bedrock depth receive further scrutiny with 3D simulations

at more sites, especially where the interevent variability is large.

Data and Resources

The seismograms and borehole log data used in this study were collected from the

National Research Institute for Earth Science and Disaster Prevention (National Research Institute

for Earth Science and Disaster Resilience, 2019) in Japan for TKCH05, and the Earthquake

Engineering Group, Earth Research Institute at University of California, Santa Barbara (UCSB)

(http://nees.ucsb.edu/) for Garner Valley Downhole Array (GVDA). The transfer functions for

all earthquakes and simulations at both sites used in the analysis can be obtained from the

authors upon request. Some plots were made using the Generic Mapping Tools (GMT) version

6.0.0 (https:// www.generic-mapping-tools.org/; Wessel et al. 2019). We used the open-source

project ObsPy version 1.2.0 (https://github.com/obspy/obspy) to compute the Konno–Ohmachi

smoothing window for Transfer functions (TFs). All websites were last accessed in June 2020.

We included figures on the event locations and recorded accelerations, as well as snapshots of the

3D and 1D simulations, for GVDA and TKCH05 in the supplemental material to this article.
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Tables and Figures

Table 4.1: Earthquakes Used to Compute the Empirical Transfer Functions at Garner Valley
Downhole Array (GVDA)

ID Date (yy/mm/dd) Time (hh:mm:ss) ML Latitude (°) Longitude (°) Depth (km) Distance (km) Azimuth (°)

1 7/6/02 05:11:26 4.3 33.872 -116.212 5 48 242
2 7/6/13 14:50:34 3.4 33.697 -116.042 12 59 267
3 8/7/29 18:42:16 5.4 33.953 -117.761 15 106 108
4 8/12/06 04:18:43 5.1 34.813 -116.419 7 130 190
5 9/3/13 03:42:22 3 34.016 -117.197 15 62 129
6 9/11/15 07:54:23 3.3 33.914 -117.059 14 45 127
7 10/3/13 16:32:32 4.2 32.991 -116.358 6 81 339
8 10/6/15 04:26:58 5.7 32.7 -115.921 5 129 327
9 10/7/08 01:07:11 3 33.445 -116.406 12 35 315

10 10/11/17 09:46:15 3.2 33.987 -117.159 15 57 128
11 11/6/14 08:25:41 3.6 33.69 -116.74 18 7 111
12 11/11/19 20:32:21 3.9 33.245 -116.265 10 61 321
13 12/3/30 06:09:27 3.3 33.304 -116.879 15 45 25
14 12/5/18 10:37:12 3.6 33.319 -116.402 8 46 327
15 12/8/08 16:33:22 4.5 33.904 -117.791 10 107 105
16 12/8/27 04:41:37 4.9 33.021 -115.519 4 129 304
17 12/10/02 08:28:15 4.1 32.805 -116.144 10 108 333
18 13/03/11 16:56:06 4.7 33.502 -116.457 13 27 313
19 13/03/27 17:50:29 3.4 33.495 -116.445 8 29 312
20 14/01/16 07:40:06 3.6 33.829 -117.687 10 95 101
21 14/03/29 04:09:42 5.1 33.932 -117.917 5 119 105
22 14/05/19 20:08:52 3.8 34.253 -116.825 8 66 168
23 14/07/10 20:41:44 3.2 33.505 -116.507 15 24 320
24 14/11/03 08:53:35 3.3 34.017 -117.232 18 65 127
25 14/12/04 16:53:21 3.6 33.963 -116.635 16 33 186
26 15/05/31 13:02:56 3.6 33.313 -116.282 13 54 317
27 16/01/09 11:43:11 3.3 33.66 -116.774 14 9 84
28 16/02/14 09:01:10 3.4 33.892 -117.118 14 48 121
29 16/06/10 08:04:39 5.2 33.431 -116.443 12 34 321
30 16/09/26 14:31:08 4.3 33.298 -115.714 2 98 295
31 17/06/25 13:53:25 3.5 34.001 -116.903 14 43 150
32 17/12/09 20:45:24 3.5 33.4987 -116.801 5 22 32
33 18/04/23 00:46:09 3.9 33.921 -116.322 8 43 229
34 18/05/19 19:26:51 3.5 33.4958 -116.808 3 23 33
35 18/08/04 13:48:49 3.1 33.9323 -116.828 6 33 154
36 18/09/01 16:50:29 3.1 33.4878 -116.807 2 24 31
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Table 4.2: Earthquakes Used to Compute the Empirical Transfer Functions at TKCH05

ID Date (yy/mm/dd) Time (hh:mm:ss) Mw Latitude (°) Longitude (°) Depth (km) Distance (km) Azimuth (°)

1 8/8/29 23:41:00 4.1 42.935 144.035 96 40 301
2 8/11/09 09:11:00 3.8 42.712 143.698 93 46 352
3 9/1/11 14:57:00 4.7 42.593 143.415 68 61 16
4 9/2/28 09:36:00 5.3 42.583 142.188 113 131 63
5 9/3/20 15:52:00 5 42.6 144.535 64 95 307
6 9/6/05 12:30:00 6.4 41.812 143.62 31 145 360
7 10/1/15 03:46:00 5 42.352 143.117 51 95 26
8 10/4/09 03:41:00 4.8 42.917 144.722 57 93 284
9 10/7/08 21:23:00 4.7 42.573 144.528 59 96 309

10 10/7/28 08:06:00 4.5 42.337 143.798 56 88 350
11 10/10/14 22:59:00 5.5 42.312 143.068 53 101 27
12 12/3/11 17:33:00 4.4 42.537 143.265 63 71 24
13 12/3/14 19:49:00 6 40.68 144.967 69 293 337
14 12/7/22 13:42:00 5.1 42.488 143.025 61 85 35
15 12/8/22 10:33:00 5.2 42.347 143.052 53 98 29
16 12/10/26 19:52:00 3.7 42.702 143.212 104 57 36
17 12/11/19 10:37:00 4.1 42.773 143.942 103 47 326
18 13/03/09 21:16:00 5 43.13 144.77 101 94 269
19 13/05/17 04:20:00 4.3 42.672 143.417 74 53 18
20 13/08/22 15:53:00 4.8 42.318 142.995 54 103 30
21 13/10/21 12:33:00 4.6 42.32 143.047 50 101 28
22 14/04/21 16:46:00 4.2 42.492 143.563 77 70 4
23 15/03/25 09:34:00 5 42.352 143.095 50 96 27
24 15/08/14 13:43:00 5.1 42.752 143.112 80 58 45
25 15/09/26 18:49:00 4.5 42.212 141.957 94 170 54
26 15/11/11 00:50:00 3.9 42.955 143.758 116 22 328
27 16/07/24 11:51:00 4.9 42.873 143.173 96 46 53
28 16/09/07 18:42:00 4.7 42.493 142.68 110 104 48
29 16/10/09 03:36:00 3.9 42.877 143.923 115 37 317
30 16/10/12 04:02:00 5 42.325 143.042 50 100 28
31 17/02/27 18:10:00 4.7 42.348 143.048 52 98 29
32 17/03/14 12:57:00 4.7 42.815 142.7 82 82 66
33 17/04/30 23:42:00 5.4 42.322 143.07 53 99 27
34 17/09/10 17:44:00 5.6 41.758 142.877 43 163 22
35 17/11/03 12:45:00 5 42.563 143.748 66 63 350
36 18/04/14 04:00:00 5.4 43.175 145.737 53 172 267
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Figure 4.1: Site map of Garner Valley Downhole Array (GVDA), denoted by the star. The
rectangle depicts the extent of the modeling domain, where the contours depict elevation in
meters. The triangle denotes a nearby outcrop site GVAR. The color version of this figure is
available only in the electronic edition.
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(a)

(c)

(b)

A A’

B’

B

Figure 4.2: (a) Multiresolution index of valley bottom flatness (MRVBF) and (b) the bedrock
depth map surrounding GVDA, which is depicted by a triangle in both figures. (c) The mapping
function from MRVBF to bedrock depth, with GVDA marked with an asterisk. The color
version of this figure is available only in the electronic edition.
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(a)

(c)

(b)

s

A A’

B B’

Figure 4.3: Cross sections of VS in the 3D mesh (see Fig. 4.2) intersecting GVDA along (a) A–A’
and (c) B–B’; the downhole accelerometer is denoted with the asterisk. (b) The 1D VS profile,
with its location denoted by the dashed line in the left panels, obtained from the borehole log,
and used in the SH1D model. The color version of this figure is available only in the electronic
edition.
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Figure 4.4: Comparison between the theoretical transfer functions (TTFs) computed using the
3D model and the SH1D model at GVDA, with the two-sigma scatter of empirical transfer
functions (ETFs) shaded in gray. The color version of this figure is available only in the
electronic edition.
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Figure 4.5: Site map of TKCH05, denoted by the star. The rectangle depicts the extent of the
modeling domain, where the contours depict elevation in meters. The color version of this figure
is available only in the electronic edition.
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(a) (b)

Figure 4.6: (a) Borehole log at TKCH05 (from Thompson et al. 2012). (b) Borehole VS profiles
at TKCH05 and HKD090, as well as for our simplified 1D model. The color version of this
figure is available only in the electronic edition.
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(a) (b)

(c)

Figure 4.7: (a) Comparison between TTFs and the two-sigma scatter of the ETF for 3D and 1D
models at TKCH05. Solid and dashed lines without markers are the 3D and 1D models based
on the borehole log profile, respectively; solid and dashed lines with diamond markers depict
the 3D and 1D models, based on the simplified downhole profile. (b,c) Comparison of 1.5–8 Hz
observed east–west component surface ground motions with those obtained from convolution
of the downhole records with the TTFs from models using the simplified profile for the (b) 3D
model and (c) 1D model. The color version of this figure is available only in the electronic
edition.
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(a) (b)

(c) (d)

A A’
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B B B’

A A’

s

s

Figure 4.8: (a) MRVBF and (c) depth to bedrock in the vicinity of TKCH05, with the site
location denoted by the triangle. (b) West–east A–A’ and (d) north–south B–B’ cross sections
intersecting TKCH05, the downhole sensor is marked with the asterisk. The color version of
this figure is available only in the electronic edition.
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(a) (b)

Figure 4.9: (a) The Gibbs and Steller velocity profiles at GVDA, in which the bedrock depth
is 64 (solid line) and 88 m (dashed line), respectively. (b) Comparison between the two-sigma
scatter of the ETFs (gray shaded) and the TTFs from the 3D models assembled with the Gibbs
and Steller profiles, respectively. The color version of this figure is available only in the
electronic edition.
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Figure 4.10: Comparison between the median ensemble ETF, the TTF from the 3D model
without and with small-scale heterogeneities (SSHs) at TKCH05. The gray shaded region is the
range of maximum and minimum values encountered in TTFs from these realizations of SSHs.
The color version of this figure is available only in the electronic edition.
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(a) (b) (c)

Figure 4.11: Energy on the (a) horizontal and (b) vertical components at the site TKCH05.
(c) Total energy along depth using the simplified velocity profile at TKCH05 with different
incidence angles. The gray horizontal line, at around 100 m depth, depicts the downhole site
depth. The color version of this figure is available only in the electronic edition.
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Appendix

This appendix includes one figure (Figure A4.1) showing the location of the events used

in the GVDA study and recorded accelerations at a subset of events, one figure (Figure A4.2)

showing the locations of the events used in the TKCH05 study and recorded accelerations at a

subset of events, and two figures (Figures A4.3 and A4.4) showing the comparison of snapshots

generated in 3D and 1D models at the TKCH05 site in Japan.
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Figure A4.1: (a) Map of events (purple triangles) used for computing the ETFs at GVDA. The
red triangle depicts the event used in simulations. (b) Recorded accelerations (normalized) along
West-East direction at 10 randomly selected sites. The maximum amplitude is shown to the left
of each line.
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Figure A4.2: (a) Map of events (purple triangles) used for computing the ETFs at TKCH05.
The red triangle depicts the event used in simulations. (b) Recorded accelerations (normalized)
along West-East direction at 10 randomly selected sites. The maximum amplitude is shown to
the left of each line.
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(a) (b)

(c) (d)

(e) (f)

Figure A4.3: Snapshots of VX at TKCH05 along the A-A’ cross section in Figure 4.8c, bandpass
filtered between 4.5 and 5 Hz. (a), (c) and (e) display snapshots of the 3D model, where the gray
contour lines represent interfaces between bulks with difference Vs; the green star denotes the
downhole site and the green line marks its depth. (b), (d) and (f) are for the 1D model.
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(a) (b)

(c) (d)

(e) (f)

Figure A4.4: Same as Figure A4.3, except along the B-B’ cross section in Figure 4.8c.
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Chapter 5

Kinematic Source Models for Earthquake

Simulations with Fault-zone Plasticity

Fault slip and surface deformation patterns are essential factors in seismic hazard assess-

ment. However, slip inversions reveal a widely observed shallow slip deficit (SSD) which has

not yet been clearly explained. One possible cause of the SSD is distributed plastic deformation

in the fault damage zone near the surface. Roten et al. (2017a) performed 3D dynamic rupture

simulations of the 1992 Mw 7.3 Landers earthquake in a medium governed by Drucker-Prager

plasticity. The study showed that while linear simulations tend to underpredict SSD and off-fault

deformation (OFD), nonlinear simulations with moderately fractured rock mass can properly

reproduce results that are consistent with the 30-60% SSD and around 46% OFD reported in

geodetic observations. Analysis of the Roten et al. (2017a) results shows that discrepancies

between linear and nonlinear simulations are only significant in the top few hundreds of meters of

the surface-rupturing fault. Although inelastic response in the fault damage zone provides more

realistic representations of earthquake physics, it can be computationally expensive or numerically

unfeasible (e.g., in adjoint methods) to include nonlinear effects in ground motion simulations.

One solution proposed here is to use an equivalent kinematic source (EKS) model that mimics

152



the fault-zone plastic effects. This method generates source-time-functions by modifying the

slip rate time histories based on comparisons of linear and non-linear dynamic rupture models,

which are then used as input to kinematic simulations. The EKS model generally reproduces

the reduction of ground motions observed in dynamic simulations with fault-zone plasticity. In

spite of its simple formula, the EKS model is relatively robust in the presence different stress

drop, rock strength and rupture directions for a Mw 7.8 earthquake scenario on the San Andreas

Fault. Further verification of the method and comparison with the output from kinematic rupture

generators are needed before the anticipated use in practical applications such as the SCEC

CyberShake and Broadband platforms.

5.1 Introduction

Dynamic and kinematic earthquake simulations of fault rupture processes and wave

propagation have been widely used as a complimentary approach to predict ground motions,

especially for near-source regions where observed data is sparse. Numerical models are also used

to establish physical limits to ground motions caused by plastic yielding in crustal rocks (e.g.,

Andrews et al., 2007; Duan and Day, 2010). Roten et al. (2014) simulated the Mw 7.8 ShakeOut

earthquake scenario on the southern San Andreas fault and found that plastic yielding in the

fault zone can reduce peak ground velocities (PGVs) at periods longer than 1 s, which somewhat

contradicts the typical assumption that non-linear effects are only relevant at higher frequencies.

A successive study (Roten et al., 2017a) on the 1992 Mw 7.3 Landers Earthquake further showed

that simulations with fault-zone plasticity can reproduce off-fault deformations and shallow slip

deficit that are consistent with previous studies and observations; however linear simulations fail

to capture such phenomenon.

Although many recent studies on rupture dynamics have focused on the absorption of

rupture energy by inelastic response of near-fault materials and pointed out its importance in
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numerical simulations (e.g., Andrews, 2005; Ma, 2008; Dunham et al., 2011b; Dunham et

al., 2011a; Gabriel et al., 2013), linear simulations with viscoelastic models are still widely

adopted for seismic hazard analysis considering their efficiency. This work aims to further explore

fault-zone non-linearity due to plastic yielding and develop a kinematic source model to emulate

plasticity in linear simulations.

5.2 Method

We set up a number of dynamic simulations using the AWP-ODC 3D finite-difference

code (Olsen et al., 1995; Day and Bradley, 2001; Cui et al., 2010), which simulates spontaneous

rupture with the staggered-grid split-node formulation (Dalguer and Day, 2007) and includes

Drucker-Prager plasticity following the return-map algorithm (Roten et al., 2017a). The code has

been verified against several finite-difference and finite-element methods for both visco-elastic

and visco-plastic material properties within the Southern California Earthquake Center (SCEC)

dynamic rupture code verification project (Harris et al., 2009; Harris et al., 2011).

5.2.1 Simulations of Dynamic Rupture

We performed dynamic simulations of a Mw 7.8 earthquake scenario rupturing the southern

San Andreas Fault. The planar fault was embedded in a 3-D heterogeneous velocity mesh (SCEC

CVM4; Magistrale et al., 2000) with a 450-m wide low-velocity zone, where the peak amplitudes

of the shear wave are reduced by 30%, based on the model by Roten et al. (2017a).

The Drucker-Prager plasticity was implemented in terms of cohesion c and friction angle

ϕ:

Y (τ) = max
(
0,ccosϕ−

(
τm +Pf

)
sinϕ

)
, (5.2.1)

where Y (τ) is the yield stress, τm the mean stress (negative in compression) and Pf the fluid
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pressure. Although cohesions and friction angles can be measured from small samples in the

laboratory, rock strength tends to decrease with sample size, as smaller samples are less likely to

include pre-existing fractures on which failure may occur (Wyllie, 2017). This issue is addressed

by the generalized Hoek-Brown failure criterion, which describes the strength of intact rock with

the unconfined compressive strength and the material constant mi, which is provided in tables for

various rock types. The reduced value mb is evaluated from the material constant mi using the

Geological Strength Index (GSI) of the rock (Hoek and Brown, 1980; Hoek and Brown, 1997).

The value of the GSI ranges from 0 to 100 and is used to reflect different geologic conditions,

related to the degree of fracturing and weathering. For example, a GSI above about 80 indicates

intact, undisturbed rock; a GSI of 50 describes a blocky/disturbed rock, while a GSI value of

30 characterizes a mostly disintegrated, heavily broken/tectonically deformed rock mass. The

Hoek-Brown model (Evert et al., 2002) is used to approximate the Hoek-Brown failure criterion

and derive the equivalent cohesions and friction angles for two different rock models, sandstone

and shale, with GSI values of 50 and 30, respectively.

We performed dynamic rupture simulations for several different realizations of the random

stress field and selected a representative case for different media (Fig. 5.1). Linear and non-

linear models show similar spatial patterns of the peak slip rates (PSRs), while the site-specific

amplitudes can show considerable variation between the two distributions, in particular near the

surface. In the linear case, surface PSRs are about 7 m/s for most parts of the fault and reach peak

values in excess of 14 m/s in the right portion of the fault. These surface PSR values are reduced

to less than 4 m/s in the non-linear simulation for the sandstone model, and even less for the shale

model. Overall reduction in PSRs is produced by non-linear effects, and it is most pronounced

in the shallow zone, which is consistent with the findings from Roten et al. (2014). We also use

simulations with different stress drop (7, 8 and 10 MPa), as was found by Roten et al. (2017a) to

significantly affect the magnitude of nonlinear reduction of ampliutudes, as well as with different

rupture directions.
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5.2.2 Peak Slip Rate–Depth Profile

Since permanent deformations concentrate near the fault, plastic yielding of crustal rock in

fault zones is assumed to produce the majority of the difference in ground motions. We averaged

the slip rates along depth for linear and non-linear simulations using the SCEC CVM4. The linear

models excite high PSRs near the surface (< 3 km depth), which can be as large as twice the

PSRs for sandstone models, while both models generate almost identical PSRs in the deeper part

of the fault. This result is also shown through the ratio of PSRs between non-linear and linear

models, which gradually increases from about 0.4-0.5 on the surface to close to 1 near the bottom

of the fault (Fig. 5.2).

Including non-linearity caused by fault-zone plasticity can greatly increase the computa-

tional cost in dynamic simulations, while kinematic simulations using linear models are much

more efficient. The similar pattern of PSR ratio profiles motivates the design of a depth-dependent

’shape’ function, which can be applied to the linear PSR profile to replicate the non-linear PSR

profile, and therefore produce similar ground motions without the added computational cost of the

nonlinear rheology. We adopted the shape function in the form of r f it = A+B∗ exp( f (depth)),

and used regression of a large ensemble of realizations to produce a best-fit function (see red

dashed curves in Fig. 5.2):

r f it = 0.97−
(

0.97− GSI
100

)
∗ exp

(
−d

dnorm

)
, (5.2.2)

where d is the depth and dnorm is a normalization depth, above which the reduction of

PSRs in non-linear cases becomes pronounced. We approximated dnorm with the depth where

the PSR profile for the linear model first produces near constant values. Note that this depth is

closely related to the fault zone rock strengths, as further discussed in Section 5.4. The shape

function mentioned above is therefore only a function of depth and rock strength (represented by

GSI values). Moreover, the plastic yielding mainly occurs when strain is large, so the difference
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in source time functions (STFs) between non-linear and linear models generally exists in a short

period around the failure time. Equation (5.2.2) only describes the ratio of PSR and we therefore

decide to use a narrow Gaussian shape window centered at the subfault peak failure time, i.e. the

width of the Gaussian window at each subfualt is double of the time interval between the time

when rupture starts (defined as reaching 1% of PSR) and the time reaching PSR.

5.2.3 Kinematic Source Model

In the proposed method, given any STF for a linear model, its corresponding non-linear

PSR-depth profile can be retrieved by multiplying the shape function introduced in Equa-

tion (5.2.2) with the PSR profile from the linear model. The process to modify a STF to obtain

the converted STF is demonstrated in Figure 5.3. The modification is applied to all subfaults

and generates an equivalent kinematic source (EKS) model. The PSR profile describes the slip

rate distribution along fault strike with individual STFs on each subfault at the same average

depth. Using the methodology, some detailed rupture information is inevitably lost. However, the

converted STF is reasonably close to that for the non-linear model, suggesting that it is reasonable

to expect that the EKS model is able to reproduce reasonably similar ground motions to that from

the non-linear model, which we demonstrate in the following section.

5.3 Comparison of Ground Motion Simulations for Linear,

Nonlinear and EKS models

5.3.1 Comparison of Ground Motions

Figure 5.4 shows peak ground velocities for example scenarios of the Mw 7.8 ShakeOut

scenario with linear, plastic, and EKS models. In the linear case, strong shaking (PGV > 3
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m/s) occurs near the fault, in particular at Palm Springs, at the intersection of the fault and the

San Bernardino Basin, and near Lake Hughes; some small patches of strong ground motions

(PGVs larger than 1.5 m/s) also appear in the Los Angeles (LA) Basin and Oxnard Plain. These

patterns have been reported in previous simulations (Olsen et al., 2009) and confirmed by ambient

noise measurements (Denolle et al., 2014), which can be attributed to wave guide effects. The

non-linear model predicts significantly smaller PGVs near the fault, where PGVs are reduced

to about 2 m/s or smaller. The reduction is relatively less pronounced in the areas near Palm

Springs. The EKS model, as expected, generally produces lower PGVs compared to the linear

model, though slightly higher those from the nonlinear model.

5.3.2 Nonlinear Reduction of Ground Motion Extremes

The reduction of ground motion extremes in the nonlinear models can be seen in the

cumulative distribution of PGVs (Fig. 5.5). For example, at an occurrence frequency of 10−4,

PGVs decrease from 4.5 m/s in the linear simulation to 3.5 m/s in the nonlinear simulation, which

is well reproduced in the EKS model. The results are consistent for different rock types including

sandstone and shale, with the latter yielding slightly more reduction than sandstone due to its

weaker strength.

In order to analyze the effects of plasticity and the efficacy of the EKS model at different

frequencies, Figs. 5.6 to 5.8) compares the distributions of spectral acceleration (SA) at 5 s

(SA-5s), 3 s (SA-3s), and 2 s (SA-2s). The nonlinear reductions of SAs are generally similar to

those for PGVs, with relatively larger reduction of the most infrequent SAs (up to 40-50% for

SA-3s and even more for SA-2s). The nonlinear reduction of SA-5s is relatively smaller than that

at shorter periods, and the EKS tends to overestimate the SA-5s for the high stress drop model.
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5.3.3 Rupture Direction

The rupture direction can play an important role in the resulting ground motions due to

directivity, and in connection with waveguide channels (e.g., Olsen et al., 2006). We also tested

how robust the EKS method performs for different rupture directions. Figure 5.8 and 5.9 show

linear, nonlinear and EKS ground motions for the ShakeOut scenario with fault ruptures in the

northwestward and southeastward directions, respectively. The distribution of SA-2s in the lower

stress drop case (7 MPa) is similar for the two rupture directions. The large stress drop scenario

(10 MPa) for the NW-SE rupture direction generates smaller extreme SA-2s values as compared

to those for the SE-NW rupture, triggering weaker non-linear effects. For all scenarios, the EKS

method tends to reduce the linear ground motions to levels of about 100-150% of the nonlinear

results. However, more simulations with different stress drops are needed to assess the efficacy of

the method in general.

5.3.4 Off-Fault Regions

Even though the EKS model can reproduce similar overall ground motion reduction

features to nonlinear models, its efficacy in regions away from the fault remains a challenge. As

shown in Figure 5.4, the EKS model fails to reduce extreme PGVs in some areas from the linear

results, which is however present in the nonlinear simulations. Figure 5.10 shows the distribution

of PGVs in the LA basin for linear, nonlinear and EKS models. The EKS model works reasonably

well to reproduce the PGV patterns from the nonlinear models for shale but overpredicts the

PGVs for sandstone. This may be explained by the fact that the sandstone models generate PGVs

in the LA basin comparable with the shale model, instead of stronger shaking due to greater rock

strength and less inelastic absorption of seismic energy.
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5.4 Discussion and Conclusions

Our simulations of an Mw 7.8 strike slip scenario show that slip rates and the resulting

ground motions are reduced, as expected, in the presence of plastic yielding in fault-zone crustal

rocks. We attempt to emulate the plastic effects by equivalent kinematic sources (EKS), modifying

the source time functions in linear models. The EKS model generates amplitude reduction in the

range of 100-150% of that seen from nonlinear (plastic) simulations. Considering its reasonable

robust performance for different rock strengths and rupture directions along with its simple

formula, the EKS model is suitable to be applied in kinematic rupture generators.

The EKS model proposed here only depends on rock strength and depth. It is likely

that more advanced formulation of the method, e.g. with dependency on lateral variation of the

source-time function and magnitude, initial stress, and stress drop can produce more accurate

ground motion features. More simulations with different realizations of these parameters will

have to be carried out, which is recommended for future work. These simulations should also

include non-surface-rupturing scenarios.
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Tables and Figures

(a)

(b)

(c)

Figure 5.1: Peak slip rate (PSR) simulated on the fault for ShakeOut scenario, with the surface
PSR (in m/s) shown in the panel above each subplot. (a) linear, (b) sandstone (nonlinear), and
(c) shale (nonlinear) results. Black contours indicate rupture time in 1 s intervals from 0.
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Figure 5.2: Peak slip rate (PSR) averaged along strike against depth (left panel of each subplot)
for sandstone (nonlinear) and linear models and their ratio (right panel of each subplot). (a)-
(c) depit three realizations for the sandstone models with stress drop of 7, 8, and 10 MPa,
respectively. Dashed red lines indicate the curves fitting the nonlinear to linear PSR ratios using
Equation (5.2.2).
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Figure 5.3: (a) STF on a representative subfault from the linear model. (b) Time-domain scaling
factors from the shape function computed by Equation (5.2.2). (c) STFs for the nonlinear model
and EKS model. The black dashed lines in (a) and (b) indicate the peak time of the STF and
shape functions.
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Figure 5.4: PGV distribution for the southern San Andreas fault region, obtained for (a) linear,
(b) sandstone and (c) EKS model. The red rectangle depicts the LA basin region for further
ground motion comparisons in Figure 5.10.
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(a) (b)

(c) (d)

Figure 5.5: Cumulative distribution of PGVs for linear models with stress drop of 7 (a and c)
and 10 (b and d) MPa, as well as nonlinear models and the corresponding EKS models. The top
row (a and b) depicts models with sandstone and the bottom row (c and d) shows models with
shale.
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Figure 5.6: Same as Figure 5.5, but for SA-5s comparisons.
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Figure 5.7: Same as Figure 5.5, but for SA-3s comparisons.
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Figure 5.8: Same as Figure 5.5, but for SA-2s comparisons.
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Figure 5.9: Same as Figure 5.8, but the rupture direction is reversed to NW-SE for all models.
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(a) (b)

(c) (d)

.
Figure 5.10: Probability density (P.D.) histograms of PGVs in the Los Angeles Basin area. The
models for each subfigure are the same as in Figure 5.8

170



Appendix

A Von Kármán Autocorrelation Function

The stochastic nature of the medium, with the assumption that the randomness is spatially

homogeneous or isotropic, can be characterized using an autocorrelation function (ACF) as a

function of spatial lag (R(x)). The power spectral density function characterizing the random

medium can be calculated from the Fourier transform of the ACF over three (for 3D simulations)

spatial coordinates:

P(kx,ky,kz) =
∫∫∫

∞

−∞

R(x,y,z)e−kxx−kyy−kzz dx dy dz (A1)

where kx, ky and kz are the wavenumbers in each direction, respecitvely. For wave propagation

problems in geophysical applications, the von Kármán ACF is commonly used and found superior

to Gaussian or exponential formulations (Frankel and Clayton, 1986), with the form of:

Φv,a(r) = σ
2 21−v

Γ(v)

( r
a

)v
Kv

( r
a

)
(A2)

in which ν is the Hurst component, a is the correlation length, Kν is the modified Bessel function

of order ν, Γ(ν) is the gamma function, and σ2 is the variance, with Fourier transform:
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P(k) =
σ2(2
√

πa)EΓ(v+E/2)v+E/2

Γ(v)(1+ k2a2)
(A3)

in which k is the wave number and E is the Euclidean dimension.

The von Kármán model follows a power law in its power spectral density function when

the wavenumber k is large (ak� 1). In addition, it has a low-cut frequency filter and thus non-

fractal large-scale heterogeneities. The von Kármán model is widely adopted in many independent

studies due to its ability to capture the laterallly correlated heterogeneities as well as the self-

similar small-scale heterogeneities, and good fit with experiments (Ru-Shan, 1982; Carpentier

and Roy-Chowdhury, 2009; Nakata and Beroza, 2015). Nevertheless, the parameters remain

uncertain due to diferent sources of data or the analysis methods used in indivisual studies. In

general, Hurst exponents were reported between 0.0 and 0.5, and horizontal to vertical anisotropy

ratios between 2 and 5 and the vertical correction lengths between 30 and 300 m in previous

studies from digital geological maps, sonic logs and seismic reflection data (e.g., Nakata and

Beroza, 2015; Savran and Olsen, 2016; and the references therein).
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