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ABSTRACT 

Efficient operations of intelligent transportation systems rely on high-quality traffic 

data.  Infrastructure-based traffic sensors, though providing major data sources for ITS, are subject 

to data quality issues. Existing studies have attended to identifying malfunctioning sensors or 

recovering missing data. Nevertheless, critical gaps remain to be addressed.  Firstly, most studies 

only attempt to label sensors as either ‘good’ or ‘bad’. In this way, any useful information 

contained in the partially ‘bad’ sensors is always discarded while the potentially erroneous 

information given by the partially ‘good’ sensors is always preserved. Secondly, the traffic 

dynamics attributes have not been effectively exploited when examining the sensor data, which is 

a missed opportunity for utilizing valuable information. This dissertation will try to fill these 

research gaps. In the dissertation, we first construct three networked sensor error correction models 

using transportation domain knowledge and Physics-Informed Deep Learning (PIDL) techniques 

based on fully-connected Neural Network, Convolutional Neural Network (CNN), and Long 

Short-Term Memory (LSTM), to extract features from the spatiotemporal sensor data and quantify 

the traffic flow measurement biases for all the sensors in the network. In addition, narrowing the 

scope down to a traffic segment with only two sensors, we develop another measurement error 

correction model using the Physics-Informed LSTM neural network combined with prior 

knowledge of macroscope traffic models. With minimum data requirements, this LSTM-based 

PIDL model is able to correct the measurement biases for traffic flux and occupancy 

simultaneously for both sensors. Overall, experimental results demonstrate the merits of 

combining machine learning techniques with domain knowledge of the physics of traffic flows in 

the context of sensor health monitoring and error estimation. The sensitivity analyses demonstrate 

the reliability and robustness of our results with respect to different testing scenarios.  
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Chapter 1 Introduction 

1.1 Background 

An intelligent transportation system (ITS) is a highly integrated system, designed to automatically 

collect networked data, analyze data and provide people with human-friendly information to 

optimize traffic management.  As transportation demand continues to increase while physical 

roadway capacity is limited, smart transportation operations enabled by ITS become even more 

critical.  The performance of ITS depends heavily on the quality of the data used by the system  

(Brumbaugh et al., 2018, Hawkins, 1980). For example, inconsistency and missing information 

hinder the accurate interpretation of data, while the overabundant information impedes effective 

downstream applications that utilize those data. In the age of Big Data, traffic network data are 

generated in massive amounts and from vast sources. Appropriate data pre-treatment is critical for 

effective and accurate downstream applications including monitoring, estimation, and decision. 

However, fundamental research focusing on understanding the data itself is relatively thin 

compared to the wide spectrum of applications that use the data as input.  This research will focus 

on the quality of networked data, aiming to develop systematic mathematical approaches for data 

error estimation and proper data selection. 

1.2 Traffic Detecting Sensors  

Albeit the development of the Internet of Things (IoT) allows ITS to obtain traffic data via various 

mobile traffic sensors, like smartphones and smart vehicles, the penetration rate of mobile data is 

still low and the infrastructure-based traffic sensor systems are still by far the main input 

component for ITS. Also, due to privacy or commercial confidential concern, most of the mobile 
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data collected by commercial companies will not be accessible to the government or the public. 

Therefore, infrastructure-based sensors are still the major data source for public traffic 

management. There are mainly two types of infrastructure-based sensors, over-road sensors, such 

as ultrasonic radar, infrared sensors, and video cameras, and in-road sensors, including magnetic 

sensors and inductive loop sensors. Among these traffic sensors, inductive loop sensors are the 

most frequently implemented. A loop sensor can directly measure traffic volume (number of 

vehicles passing), occupancy (the proportion of time covered by a car) and indirectly infer traffic 

speed, characterizing the most important properties of traffic flow. The measurement data from all 

these sensors should be able to provide the traffic managers, the public, and the researchers with a 

good understanding of the traffic system.  

In this study, the traffic volume and occupancy data are of our main interest. However, these traffic 

data are not always reliable. Empirical case studies have shown inconsistency and missing 

information from a large portion of network data. For example, it was reported that about one-third 

of the freeway sensors in California were not working correctly in PeMS data (Brumbaugh et al., 

2018). On the other hand, for effective traveler information applications and traffic management 

applications, the traffic data errors should not be greater than 20% and 10%, respectively (Zhang 

et al., 2011). Quality control for archived data management systems (ADMS) has also been 

identified as a high-priority task recommended to the Federal Highway Administration (Shladover, 

1993). Despite the importance of network data health monitoring, the research effort devoted to 

this subject is rather thin compared to studies that rely on data as input. 
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1.3 Unhealthy Sensor Data Identification 

Among network data health monitoring literature, most studies focused on identifying ‘bad’ 

sensors so that data collected from those sensors can be filtered. However, an equally important 

question, how to estimate sensor data error (i.e., to find out ‘how bad’ a sensor is), has not been 

well addressed. In most practices, data imputation is applied to complete traffic data records after 

malfunctioned sensors have been identified using the aforementioned quality control procedure 

and the erroneous data are removed. To this end, there is a large body of literature using statistical 

learning techniques, including K-cluster, PPCA (probabilistic principal component analysis), and 

SVD (single value decomposition) (Chen et al., 2003, Weijermars & Van Berkum, 2006). 

However, those approaches neither fully utilize domain knowledge for transportation networks nor 

delve into statistical modeling of sensor errors. Simply relying on the data itself without 

assimilating transportation expertise produces the poor result of imputation when certain sensors 

are malfunctioning for an extended period of time. 

In the recent paper coauthored by the author of this dissertation (Yang et al., 2019), a novel 

statistical model incorporating traffic network structure and nodal flow balance law was developed. 

In addition to identifying malfunctioning sensors, the model also shows the ability in quantifying 

measurement bias and recovering traffic flow data. Despite dropping out the need for the flow 

conservation for the entire network, that model still assumed nodal level flow balance, which does 

not always hold at a heavily queued location. In addition, by ignoring the time attributes of the 

observations, that model missed an opportunity to take advantage of the additional information 

contained in the traffic flow dynamics. In this study, we will resolve this limitation by making use 

of the temporal relations between the sensor data. 
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Note that studying traffic flow dynamics often needs another important traffic flow attribute, traffic 

density. Although a single loop detector system does not measure traffic density directly, traffic 

occupancy, as one of the two direct measurements, is often used to derive the density. However, 

the health of traffic occupancy is rarely discussed in the literature. Part of this study will fill this 

gap by introducing the traffic flow ordinary differentiate equation (ODE) model which draws a 

relation between the traffic flux (volume) and traffic density (occupancy) and using the model to 

examine the health conditions of both sensor readings.  

While incorporating the time attribute, we will need to look at multi-dimensional time-series data 

containing complex non-linear feature information. Conventional analytical models are difficult, 

if not impossible, to suit such a need. Therefore, in this study, we will take advantage of the 

Physics-Informed Deep Learning (PIDL) techniques and combine neural networks with 

transportation engineering domain knowledge, to extract high-level features from traffic data and 

learn a non-parametric mapping to predict measurement biases in network sensors.  

This work mainly consists of two parts: 

First, we will look at the sensors in a network scope. We will develop physics-informed deep 

learning models based on the fully connected neural network, convolutional neural network (CNN), 

and long short-term memory (LSTM) to capture the spatial and temporal correlations in the traffic 

volume data and to estimate the traffic volume measurement biases of the networked sensors. 

In the second part, we narrow down the scope into a single traffic segment with two sensors and 

will construct a traffic ODE model which draws an implicit relation between the traffic volume 

and the traffic occupancy and their measurement biases. We then combine the traffic model with 
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deep learning techniques and use the PIDL model to learn this implicit relation and simultaneously 

identify both volume and occupancy measurement biases.  
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Chapter 2 Literature reviews 

2.1 Traffic Network Data  

The ‘traffic data’ is the key to the modern traffic management system. Only correct, healthy, and 

integrated input data can support the effectual decision output.  

Highway traffic sensor systems are still the primary information source for traffic management. 

Generally, there are two types of traffic sensors, over-road sensors like ultrasonic radar, infrared 

sensors, and video cameras, and in-road sensors like magnetic and inductive loop sensors. Among 

these traffic sensors, inductive loop sensors are the most frequently implemented. A loop sensor 

can measure directly traffic volume (number of vehicles passing), occupancy (the proportion of 

time it is covered by a car), and indirectly the traffic speed, characterizing the most important 

properties of traffic flow. 

In the U.S., several states' Department of Transportation (DoT) built their own traffic performance 

monitoring system, like the Performance Measurement System (PeMS) of Caltrans. The operating 

of these systems requires input data from traffic detecting sensors, such as inductive loop sensors, 

magnetometers, and video cameras. Though studies have been conducted on replacing the 

inductive loop with other techniques like infrared sensors, among all the traffic detecting sensors 

in the current DoT traffic performance monitoring system, inductive loop sensors still play critical 

roles (Chen, 2003) and account for 95% of the collected data (Bickel et al., 2007). 

By characterizing traffic volume, occupancy, and speed, the inductive loop sensors support traffic 

management in many aspects. Ramp metering, which controls the entrance gate of freeways, 
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operates based on the mainline flow density. The incident detecting system must identify and 

allocate incidents by extracting all the real-time traffic speed, volume, and occupancy data. Short-

term congestion prediction acts similar to incident detecting but also requires historical data. 

Traffic models such as the car-following model and driver’s behavior model often have numerous 

parameters, the calibrating and estimating of which also needs the network data from traffic 

sensors (Bickel et al., 2007). 

2.2 Network Data Errors Estimation  

2.2.1 Sensor Data Errors 

A significant challenge associated with sensor data is its quality assessment. According to 

Margiotta (2002), for effective traveler information and traffic management applications, traffic 

data errors should not be greater than 20% and 10%, respectively. However, inductive loop 

detectors are found to be vulnerable. Several external impacts, including poor pavement condition, 

improper installation, and heavy vehicles, may lead to degrading the measurement performance 

(Klein et al., 2006). Empirical case studies have shown inconsistency and missing data from a 

large portion of road sensors. For example, it was reported that about one-third of the freeway 

sensors in California were not working correctly in PeMS data (Varaiya, 2001). Quality control 

for archived data management systems (ADMS) has also been identified as a high-priority task 

recommended to the Federal Highway Administration (Turner, 2007). Despite the importance of 

sensor health monitoring, the research effort devoted to this subject is relatively thin. 
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2.2.2 Malfunctioning Sensor Detection 

Unhealthy sensors may lead to bad estimates of traffic volume and speed. Among sensor health 

monitoring literature, most studies focused on identifying malfunctioned sensors whose data 

should be discarded. A large group of previous quality control methods in this direction analyzed 

data from individual sensors separately. By setting reasonable thresholds for observed values and 

checking consistency among volumes, occupancy, and speeds, these studies could identify 

malfunctioned sensors (Payne et al., 1976). When the monitored variables are not within the 

acceptable ranges, for instance, too large traffic flow (e.g., greater than 3000 vehicles per hour per 

lane) or speed (e.g., greater than 160 km per hour) measurement is considered to be unreasonable, 

thus is dropped (Jagadeesh et al., 2014). Washington Algorithm (Jacobson et al., 1990) formulated 

a region in the volume-occupancy plane and rejected all the measuring data points outside the 

region. Rajagopal and Varaiya (Rajagopal & Varaiya, 2009) aggregated the ten diagnostic states 

provided by PeMS. 

The basic threshold criteria are not always effective in finding malfunctioning sensors. Weijermars 

& Van Berkum (2006) found that the principle of flow conservation was a useful addition to the 

threshold criteria. Chen et al. designed a statistical algorithm to identify sensor error from 

California daily PeMS data and introduced the use of entropy scores to reflect the fluctuation of 

observed values (Chen et al., 2003). Though still looking at individual nodes, Waller et al. (2008) 

introduced an index of network consistency, which can be used to evaluate observed traffic flows. 

This category represents the early endeavor in traffic data quality control and has evolved into a 

much more complicated validity criteria combination through the years. It is still prevailing in 

practice nowadays due to the convenient automation in a database environment. However, 
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although these simple methods could identify some obvious outliers, they may be challenging to 

find out small biases. 

Instead of focusing on a single sensor’s observed values at the one-time interval, another group of 

research efforts, emphasizes using the spatial and temporal correlation between nearby sensors and 

adjacent time intervals to detect sensor failure (Turner, 2007). Rajagopal et al., (2008) designed 

an algorithm with correlation statistics of neighboring sensors to detect multiple sensor failures in 

a network. Using neighboring lane correlation and time series from a traffic path, Dailey proposed 

a Kalman filter-based statistical algorithm to make an optimal volume and speed value prediction 

for inductive loops (Dailey, 1993). Sensor error is detected if the actual observation evidently 

deviates from the predicted value. In addition to those correlations, Nihan (1997) noticed that 

upstream and downstream traffic counts should be consistent, and the difference between spatially 

close detectors’ counts cannot exceed the storage rate if all detectors work perfectly. Following 

the same vein, Vanajakshi & Rilett (2004) expressed this conservation principle using a partial 

differential equation based on macroscopic traffic flow theory and derived a nonlinearly 

constrained optimization problem to identify the malfunctioned sensors and estimate the 

measurement error. The spatial correlation of the above approaches is limited to neighboring 

sensors on a corridor. A more generic approach, simply based on the distance between sensors, 

was proposed to detect sensor mislabeling errors. Still, this work has not really utilized the network 

structure of a road traffic system (Kwon et al., 2004). 

Recently, Sun et al. pointed out the limitation of those previous studies which did not consider 

spatial correlations among network sensors, and proposed a new approach for identifying bad 

sensors in a network setting. By enumerating all possible bases of a linear system consisting of the 
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network flow balancing equations, these researchers were able to identify broken sensors as those 

whose data are most frequently found inconsistent against data of the basis sets. 

2.2.3 Erroneous Sensor Data Imputation 

In most practices, data imputation is applied to complete traffic data records after malfunctioned 

sensors have been identified using the aforementioned quality control procedure and the erroneous 

data are removed. Li et al.(2014) divide these techniques into three types: interpolation, prediction, 

and statistical learning methods.  

The interpolation can be done from either the spatial dimension or the temporal dimension. For 

spatial dimension, the missing or erroneous data can be filled using the average of the spatially 

neighboring data (Chen et al., 2003), or the K-Nearest Neighbors method (Liu et al., 2008). 

Similarly, temporal dimension interpolation uses the average of the temporally neighboring data. 

However, these methods have a strong assumption that the neighboring data has to be very similar 

in dimension, which cannot always hold. On the other hand, other than using similarity, these 

models don’t consider the data correlation in either spatial or temporal dimensions and therefore, 

waste much useful information in the data. 

The traffic data has long been treated as time series data. Taking use of the correlation and variance 

in the temporal dimension, one can predict the missing data using some time series models, such 

as the autoregressive moving average (ARMA) model (Nihan & Holmesland, 1980) and 

autoregressive integrated moving average (ARIMA) model  (Williams et al., 1998). However, due 

to the complexity of the traffic flow data and the various traffic conditions that may affect the 

traffic, the conventional time series models don’t fully capture the traffic flow dynamics. 
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Meanwhile, the models discard any data after the potentially erroneous observations which we 

want to predict, therefore, losing the information within that disposed data. 

As the aforementioned prediction and interpolation approaches do not fully utilize the stochastic 

information of the networked traffic data, recent studies have attempted to use statistical learning 

methods to address this problem. Statistical learning models have been developed decades ago, 

but they are not prevailing until the most recent decade after the exponential growth in computing 

power. Methods like Probabilistic Principal Component Analysis and Markov Chain Monte Carlo 

multiple imputation method start to be used in the traffic data imputation (Choi et al., 2019, Farhan 

& Fwa, 2013).  

Nevertheless, all the studies above pay no attention to the erroneous data itself. This may generate 

two significant problems: Firstly, if a bad sensor is identified, its data is just filtered and replaced 

with the new data imputed from other ‘related’ sensors. By doing so, we are abandoning the piece 

of information that may have the highest relationship with the truth. Secondly, if a slightly 

malfunctioning sensor is not identified as bad because its data quality still lies under an acceptable 

threshold, its data is simply kept and used to infer other sensors. Given this possibility, the entire 

data imputation process becomes unreliable. 

In reality, different levels of sensor problems exist, from the most severe and manifest, zero call 

or constant call, to the modest but more undetectable ones, such as unbalanced sensitivity. 

Obviously, the former does not provide any useful information at all and should be tossed anyway, 

but the observation from the latter could still be potentially valuable in reconstructing traffic 

operation data. In many cases, sensor data are systematically deviated from the actual traffic 

volume due to causes such as counting neighboring lane traffic, missing motorcycles, and double 



 12 
 

counting long vehicles. Albeit the data collected under those conditions significantly differ from 

what actually happened on the road, the systematic error part can be modeled mathematically and 

inferred with other sensors’ counts in the traffic network, not limited to neighboring ones. With 

this being considered, instead of asking whether a sensor is good or bad, it leads to an equally 

important question, how to estimate sensor data error (i.e., ‘how bad’ a sensor is)? 

To address these problems, Dr. Yang, Dr. Fan, and the author of this dissertation developed a 

Generalized Method of Moments (GMM) based sensor error estimation model (Yang et al., 2019). 

This model takes use of the network structure information and can quantify the sensor 

measurement bias and recover real traffic flow data accordingly (the more detailed contribution of 

this study will be discussed in Chapter 3). Nevertheless, this GMM model still has two limitations. 

Firstly, it cannot take advantage of the information in the temporal dimension of the traffic 

observation, because the model treats each observation as an independent sample.  Secondly, in 

the spatial dimension, the model still requires a strong flow conservation assumption, which, 

however, does not always hold. 

2.3 Deep Learning Techniques 

With the development of ITS, there has been a data explosion in transportation engineering. Due 

to the complexity of spatial-temporal dependencies in traffic networks, conventional statistical 

learning techniques, like Bayesian networks, linear/logistic regression, and decision trees, lack the 

power to fully capture the features in the data (Nguyen et al., 2018). Over the recent decades, 

researchers have been using deep learning approaches to overcome this barrier. Deep learning is a 

type of machine learning and artificial intelligence that uses artificial neural networks with 

multiple layers to imitate the structure of the human brain. The word deep comes from the fact that 
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these artificial neural network models usually have multiple hidden (deep) layers. It is these hidden 

layers that increase the deep learning techniques’ ability to process more complex and higher 

dimensional data. 

Deep learning techniques have also demonstrated their powers in transportation engineering 

research. In the traffic prediction field, Polson & Sokolov, (2017) develop a deep learning model 

for short-term traffic flow prediction. After comparing the performance with a single-layer neural 

network model, they find that there is 14% less MSE. Because the deep learning approach can 

extract features from multi-dimensional data, they can have better predictions with the help of 

broader information. Zhao et al., (2017) construct an LSTM mode to predict traffic flow, and the 

LSTM model is found to outperform traditional time series models such as ARIMA, especially in 

long-term prediction. Moreover, deep learning can also be used for traffic condition perdition. For 

instance, Ranjan et al., (2020) build a hybrid CNN and LSTM model to perform city-wide 

congestion prediction and prove that the model can effectively capture from the data the 

relationship between both spatial and temporal dimensions. Cao et al., (2020) propose a CLM deep 

learning model for traffic speed prediction and show that this model has a better prognosis than 

SVR, MLP, and Lasso. 

Researchers also attempt to use different types of deep learning methods to extract the features 

embedded in the high-dimensional traffic flow data and infer the missing information. Zhuang et 

al., (2019) treat the traffic volume data as spatial-temporal images and missing data as the blank 

region in the image and propose a CNN-based model to reconstruct the spatial-temporal data 

matrix. The model is able to impute missing data from missing ratios up to 50%. Cui et al., (2020) 

construct a two-layer bi-directional LSTM network that can capture forward and backward 
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temporal dependencies in spatiotemporal data to predict the network-wide traffic with missing 

values. This model can perform excellent missing data imputation, especially when training data 

contains multiple patterns of missing values. 

Overall, the capability of capturing features from spatial-temporal dimensions makes deep learning 

an excellent approach to analyzing traffic data, traffic prediction, and missing data imputation. 

However, similar to the previous discussion, most studies assume that the data is either good or 

bad, or missing. The ‘good’ data is used to infer the ‘bad’ or ‘missing’ data without being verified. 

The ‘bad’ data is considered useless and discarded completely. Similar to the objective of the 

previous paper (Yang et al., 2019), this study aims to numerically quantify the sensor reading 

biases but using deep learning approaches rather than purely relying on analytical models. 

Conventional deep learning approaches are purely data-driven, and the predictions made by these 

complete data-driven models may be physically inconsistent or infeasible (Karniadakis et al., 

2021). The concept of physics-informed deep learning (PIDL) helps resolve this problem (Raissi 

et al., 2017). It can be considered a combination of data-driven and model-driven neural network 

models, so the neural network model has some prior knowledge of physical law (Figure 2.1). 

Initially, it was designed for solving ordinary and partial differential equations (Lagaris et al., 1998) 

and used mainly in physics. Still, the concept of physics information machine learning is quickly 

transcending to many engineering disciplines, including transportation engineering. Huang & 

Agarwal (2020) incorporate the macroscopic traffic conservation law with the physics-informed 

neural network. With prior knowledge of the traffic model, the PIDL can perform reasonable traffic 

state estimation with minimal traffic data. Mo et al., (2021) develop a family of neural network-

based car-following models informed by the Intelligent Driving Model, Optimal Velocity Model, 



 15 
 

and Full Velocity Difference Model and prove the better performance of neural networks informed 

by physics over those without. 

 

Figure 2.1 Physics-informed deep learning (Huang & Agarwal, 2020) 

To extend the initial concept of PIDL, as shown in Figure 2.1, the physics informing can take place 

in any part of the learning process, e.g., training data preparation (Han et al., 2022), neural network 

structure design (Mo et al., 2021), and loss function design (Huang & Agarwal, 2020). With the 

aid of transportation engineering knowledge, PIDL has demonstrated a more efficient and effective 

learning process with less data demand. Therefore, in this research, we will take advantage of these 

attributes of PIDL and construct sensor bias estimation models based on it. 
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Chapter 3 Previous Work: Networked Sensor Data Error 

Estimation in Static Framework 

In the previous study (Yang et al, 2019), by integrating a sensor measurement error model and a 

transportation network model, we propose a Generalized Method of Moments (GMM) based 

estimation approach to determine the parameters of systematic and random errors of traffic sensors 

in a road network. The roles and functionalities of the problem discussed in that paper are 

illustrated in Figure 3.1 and highlighted in blue. Steps 1 and 2 are the detection of entirely and 

partially malfunctioning sensors, respectively. Step 3 represents the standard denoising procedure. 

Step 4 is to correct systematically erroneous data. Step 5 is to impute missing data.  

 

Figure 3.1 Sensor Data Processing Chart 

A single traffic loop detects sensor typically generates two traffic measurements: traffic volume 

(flux) and occupancy. We group the traffic measurement errors into two categories: 

Random error: This type of error is natural to any type of measurement. Even in a perfectly 

functioning sensor, the recorded traffic counts or occupancy can be ostensibly different from the 

true value due to inherently unpredictable fluctuation of the readings. With only the presence of 

random error, the measurement error has a zero mean and small variance. 
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Systematic error (bias): This type of error affects the observed data in a predictable direction. 

Traffic sensors may be subject to several types of systematic errors, but in this study we integrate 

all these types of errors into a single systematic error. We call a sensor malfunctioned if the 

systematic error is present. The main focus of this study is to identify those sensors and correct 

their observed data using systematic error estimates. 

Traffic measurements given by the traffic sensors are often aggregated into certain time intervals 

(e.g., 10s, 1min). Mathematically, we use 𝑍!)  to denote the actual traffic volume or occupancy 

occurring at the sensor 𝑎 during 𝑡)" time interval,  𝑉) to denote the traffic reading given by this 

sensor. Then, 

 𝑉!" = 𝑍!" +𝑊!"	 (3.1) 

Where, 𝑊!) = 𝑉!) − 𝑍!)  is the statistics of random measurement error. 

𝐸(𝑊!)|𝑍!)), the expectation of the measurement error 𝑊), is the systematic measurement error we 

defined, and it is a function depending on 𝑍, 

 𝐸(𝑊!"|𝑍!" ) = 𝑓(𝑍!" )	 (3.2) 

For simplicity, in this study, we assume that 𝑓(𝑍!) ) = 𝛽𝑍!) , namely a linear relationship between 

the real traffic and the systematic error, and we call 𝛽 the measurement bias, which is not time 

dependent. Now we can convert equation to, 

 𝑉!" = 𝛽𝑍!" + 𝜀!"  (3.3) 
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Here 𝜀!)  can be treated as the white noise for the measurement, with 𝐸(𝜀!) |𝑍!)) = 0 and constant 

variance 𝜎!%. 

In this paper, our objective was to estimate the sensor measurement biases in a static framework, 

therefore, ignoring the temporal dimension, Equation (3.1) can be expressed as, 

 𝑉! = 𝑍! +𝑊! (3.4) 

Similarly, 𝑊! = 𝑉! − 𝑍!  is the statistics of random measurement error.𝐸(𝑊!) = 𝜇!𝑍!  is the 

systematic measurement error. If we use 𝑈! = 𝑊! − 𝐸(𝑊!), then 𝐸(𝑈!) = 0. The main focus of 

this paper is to estimate the systematic error by using the fact that traffic data are spatially 

correlated. 

Then the next step is to a construct a network abstracting model converting a general traffic 

network into a directed graph, which follows the assumption of flow conservation, satisfying     

 . 𝑍!
!∈𝒜!(&)

− . 𝑍!
!∈𝒜"(&)

= 0,			∀𝑖 ∈ ℐ (3.5) 

Here ℐ is the sets of all intermediate nodes in this abstracted network. 𝒜,(𝑖) and 𝒜-(𝑖) are the 

the incoming and outgoing links of the intermediate node 𝑖 . Using 𝑷	to denote the node-link 

adjacency matrix, the matrix form can be expressed as, 

 𝑷𝒁 = 0 (3.6) 

Combining the flow conservation equation with measurement error model, we obtain, 
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 .
𝑉!

1 + 𝜇!!∈𝒜!(&)

− .
𝑉!

1 + 𝜇!!∈𝒜"(&)

= .
𝑈!

1 + 𝜇!!∈𝒜!(&)

− .
𝑈!

1 + 𝜇!!∈𝒜"(&)

	 , ∀𝑖 ∈ ℐ (3.7) 

Let 𝜷 = [𝛽!] = [1/(1 + 𝜇!), then the matrix form is   

 𝑷(𝑽°𝜷) = 𝑷(𝑼°𝜷) (3.8) 

Where ° stands for the Hadamard product.  

Defining a zero-mean stochastic function of 𝜷, 𝑔(𝜷), and using Generalized Method of Moment, 

we can estimate 𝜷 by minimizing the Euclidean distance of 𝑔(𝜷), 

 𝐦𝐢𝐧
𝜷)𝟎

𝑔(𝜷)+𝑾𝑔(𝜷)+ (3.9) 

Assuming that the entire measurement timeframe is 𝑇 and each measurement interval is 𝑡, we can 

define a zero-mean stochastic function of 𝜷, e.g., 

 𝑔(𝜷) = 𝑷(
1
𝑇
.𝑽𝒕°𝜷
+

"

	) (3.10) 

By defining 𝑔(𝜷) using (3.7), we are aggregating all measurements of one sensor into just one 

observation. This is a typical method of moment approach. However, doing so, we are losing a 

large portion of information contained in each individual measurement. Therefore, generalized 

method of moment gives more flexible way to aggregate the observations. Using GMM, we can 

define  𝑔(𝜷) as  
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 𝑔(𝜷) =

⎣
⎢
⎢
⎡
H𝑃J

1
|Ψ(1)|

. 𝑽𝒕°𝜷
"∈-(.)

LM

+

, … ,H𝑃J
1

|Ψ(K)|
. 𝑽𝒕°𝜷

"∈-(/)

LM

+

⎦
⎥
⎥
⎤
+

 (3.11) 

Instead of aggregating all the observations into only one, GMM allows the data to be grouped into 

flexible K groups.  Here Ψ(k) is the 𝑘)"set observations, containing all the observations that are 

grouped into this set. With all these setups, we can then solve the (3.6) minimization problem, 

which gives us the estimation of 𝜷. 

In this paper, we translate nodal flow balance law into structural equations, whose first moments 

are employed to estimate the systematic error ratio of sensors. The proposed framework allows a 

flexible data aggregation strategy, for which the traditional MOM and GLS are extreme cases. 

With such strategy, it is possible, without knowing random error ratios, to improve parameter 

identification by separating observations to more groups or to amend estimator consistency by 

clustering observations to fewer groups. The method in that study is capable of evaluating the level 

of data issue and correcting traffic flow data in addition to identifying malfunctioning sensors, 

while most previous sensor health studies concern only the latter. Second, it utilizes network 

structure of traffic monitoring system, while many previous studies that focus on spatial relation 

gave attention only to those immediately neighboring sensors on a corridor. Compared to the works 

in Sun et al. (2016) and Yin et al. (2017), which also exploits the network feature, our method 

lessens their requirement of flow balance on the entire network, which may take several hours to 

establish.  

The estimation method in this paper is somewhat exemplary in the sense that it provides a 

conservative statistical approach to a novel problem. It only considers the most well-examined 

data type, traffic counts as well as probably most commonly accepted measurement error and 
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network models. In practice, there are multiple types of sensor data available, such as flow and 

density. Besides the static flow balance law based on network graph, other useful transportation 

domain knowledge like temporal dependency of traffic volumes, speed-density relationship and 

macroscopic traffic flow models can certainly provide additional information. This dissertation 

will attempt to incorporating this information into the error identification model and estimating 

the biases of sensor measurements by taking advantage of the fact that traffic data collected from 

sensors at different locations over a network and at different time over a timeline is indeed 

inherently correlated. 
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Chapter 4 Networked Sensor Biases Correction in 

Dynamic Framework 

4.1 Introduction 

In the previous work, the sensor error estimation model only looks at the spatial correlation 

between the networked sensors while ignoring the temporal information in the data. In this study, 

we will construct sensor bias correction models in a dynamic framework. Because the networked 

traffic sensor data are correlated from both spatial and temporal dimensions, it may be difficult for 

traditional statistical approaches to incorporate domain knowledge with the data and fully exploit 

its complexity. Machine learning techniques, like Physics-Informed Deep Learning (PIDL), 

however, well overcome this issue. Combining domain knowledge with deep learning techniques, 

PIDL has demonstrated the capability to efficiently extract features from complex engineering data 

and perform consistent predictions. In this study, we will construct three PIDL models (fully 

connected neural network-based, CNN-based and LSTM-based) to estimate the network sensor 

measurement bias, reconstruct erroneous traffic flow, and compare the difference in performance.  

4.2 Methodology 

4.2.1 Time Series Model Capturing Traffic Dynamics 

Our abstracted traffic network consists of links, each of which has one sensor. Any network that 

does not comply with this setting in its original form can be processed to match this requirement, 

following the network abstraction algorithm ￼￼. 𝒢￼ denote the network, 	𝒢 = 	 {𝒩,𝒜}, where 

𝒩	and 𝒜 are the set of nodes and links in the network. Let 𝑠 = 	 |𝒜| denote the number of links. 
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For any node 𝑖, 𝒜(&)
,  is the set of links that has traffic flow coming in and 𝒜(&)

-  is the set of links 

that has traffic flow going out. We use ℐ to denote the set of intermediate nodes and 𝑛 = 	 |ℐ|, the 

number of intermediate nodes. 

Several macroscopic traffic variables, including traffic volume, speed, and occupancy, are 

naturally time series data. Time series analysis with historical traffic observations allows not only 

a short-term traffic forecasting model to predict the future traffic state but also the traffic data 

quality validation. Conventionally, the traffic data time series analyses tend to be model-driven, 

with many strong assumptions (Zheng & Huang, 2020) and these models are usually struggling in 

dealing with nonlinearity (Ma et al., 2017). Since the start of the big data era, data-driven models 

have well addressed these issues, especially with machine learning techniques, which are excellent 

at extracting complex and nonlinear attributes from data. On the other hand, the choice of models 

and the structuring of the input data significantly affect the model performance. A solely data-

driven model without a good understanding of the data itself may not even converge. To this point, 

the domain knowledge does present a high value in helping construct a physical-informed machine 

learning model which some prior knowledge of the studying data. 

Since we know that the traffic volume data are time series data, we will start looking at it using 

the conventional time series analysis. Let 𝑍!)  denote the true traffic volume for link 𝑎 at 𝑡)" time 

interval.  Following the autoregressive time series model (AR) of order 𝑝, we may write, 

 𝑍!" = 𝜙!.𝑍!"0. + 𝜙!1𝑍!"01 +⋯+ 𝜙!
2𝑍!

"02 + 𝜖!"  (4.1) 

This is called an AR(𝑝) model, where 𝜖)	 is the zero mean random error. The AR model forecasts 

the 𝑡)" traffic volume using a linear combination of 𝑡)" to (𝑡 − 𝑝))" traffic volume.  
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Combine it with the error model 𝑉!) = 𝛽!𝑍!) + 𝜀!) ,  

 
𝑍!" = 𝜙!.

𝑉!"0. − 𝜀!"0.

𝛽!
	+ 𝜙!1

𝑉!"01 − 𝜀!"01

𝛽!
+⋯+ 𝜙!

2 𝑉!
"02 − 𝜀!

"02

𝛽!
+ 𝜖!"  

=
𝜙!.𝑍!"0. + 𝜙!1𝑍!"01 +⋯+ 𝜙!

2𝑍!
"02

𝛽!
+ 𝛾!" 

(4.2) 

where, 𝛾!) =
0!1!"-23!"#$	,3!"#%,⋯,3!

"#&6

0!
 and 𝐸(𝛾!)) = 0. 

According to Yang et al., (2019), if the flow conservation law holds at link 𝑎, then, 

 S 𝑍𝑎𝑡
𝑎∈𝒜+(𝑖)

−S 𝑍𝑎𝑡 	
𝑎∈𝒜−(𝑖)

= 0, ∀𝑖 ∈ 𝐼 (4.3) 

In a more general case however, due to the fluctuation of the traffic flux, the flow conservation 

does not always hold. This means there exists another variable 𝜂!) , where  

 S 𝑍𝑎𝑡
𝑎∈𝒜+(𝑖)

−S 𝑍𝑎𝑡 	
𝑎∈𝒜−(𝑖)

= 𝜂𝑎
𝑡 , ∀𝑖 ∈ 𝐼 (4.4) 

Again, combine it with the error model, and we obtain, 

S
𝜙!$𝑉!)-$ + 𝜙!%𝑉!)-% +⋯+ 𝜙!

7𝑉!
)-7

𝛽!
−

!∈𝒜'(&)
S

𝜙!$𝑉!)-$ + 𝜙!%𝑉!)-% +⋯+ 𝜙!
7𝑉!

)-7

𝛽!!∈𝒜#(&)
 

 = 𝜂!" −. 𝛾!"
!∈𝒜!(&)

+. 𝛾!"
!∈𝒜"(&)

 (4.5) 

As discussed, in general, 𝜂!)  does not equal zero. However, if we treat, for example, one-day 

observation as a cycle, ∑ 𝜂!))  should equal zero. If we look at the time series for one day, we can 

approximately treat 𝜂!)  as some random variable with 𝐸[𝜂!) ] = 0. Therefore, the right-hand side of 
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the above equation has 𝐸X𝜂!) −∑ 𝛾!)!∈𝒜'(&) +∑ 𝛾!)!∈𝒜#(&) Y = 0 and apparently, we do not observe 

this part.  

In our study, the 𝑉 s are the observed traffic volume, the measurement biases (𝛽 s) are our 

estimation target, while the coefficient 𝜙s are not our interests. For a network, we can introduce a 

transforming function 𝔽, 

 𝜷 = 𝔽(𝑽) (4.6) 

where 𝜷  is a vector, consisting of all the biases of the sensors in the network ( 𝜷 =

X𝛽!$ , 𝛽!% , … , 𝛽!( …Y
𝑻 𝑎$, 𝑎%… , 𝑎' … ∈ 𝐴). 𝑽 is a matrix, containing all the sensor readings for the 

network of the entire day. Here, the function 𝔽 may contain several layers of transformations, such 

as network structures that spatially map the observations to corresponding nodes, time series 

predictions that connect the measurements in the temporal dimension, and biases estimations, 

which input with a certain form of observations predict sensor measurement errors. Given the 

similarity between the structures of these virtual layers and the neural networks, we consider the 

deep learning models as an appropriate approach to perform the transformations for us and use the 

knowledge of the time series model to aid the neural networks learning process. 

4.3.2 Data Preparation 

The open-source microsimulation software Simulation of Urban Mobility (SUMO) (Behrisch et 

al., 2011) is a commonly used tool in the traffic research (Soares et al., 2013). A large number of 

transportation research papers are using SUMO simulation data for building and testing machine 

learning models (Kheterpal et al., 2018) (Chandramohan et al., 2019) (Koh et al., 2018). With 
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TraCI (Traffic Control Interface) (Wegener et al., 2008), it can easily communicate with the 

Python environment and take commands from there, giving us much flexibility. 

In this study, we will use SUMO to build the traffic network and generate the training and test 

cases. 

 

Figure 4.1 Modified Nguyen-Dupuis network 

With SUMO, we built a bidirectional modified Nguyen-Dupuis network which consists of 6 

origin-destination (OD) pairs, 19 intermediate nodes, and 50 directed links. Since we consider 1-

day as a cycle, each simulation simulated the traffic flow for the 24-hour time. We generated 

random OD pairs for a day and randomly split the OD demand into hourly volume following a 

commonly used hourly flow pattern base (Figure 4.2) with some randomness (Figure 4.3). There 

are two extra considerations for the preparation of the simulation: 

1. The mapping from OD pairs to link trips is non-linear, due to the fact that when the OD 

demand changes, certain OD pair volumes may change the path. With this consideration, 

we want to design the OD demands so that they can depict relatively intact mapping 

relations. 
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2. The OD demand and hourly traffic volume are designed so that some links do observe 

traffic congestions and shockwaves because the shockwave is one major cause of the 

violation of flow conservation law at intermediate nodes (intersections), and we want to 

test how the models handle the presence of flow imbalance. 

 
 

Figure 4.2 The base of average hourly flow ratio in network 

 
 

Figure 4.3 The distribution of hourly flow in network 

Before starting to construct the neural network models, we first propose the ways to prepare 

training data that contains the proper traffic domain knowledge: 1. Given that the spatial 

relationship between the sensors in a network represents the network structure, to allow the model 

better to understand the network structure, we want to include as many sensor data as possible 

within the studying network. 2. Similarly, if we want the model to learn the temporal patterns of 

the flow correctly and broadly, the training data should also be complete, covering most of the 



 28 
 

scenarios that could happen in the real world, e.g., covering both peak and off-peak hours, covering 

both stable and fluctuated flow situations. 3. Since ultimately, the model also needs to know the 

proper mapping from the measurements to the measurement biases, we need to manipulate the 

initial observations by supplying it with some manually generated random biases and train the 

model with the manipulated sensor observations and the ‘known’ biases.  Since we are preparing 

for the training cases and the training cases serve as the ground truth, these parts of data should be 

unbiased sensor readings. These unbiased readings can be obtained, at the time or soon after the 

sensors were freshly installed or physically calibrated. 

In this study, we use SUMO to simulate and collect the base traffic counts (actual traffic counts), 

on top of which, we will add the measurement errors (biases and white noise). Similar to the extra 

considerations for the simulation preparation, when adding the sensor measurement biases, we also 

want to ensure their representativeness so that the deep learning model can study a complete 

mapping process.  

Typically, the traffic flow data can be treated as periodic data with each cycle of 𝑡 = 24 hours. 

Considering a network of 𝑠 sensors, each of which measures the traffic flow every 𝛿𝑡 time, a 24-

hour measurement of the traffic flow of the network generates a 𝑠 × 𝑛	(𝑛 = 𝑡/𝛿𝑡) matrix. Thus, a 

sample of 𝑑 days can be expressed using a tensor of 𝑞 × 𝑠 × 𝑛.    

To generate the training dataset from the simulated data, with the network of 𝑠 sensors, we repeat 

the below steps for Y iterations: 
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In total, we generate 100 years (Y) of 365 days (D) traffic flow data, among which 80 × 365 

groups data are training set, and 280 × 365 groups are validation set. For each of the 50 sensors, 

we have 144 observations (10 minutes aggregation each) for one day, and we generate one random 

Algorithm 4.1: 

Step 1: At 𝑦)" iteration, we first creating two 𝑠-dimensional vectors 𝜷𝒚 and 𝝈𝒚 representing 

sensor measurement biases and random error variance. Each element of 𝜷𝒚 follows a uniform 

distribution of range [0.5, 1.5] (e.g., for 𝑎)" sensor, 𝛽<,!~𝑈(0.5,1.5)), because we assume that 

most sensor reading biases should fall in this range. Similarly, each element of 𝝈𝒚	follows a 

uniform distribution of range	[0, 𝜎&] ] (e.g., for 𝑎)" sensor, 𝜎<,!~𝑈(0, 𝜎!)). 

Step 2: In reality, it is very likely that a portion of the sensors in the network are freshly installed 

or calibrated so that readings form these sensors should not have biases. According to Yang et 

al., (2019), this information may benefit the estimation of measurement biases for the rest 

sensors. Therefore, we also have certain amount of healthy sensors with unbiased 

measurements (𝛽 = 1) in our network. In our experiments with SUMO simulation data, we 

introduce the healthy sensors by defining that each sensor in the network has a probability of	𝑝" 

to be unbiased (𝛽 = 1).  

Step 3: For each iteration, we will generate D samples, hence, for the 𝑦)" iteration, 𝑑)" sample, 

and 𝑖)"  sensor, its measurement bias 𝛽<,!,>  follows normal distribution 𝑁(𝛽<,! , 0.2𝛽<,!) and 

accordingly, the observations of this sensor is generated following normal distribution 

𝑁(𝛽<,!,> 	𝑍! , 𝜎<,!𝛽<,!,>). Here, 𝑍! is the true traffic volume of sensor 𝑎 in simulation case, or 

the unbiased traffic readings of sensor 𝑎 if real observations are used. 
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bias for that day. Hence, for the training set, we obtain traffic flow data of dimension (29200, 144, 

50) and corresponding sensor biases of dimension (29200,50). For the validation set we get (7300, 

144, 50) traffic flow data and (7300,50) sensor biases. We set the default value of both 𝜎! and 

𝑝?!@&A to be 0.2. 

4.3.3 Physics-Informed Neural Network Models 

Fully Connected Network 

After preparing the training cases, we have the manipulated sensor measurements as the neural 

network model input data and the real measurement biases as the expected model's output. We will 

construct and compare three types of deep neural network models: fully connected neural network, 

convolutional neural network, and Long Short-Term Memory network. Now we are starting with 

the fully connected neural network. 

The fully connected neural networks are one group of the simplest neural networks. As its name 

reveals, every neuron in one layer is connected to all the other neurons of its neighbor layers. 

Despite its simplicity, with proper design, fully connected neural networks can still capture 

particular non-linearity and give good classification or prediction.  

If we use 𝑥 to denote the neural network input (traffic sensor measurements), 	𝑦l and 𝑦 to denote 

the network output (estimated sensor biases) and target output (true sensor biases), 𝐿 to denote the 

number of layers, 𝑤@ and 𝑏@ to denote the weights and biases between layer 𝑙 − 1 and 𝑙 (𝑤&B@  and 

𝑏&B@  the weight and bias between 𝑖)"  node in layer 𝑙 − 1  and 𝑗)"  node in layer 𝑙 ), and 𝑓@  the 

activation function of layer 𝑙, then the overall mathematic expression can be written as, 



 31 
 

 𝑦l = 𝑓𝐿r𝒘𝐿−1𝑓𝐿−1r…𝑓1(𝒘1𝑥 + 𝒃1)s + 𝒃𝐿−1s (4.7) 

Activation function: The output of a layer of neural network usually passes through the activation 

function before being fed into the next layer, and the differentiable nonlinear activation function 

is the key that enables neural networks to learn complex and nonlinear problems. Some commonly 

used nonlinear activation functions include ReLU activation 𝑓(𝑥) = 𝑚𝑎𝑥	(0, 𝑥), Tanh activation 

𝑓(𝑥) = 𝑡𝑎𝑛ℎ	(𝑥)  and Sigmoid activation 𝑓(𝑥) = $
$,*#)

. The convolutional neural networks 

usually use ReLU as the activation function, while recurrent neural networks like LSTM 

commonly adopt Tanh activation.  

Model optimization: The optimization of the neural network is based on computing the 

gradients of the loss function with respect to the model parameters (𝜃 = [𝒘$, … ,𝒘C , 𝒃$, … , 𝒃C]): 

 ∇9ℒ(𝜃) (4.8) 

Using backpropagation, we can calculate each >ℒ
>E*+

,  and >ℒ
>A*+

, , and accordingly update 𝑤&B@  and 

𝑏&B@ 	using the gradient descent method: 

 𝑤&B@ =	𝑤&B@ − 𝛼
𝑑𝐿
𝑑𝑤&B@

 (4.9) 

 𝑏&B@ =	𝑏&B@ − 𝛼
𝑑𝐿
𝑑𝑏&B@

 (4.10) 

where 𝛼  is the learning rate, one of the most important hyper-parameters for successful 

convergence.  

Learning rates: Generally, the learning rates determine the magnitude the neural network updates 

the parameter. Ideally, learning rates should be tuned to allow neural networks both converge and 

converge in a reasonable time. A fixed learning rate often cannot satisfy this demand as larger 

learning rates may result in suboptimal, while lower rates usually lead to much longer convergence 
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time. To resolve this issue, adaptive learning rates are commonly used. On the other hand, instead 

of using a monotonically decreasing learning rate, we can make the learning rate oscillate by using 

cyclical learning rates. 

Adam: Adam optimizer inherits the strengths of two gradient descent methodologies, 

momentum and root mean square propagation and is able to adjust the learning rate during 

the learning process to reduce the oscillation of learning progress and meanwhile reduce 

the chance falling onto local minina. 

Cyclical learning rate: By defining an upper and lower bound, we allow the learning rate 

to oscillate between them. In doing so, the periodically increasing learning rate helps untrap 

the saddle point or local minima, and the oscillation also offers more flexible learning rate 

options. 

We now construct an initial fully connected neural network starting with three hidden layers. 

 

 Figure 4.4 Initial fully connected network 

Input layer: The input layer is crucial in passing prior knowledge to the neural network. We know 

that the traffic flow pattern recurs every day, so based on Equation (4.6), we use one entire day’s 

observation as a single sample for predicting sensor biases. Since sensor readings are aggregated 

into 10 minutes, each sensor gives 144 observations daily. For the network of 50 sensors, a one-

day sample is expressed using a 50 by 144 matrix. Due to that the fully connected neural network 

only takes the vector as input, we need to flatten the matrix to a 7200-dimensional vector. 

Therefore, the input layer takes a 7200-dimensional vector as input.  
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Dense layers: Each dense (fully connected) layer consists of 128 neurons. 

Output: We expect the model to predict measurement biases for each sensor; hence for the 

modified Nguyen-Dupuis network, the model should output a 50-dimensional vector. 

Loss function: This is a supervised learning model. The loss function is used to evaluate the 

distance between the estimated and the true (expected) sensor biases. The neural network training 

process is to optimize the model by minimizing the loss function. Some commonly used loss 

functions include mean square error (MSE), mean absolute error (MAE), and mean absolute 

percentage error (MAPE). We have the manipulated sensor measurement biases serve as the true 

𝛽s to compute the loss function. We are using MSE as the loss function for our neural network 

models (fully connected, CNN and LSTM models), because from the statistical perspective, 

𝑀𝑆𝐸(𝑦l) = 𝐵𝑖𝑎𝑠%(𝑦l) + 𝑉𝑎𝑟(𝑦l) evaluates and balances both the model biases and variance. For 

each sample, the loss function is defined as the mean squared error of the predicted biases 𝛽|  and 

true biases 𝛽: 

 𝐿𝑂𝑆𝑆 =
1
50Sr𝛽|! − 𝛽!s

%

!

 (4.11) 

where	𝑛 is the number of observations.  

Performance metric: To measure the model performance, we introduce a metric called Mean 

Absolute Traffic Flux Error (MAE). 

 𝑀𝐴𝐸 =
1
𝑛𝑠SS~

𝑓F!� 	− 𝑓&!

𝑓&!
~

+

!G$

'

&G$

× 100%	 (4.12) 
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where 𝑓&!  is the true traffic flux rate during 𝑖)"  observation for the 𝑎)"  sensor; 𝑓F!�  is the 

corresponding traffic flux reading corrected by the model.  Assume that the model predicts the 

measurement bias to be 𝛽|! for the 𝑎)" sensor. For the sensor’s 𝑖)" traffic flux observation 𝑣&!, the 

corrected traffic flux rate 𝑓|&! can be computed using,  

 𝑓a&! =
𝑣&!

𝛽a&!
 (4.13) 

Note that, instead of measuring the model performance with sensor biases 𝜷, we are using the 

traffic flux rates. This is because the numbers of sensor biases 𝜷 are not of great attraction in real-

world traffic management and the correctness of 𝜷 estimation is hard to interpret (e.g., a 20% 

improvement in 𝜷 estimation does not show a clear practical meaning). While on the other hand, 

the metric of traffic flux rate reading improvement is straightforward, and it originally served as 

our ultimate goal for the study. During the model training processes, backpropagation computes 

the weights of the neural networks with the gradient of the loss function but the performance metric.  

Other hyper-parameters: The triangular learning rate scheduler allows the learning rate to jump 

between the bounds cyclically. The number of epochs and batch size are set to be 50 and 64, 

respectively. The ‘Adam’ optimizer is used as the optimization method. These parameters apply 

to the convolutional neural network and LSTM neural network that will be discussed in the next 

part as well. 

Since the fully connected neural network has a relatively simple structure, the major 

hyperparameters we need to tune include the number of layers, the number of neurons in each 

layer, and the dropout probability between each layer. The number of layers and neurons in each 
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layer are tuned simultaneously. With the initial number of layers set to be 3, we can see a slight 

MAE improvement when we increase the layers to 4, while no further improvement is observed 

with more layers.  256 neurons per layer are found to be adequate, and the model does not benefit 

from more neurons. The dropout probability from 0 to 0.2 is tested and results show that no dropout 

case performs the best. Therefore, the final fully connected neural network model is fixed as: 

 

 Figure 4.5 Finalized fully connected network model 

Convolutional Neural Network 

Convolutional Neural Networks (CNN) are special kinds of deep learning models that are usually 

used for computer vision tasks. Some of the advantages of using CNNs are as follows: 

1) They are capable of extracting features straight from the raw data, whereas in traditional 

statistical models, features are usually engineered manually. 

2) CNNs enable weight sharing over different parts of the input that reduces the number of 

parameters effectively, making it computationally feasible to train on a large set of data as 

compared to traditional deep fully connected networks. 

3) CNNs are immune to small transformations in the data such as scaling, translating, skewing 

and distorting. 

Given a network of 𝑠 sensors and each has 𝑛 observations for a day, the sensor measurement data 

is a two-dimensional 𝑠 by 𝑛 matrix for this day. Conventional CNNs are usually two-dimensional 

(2D-CNN) and are commonly used to extract features from three-dimensional data like images. 
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Since, in this study, the traffic observation data are two-dimensional, we are going to use the one-

dimensional CNN (1D-CNN) which only performs 1D convolution and has a simpler 

configuration. 

For each day’s observation, we have the input date being a 𝑠 by 𝑛 matrix. Assume that we have a 

total of L convolutional multiple input and output channels layers. Each layer has 𝑠 input/output 

channels containing observations from one sensor. The convolutional layers apply convolution 

filters to the data, and the data also passes through the activation function and pooling, before it is 

handed over to the next layer. After all the convolutional layers, the 𝑠 channel data from the last 

convolutional layer are flattened and concatenated into a vector which then goes into a fully 

connected neural network layer. The output of this 1D-CNN model is set to be an 𝑠-dimensional 

vector, each element of which represents the measurement bias of one sensor. 

We built the convolutional neural network model, as shown in Figure 4.6. 

 

Figure 4.6 Convolutional neural network model 

Input: Unlike fully connected neural networks, the convolutional neural network can take matrix 

as input. Therefore, we will feed the model with a 50 by 144 matrix representing a one-day 

observation sample. Each row contains the 144 aggregated observations from each sensor, and 

every element in this row is temporally correlated with the rest. Similarly, each column represents 

the observations of 50 sensors at a same time interval and the observations are spatially correlated. 
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Convolutional layers: Too few layers may result in underfitting while too many layers cause 

overfitting and much higher computational complexity. Different numbers of convolutional layers 

(1-4 layers) are tested, and layer of 2 is selected to achieve the best performance metric without 

overfitting.  

1D Conv Layer: Each 1D convolutional layer has 50 channels. In terms of the filter size, smaller 

filters fail to capture broader relationships along the dimension, while larger filters lead to higher 

computational time. We choose a filter size of 16 after comparing the performance of filter sizes 

2, 4, 8, 16, and 32. 

Max pooling layer: The pooling layer helps reduce the data dimension and avoid overfitting. Max 

pooling only selects the maximum values from the convoluted data, thus extracting the most 

important feature. Here both stride and filter width to be 2. 

Dense layer: A fully connected layer of 128 neurons takes the flattened output from the CNN layer 

and passes it to the output layer after a dropout layer. The dropout probability of 0.05 is found to 

obtain the best model performance. 

The output layer and loss function are defined the same as for the fully connected neural network. 

Long Short-Term Memory 

Long short-term memory (LSTM) is a special type of recurrent neural network (RNN). RNN is a 

preferred neural network for sequential data, such as time series data, due to its capability of 

extracting the contextual information between different time stamps. However, conventional RNN 

may encounter vanishing or exploding gradient problems, which makes it unable to capture long-
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term dependencies. The LSTM, instead, well addresses this issue. On top of the conventional RNN 

cell state, LSTM adds three types of gate layers (forget, input and output) to control the information 

flow. 

 

Figure 4.7 LSTM cell 

The forget gate decides which information needs attention and which can be ignored. The 

information from the current input 𝑋(𝑡) and hidden state ℎ(𝑡 − 1) are passed through the sigmoid 

function.  The input gate performs the following operations to update the cell status. The output 

gate determines the value of the next hidden state. This state contains information on previous 

inputs.  

The regular LSTM takes input in one direction, either backward or forward. By combining two 

independent LSTM together, we obtain the bidirectional LSTM (Bi-LSTM), which can take the 

input from both directions. With this property, Bi-LSTM is able to preserve both the future and 

the past information and increase the available information to the network.  
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Figure 4.8 Structure of Bi-LSTM  

Like CNN, the LSTM model also has several hyperparameters that need to be tuned, including 

several nodes and hidden layers, dropout, weight initialization, learning rate, and the choice of the 

activation function. 

The Bi-LSTM model we finalized is shown in Figure 4.9. Its input layer also takes a 50 by 144 

matrix as a sample of 24 hours. Two Bi-LSTM layers, each with 128 units each followed by a 

dropout layer of 0.1 to prevent overfitting. The dense layer contains 256 neurons and passes the 

output to an output layer of 50 units. The tanh function is selected as the activation function for 

this model. 

 

Figure 4.9 LSTM model 
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Sensor Bias Estimation and Flow Correction Algorithm 

 

 

 

 

Algorithm 4.2: 

• Training data preparation: 

Step 1: Repeat Algorithm 4.1 until we collect sufficient training samples. Note that, our models 

need historical traffic measurement data serving as the ground truth. In practical, the true traffic 

flow volume 𝑍! is not observable. Instead, we assume for the ground truth data, the observation 

𝑉! ≈ 𝑍!. In this study however, since we don’t have the ground truth data available for the real-

world network, we are using SUMO network and the simulated traffic flow for the below 

experiments. After Step 1, we will collect enough training data with manipulated biased sensor 

readings and the corresponding true biases 𝛽. 

• Model training: 

Step 2: Train and cross-validate the deep learning models using the manipulated training 

dataset. Use the corresponding true biases to compute the prediction loss. 

Step 3: Tune the model parameters: number of nodes for each layer, number of layers, dropouts, 

etc. for best cross-validating results. 

• Bias estimation for unknown biased dataset: 

Step 4: Collect the traffic sensor readings with unknown biases that we want to estimate and 

format the data into one-day observations each serving as one sample. 

Step 5: Use the PIDL models to estimate the biases for each sample and use the mean of each 

estimation as the estimated measurement biases  𝛽|  for the sensors. 

Step 6: Compute the corrected traffic flow volume for 𝑛)"  observation of 𝑎)"  sensor by 

𝑓�?##),!' = 𝑉!'/𝛽|!'. 
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4.3 Results and Discussions 

4.3.1 Models Performance 

With random error ratio 𝜎! = 0.02, and the percentage of healthy sensors 𝑝" = 0.2, we first 

compare the performance of the three neural network models. Being trained and validated with the 

training data, the 𝑀𝐴𝐸 of models on the test data (8760 observations of the 50 sensors in the 

network) were obtained, and the boxplot of 10 sensor results is shown in Figure 4.10.  

 
 

(a) Before correction        
            

 
 

(b) Corrected by true biases                 (c)  Fully connected 



 42 
 

 

 (d) CNN                                               (e) LSTM 

Figure 4.10 𝑀𝐴𝐸 before and after model corrections 

Figure 4.10(a) shows the MAE before model correction, which is calculated based on formulas 

(4.12) and (4.13) with 𝛽| + ≡ 1. Figure 4.10(b) shows the MAE corrected by the true sensor biases, 

namely replacing 𝛽| + in (4.13) with 𝛽+. Figure 4.10 (c), (d), and (e) are the results of the three 

different neural network models. We can see that, after correction, the MAE drops from 15.8% to 

7.6%, 5.1%, and 4.5%, respectively, for the fully-connected neural network, CNN and LSTM. 

Both CNN and LSTM models perform well, given that the theoretically best MAE corrected by 

the actual sensor biases is 3.8%.  LSTM’s results appear to have a relatively smaller variance than 

CNN. 

Overall, the above results show the capability of neural networks in dealing with time series traffic 

data.  The simplest fully connected neural network is able to learn some patterns of sensor 

observations and reduce their MAE. The more complex neural network models like CNN and 

LSTM appear to capture more features embedded in the data and further improve the measurement 

quality. 
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Position of links 

To illustrate the estimation performance for each individual sensor, we use the colored ‘maps’ of 

the network to present the MAEs for each sensor. Since each link has only one sensor, the color of 

each link represents its MAE level. 

 

     (a) Fully connected 

 

(b) CNN    (c) LSTM 

Figure 4.11 Performance of Different Models 

We can see that from these graphs, overall, LSTM performs best, followed by CNN, then the fully-

connected neural network. The fully connected neural network gives MAEs over 6% for more than 

half of the sensors, while LSTM is able to keep the majority of MAEs close to 4%. But on the other 

hand, we don’t observe a significant pattern that the position of a link in the traffic network affects 
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the estimation accuracy of its sensor bias, namely, the degrees of the nodes to which the links 

connect do not appear to impact the model performance.  

Scale of measurement biases  

Intuitively, we can imagine that in a traffic network where not all sensors are fully calibrated, 

different sensors may have different measurement biases. It is worthwhile to see how the models 

react to varying scales of measurement biases. For instance, is the model performance decreasing 

with the increase of measurement biases? Is the variance still acceptable for the more significant 

biases? To perform this test, we repeat the above initial case 20 times (so that we randomly 

generate different biases 𝛽 for each sensor) and aggregate the MAEs into five groups based on the 

scale of their corresponding sensor biases. Because the above results show that the MAE is 

insensitive to the locations of the links, the MAEs of all 50 sensors are all assigned to the groups 

solely based on 𝛽. 

Figure 4.12 shows how MAEs of different models change concerning the scales of measurement 

biases. The five groups of data correspond to 𝛽 of [0.5, 0.7), [0.7, 0.9), [0.9, 1.1], (1.1, 1.3] and 

(1.3.1.5].  Note that the farther away from 1 of 𝛽, the larger the sensor bias is. We can see from 

Figure 4.12(a) that the fully connected neural network model performs intuitively. Both the 

average MAE and its variance increase with the sensor bias level. The estimation results become 

less reliable when 𝛽 is too far away from 1. For CNN and LSTM, the MAEs are better controlled. 

Larger 𝛽 does have a slight impact on CNN by causing the variance to increase moderately. But 

on the other hand, CNN is less sensitive to smaller 𝛽. In terms of LSTM, it shows the robust 

performance for any 𝛽 within the test range. 
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(a) Fully connected 

 
 

(b) CNN      (c) LSTM 

Figure 4.12 Effect of bias scale on model performance  

4.3.2 Sensitivity analysis 

In the above part, we have introduced the randomness to both traffic flow and observations to 

expose the models to broader possible patterns. But the parameters of the randomness remain 

unchanged. For instance, we keep random error ratio 𝜎! = 0.02, and the probability of healthy 

sensors 𝑝" = 0.2. The base pattern used to generate traffic flow also remains the same. In this 

section, however, we are going to change these parameters further to test the model's robustness 

under various circumstances. 
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Random error variance 𝝈𝒂𝟐  

Recall that 𝜎!% is the variance of the white noise during the measurement for sensor 𝑎, which is not 

time-dependent and also independent of measurement bias 𝛽!. In all above tests, we have fixed 

𝜎!% = 0.04, while in this part, we are going to check the models against different 𝜎!% numbers (0, 

0.02, 0.04, 0.06, and 0.08). For each 𝜎!%, we run the training-testing process 10 times and plot the 

MAEs of all the observations for all the sensors in Figure 4.13. The blue lines in the graphs are the 

theoretically lower bound of MAEs given the true 𝛽!values. Clearly, the blue line rises with the 

increase of 𝜎!%, because according to Equation (4.14) derived from (4.12) and (4.13), we can see 

that the best possible MAE increases with the variance of random error εJK. 

 Lower	bound	𝑀𝐴𝐸 =	
1
𝑛𝑠..l

	(𝛽&
!𝑣&! + εis)/	𝛽&
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!
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𝑠

𝑎=1

𝑛

𝑖=1
 (4.14) 

As can be seen from Figure 4.13, the fully connected neural network is relatively insensitive to 𝜎!%. 

However, this does not indicate that this model handles the larger 𝜎!% well. On the contrary, the 

fully connected neural network performs poorly even with small or zero 𝜎!%. The MAEs of CNN 

and LSTM model results do increase with larger 𝜎!%. But we notice that the gaps between their 

mean MAEs and the blue lines are narrowing, and the MAE variances are not increasing much. 

With 𝜎!% = 0.08, the mean MAEs of CNN and LSTM models are 7.5% and 6.2%, respectively, 

which are both quite acceptable.  
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(a) Fully connected 

 

(b) CNN      (c) LSTM 

Figure 4.13 MAE corresponding to various levels of 𝜎!  

The percentage of healthy sensors 𝒑𝒉  

Initially, we assume that 20% of the sensors in this modified Nguyen-Dupuis network are healthy 

(𝛽 = 1), namely, 𝑝" = 0.2. Now we are going to see how models perform with different numbers 

of 𝑝". We repeat the experiment 10 times for each of 𝑝" = 0, 0.2, 0.4, 0.6, 0.8 and 1.0 and show 

the results in Figure 4.14. 

The blue lines in Figure 4.14 represent the average MAE of observed traffic flow before model 

correction, so it decreases when more healthy sensors are present in the network. Similar to the 



 48 
 

previous section, the fully connected neural network is not sensitive to 𝑝" but gives worse flow 

corrections than CNN and LSTM, given any number of healthy sensors. Although when there are 

fewer healthy sensors, the model corrected MAE is better than the uncorrected ones, when more 

healthy sensors are present, the corrected MAE does not improve. When most of the sensors in the 

network have no measurement biases, the corrected MAE is even worse than the uncorrected ones. 

On the contrary, CNN and LSTM have good performance. Though their MAEs increase slightly 

when fewer healthy sensors are present, given no healthy sensor in the network, their MAEs are 

still well controlled, with LSTM performing slightly better. 

 

(a) Fully connected 

 

(b) CNN      (c) LSTM 

Figure 4.14  Different levels of 𝑝" 
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Effect of flow imbalance  

In the author’s previous work, as discussed in Chapter 3, the sensor error estimation GMM model 

is built upon the flow conservation law, which however, can be violated when traffic conditions 

like shockwaves or queues are present.  Since SUMO is a dynamic traffic simulation model, we 

can easily obtain the traffic volume at each sensor at any time within the simulation time range 

and compute the level of flow imbalance. Because the traffic observations in this experiment are 

aggregated at the 10-min level, the flow imbalance rate is also calculated for each 10-min 

observation. For any node 𝑎  in the network, the flow imbalance rate for any 𝑡)"  10-min 

observation data is calculated following: 

 𝐼𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒	𝑟𝑎𝑡𝑖𝑜! = (|𝒜+(𝑖)| + |𝒜−(𝑖)|) ×
∑ 𝑍𝑎𝑡𝑎∈𝒜+(𝑖) − ∑ 𝑍𝑎𝑡 	𝑎∈𝒜−(𝑖)

∑ 𝑍𝑎𝑡𝑎∈𝒜+(𝑖) + ∑ 𝑍𝑎𝑡 	𝑎∈𝒜−(𝑖)
× 100% (4.15) 

Since the traffic shockwave can be caused by the unstable traffic flow, we can manually increase 

the chance of flow imbalance by increasing the traffic flow fluctuation throughout the day. Initially, 

for all previous tests, we use SUMO simulation data with the hourly flow pattern, as shown in 

Figure 4.15(a). After we increase the variance of the flow pattern randomness as shown in Figure 

4.15(b), we are more likely to obtain more significant flow fluctuations, e.g., the cases in Figure 

4.15(c) and Figure 4.15(d). 
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               (a) Initial flow pattern base              (b) flow pattern base with larger variance 

          
 

(c) A sample of randomized flow pattern             (d) A sample of randomized flow pattern 

Figure 4.15   Hourly flow patterns of a day 

With this change, after randomly repeating the simulation 50 times, we are able to observe a 

broader range of flow imbalance rates (from 0% to 70%+). Training and testing the data using our 

models, we obtain one MAE and one flow imbalance rate for each 10-min observation data of one 

node. Grouping MAEs based on different levels of flow imbalance rate (0%-10%, 10%-20%, 20%-

30%, 30%-40%, 40%-50%, 50%-60%, 60%-70%, and 70%-80%), we obtain the boxplots below. 
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 (a) Fully connected 

 

 

(b) CNN      (c) LSTM 

 
Figure 4.16   Effect of flow imbalance on model performance  

Figure 4.16 shows that all three models show relatively consistent performance when there is no 

significant flow imbalance (<=50%). CNN’s performance worsens when a greater imbalance ratio 

presents while LSTM appears to well handle most imbalanced flow cases in this experiment. From 

this test, we may infer that the fully connected neural network model and CNN model still 

generalize certain levels of flow conservation law during training and use this law to predict new 

data. Therefore, when the training data frequently breaks the conservation rule, the model may 

struggle to fully capture the complete pattern. On the other hand, LSTM is almost not affected by 

the flow imbalance. The reason could be that, since LSTM is excellent at extracting features from 
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the temporal dimension, some additional information in this dimension well compensates for the 

missing flow conservation law. 

Change in traffic flow pattern 

In the previous section, we increase the variance of randomness when using the flow pattern base 

to generate simulation data. However, the ‘shape’ of the pattern base does not change. In reality, 

we know that in some short-term cases, for instance, when there is severe weather or road work, 

the pattern base may vary significantly. Thus, it is also necessary to examine the robustness of the 

models with respect to flow pattern changes. 

In this test, the models are still trained using the initial flow pattern base. But the test data are 

generated separately from different flow patterns to imitate the road condition change. Three 

different flow patterns (Figure 4.17) are used for this experiment. The model performance is shown 

in Figure 4.18. 

   
 

(a) Pattern 1                               (b) Pattern 2                                   (c) Pattern 3  

Figure 4.17 Different test flow patterns  

From Figure 4.18, we can find that the fully connected neural network is not able to provide 

reasonable prediction to the testing data, when there are significant traffic flow pattern changes.  

In terms of CNN and LSTM, their performance depends on the percentage of healthy sensors. 
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With few or no healthy sensors available, they are also struggling to give a good prediction for the 

test data generated from new flow patterns. Nevertheless, if there are sufficient (e.g., 𝑝" > 40%) 

healthy sensors in the network, the additional information provided by these sensor observations 

significantly improves the models’ estimation accuracy. In most all the tests above, the LSTM 

model slightly outperforms CNN, while in this experiment, CNN corrects the traffic flow more 

accurately than LSTM, when the portion of healthy sensors is higher. One hypothesis of this 

difference could be that, as previously discussed, the CNN model relies more on flow conservation 

law than LSTM. So when there are more correct measurements, CNN can gain help from the flow 

conservation law to better predict the unfamiliar data. In reality, for instance, in PeMS traffic 

network, more than half of the sensors are considered to be in good working condition, namely 

𝑝" ≥ 50%. Under this situation, the traffic flow correction ability of both CNN and LSTM models 

for short-term traffic pattern change is approved. 

   
(i) Pattern 1                               (ii) Pattern 2                                   (iii) Pattern 3  

(a) Fully connected 

    
(i) Pattern 1                               (ii) Pattern 2                                   (iii) Pattern 3  

(b) CNN 
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(i) Pattern 1                               (ii) Pattern 2                                   (iii) Pattern 3  

(c) LSTM 

Figure 4.18 Effect of flow pattern changes on model performance 

 

4.3.3 Discussions 

In this study, we developed three Physics-Informed Deep Learning models, based on the fully 

connected neural network, CNN, and LSTM, to estimate the measurement biases for traffic 

network sensors and recover the erroneous traffic volume readings. The domain knowledge about 

the sensor observation data is passed to the models via the design of training data and input layer 

structure. During SUMO simulation, the Origin-Destination demand pairs are prepared so that the 

simulated traffic flow data can comprehensively represent the non-linear traffic assignments. The 

dimension and the structure of the input data also reflect the spatial-temporal relationship 

embedded in the sensor observations.  

After training with the same training data, the three models show different MAE correction 

abilities. In general, the fully connected neural network performs the worst. With the simpler 

model structure, the fully connected neural network model is not capable of fully utilizing the 

spatiotemporal information embedded in the training data, even with the help of the PIDL design. 

Under the initial setting, the model can improve the MAE from 17% to under 10%, but the 

performance is not robust and consistent, and the generalization ability is also weak. With the 
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improvement in the overall sensor conditions in the network (e.g., more minor white noises, more 

healthy sensors), the MAEs still do not decrease. On the contrary, the PIDL models based on CNN 

and LSTM estimate the sensor biases much better, with LSTM-based slightly outperforming CNN-

based. The nature of the structures of CNN and LSTM models allows the models to better exploit 

the correlations in both spatial and temporal dimensions. With the same initial setting, these two 

models are able to reduce the MAEs to under 5%. Their estimation performance is also very 

consistent, and relatively insensitive to factors including the sensor (link) positions in the network, 

the scale of sensor measurement biases, and the variance of white noise. They are also benefitting 

from the healthy sensors present in the network. 

With the help of more correct observations from the healthy sensors, the models can significantly 

reduce both the estimation errors and the error variance. On the other hand, we observe that the 

models’ performance does not heavily rely on the flow conservation law. Especially for the LSTM-

based PIDL model, the presence of heave flow imbalance does not obviously impact its flow 

correction accuracy. This indicates that a more complicated spatial-temporal correlation other than 

the flow-conservation law is observed and learned by the PIDL model. Lastly, the CNN-based and 

LSTM-based PIDL models demonstrated the ability to estimate the measurement biases under 

short-term traffic condition changes. When the traffic flow pattern changes, the models can gain 

help from healthy sensor readings. Albeit the estimation correctness decreases, the significant 

improvements in MAEs compared to the untreated data still help traffic management better 

understand the truth.  
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Chapter 5 Single Loop Detector Measurements Bias 

Correction Using Deep Learning 

5.1 Introduction 

In Chapter 4, we studied sensor biases in traffic flow measurement. In transportation engineering, 

macroscopic traffic models often involve not only traffic flow but also density. The traffic flow 

rate can be derived from the traffic count given by the single loop detector system. Though a single 

loop detector does not measure traffic density directly, its traffic occupancy reading is often used 

to infer the traffic density. Research has been focusing on the study of traffic volume measurement, 

but the health of traffic occupancy data is rarely discussed. This part of the dissertation will try to 

fill this gap by examining traffic volume and traffic occupancy measurements of the loop detector 

sensor.  To align our study object with the macroscopic traffic models, we narrow our scope from 

the entire network down to a traffic segment. 

Introducing the traffic flow ordinary differentiate equation (ODE) model which draws a relation 

between the traffic flux (volume) and traffic density (occupancy), we are utilizing the time 

attributes of the traffic observations so that taking advantage of the additional information that 

may be contained in the traffic flow dynamics. Incorporating the time attribute, we will be looking 

at multi-dimensional time-series data containing complex non-linear feature information. 

Conventional analytical models, if not impossible, would be very difficult to deal with this 

situation. Therefore in this study, we will take advantage of the neural network models informed 

by physics to extract high-level features from traffic data and learn a non-parametric mapping to 

predict measurement biases in the sensor readings.  
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5.2 Methodology 

5.2.1 Traffic Measurement for a Road Segment 

A typical inductive loop traffic detector is usually installed on the road pavement. It generates an 

electronic signal when a vehicle passes over it. Figure 5.1 shows some examples of the electronic 

signal of certain types of vehicles. 

 

Figure 5.1 Representative vehicle signatures obtained from loops (US DOT, 2006) 

After processing the raw electronic signals for inductive loop sensors, traffic managements are 

able to estimate the macroscopic variables of the measured traffic flow, such as traffic flow, density, 

and speed. 

Traffic volume (flux) measurement: 

Suppose that when a small vehicle passes over a certain sensor, the sensor outputs a signal as 

shown in Figure 5.2a. For each sensor, we need first to define two thresholds: call and release (US 

DOT, 2006). The call threshold means that only after the signal passes this threshold, do we start 

to recognize this signal as a vehicle count. The vehicle presence signal is terminated after the signal 

drops below the release threshold. The two thresholds can be and are often time different, with the 

release lower than the call. Doing so can effectively reduce measurement errors for larger vehicles 



 58 
 

like trucks. Suppose that Figure 5.2b represents a typical truck signal which usually consists of 

two peaks. In this case, if the release equals the call, the signal would trigger the call-release twice, 

and the sensor ends up double counting this truck. But separating the two thresholds can alleviate 

this issue. 

 

(a) electric signal for a car                                        (b) electric signal for a truck 

Figure 5.2 Typical electric signal by inductive loop sensor 

Both thresholds for each individual sensor need to be calibrated to ensure the sensor gives the most 

accurate measurements. However, several factors may still lead to the measurement deviation from 

the actual traffic volume. For example: 

 Tailgating: the tailgating may result in a very similar output signal to that of the truck. As 

a consequence, the sensor may undercount the traffic flux. 

 Sensor aging: A sensor may become less sensitive and output a weaker signal when it 

ages. When the signal valley of the trucks starts dropping below the release threshold, the sensor 

may over-count the traffic volume.  
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Other possible causes of sensor measurement errors include change of vehicle patterns, weather, 

etc. Overall, the sensor working condition is subject to several uncertainties, and as discussed in 

the previous chapters, the accuracy of the sensor readings is not always guaranteed. 

Traffic density measurement: 

Inductive loop sensors directly measure the traffic occupancy, from which the traffic density is 

estimated. Traffic occupancy is defined as the percentage of time the sensor is occupied by a 

vehicle. Similar to the measurement for traffic flux, we can set a call and a release threshold for 

the sensor signal. Any signal that is within a call-release time window is considered to be 

“occupied”, so the traffic occupancy is the “occupied” time divided by the entire measurement 

time (US DOT, 2006). Both traffic flux and occupancy are directly deduced from the electronic 

sensor signal. But due to different measuring processes (presence mode for traffic occupancy, 

pulse mode for traffic flux) and different threshold setups, the two measurements are not entirely 

dependent; each can supplement additional information. 

Once the traffic occupancy (denoted as 𝑟) is determined, the traffic density (𝑘) can be derived 

based on: 

 	𝑘 =
𝑟
𝑙;r

 (5.1) 

Where 𝑙U�  is the estimated average length of the measured vehicles. 
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Fundamental diagram 

As a macroscopic traffic model, the fundamental diagrams studied the relation between the three 

aggregated traffic flow characters, density (𝑘), flux (𝑓), and average speed (𝑣). More specifically, 

the fundamental diagrams depict the three pair-wise relationships speed-density, flow-density, and 

speed-flux. Here, the flux is the number of vehicles passing a specific point within a certain time 

frame. The density is the number of vehicles showing at a certain length of a road segment at a 

certain moment. The speed is the space mean speed (𝑣+), the average speed of vehicles showing at 

the road segment at the certain moment.  

Even if there appear to be three pair-wise relationships, because of the fundamental relation 

between flux, density, and mean speed, 

 𝑓 = 𝑘	 × 𝑣< (5.2) 

The three pairs are not independent and any two of them can be deduced if the other one is defined. 

(Greenshields et al., 1935) initially defined the speed-density relation as, 

 𝑣< = 𝑣= t1 −
𝑘
𝑘>
u (5.3) 

Where 𝑣( is the free flow speed and 𝑘B is the congested traffic density. Since then, there have been 

several studies looking into its improvement, and several variant models have been proposed, for 

instance, the earlier (Greenberg, 1959) model and (Underwood, 1961) model, and more recent 

(MacNicholas, 2008) model. 
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Since first proposed in 1935, the fundamental diagram greatly influenced the following traffic flow 

theory research work and still plays a vital role in current transportation engineering.  

5.2.2 ODE Approximation 

Suppose Figure 5.3a represents the traffic density-location graph for a piece of traffic road at 

certain time. According to the Godunov type numerical scheme (Lebacque, 1996), the road can be 

spatially discretized into smaller, finite segments (Figure 5.3b).  

 

(a) Traffic density-location graph 

 

(b) Discretization of density-location graph 

Figure 5.3 Traffic density-location graph and discretization 

For each local segment, 𝑘(𝑥, 𝑡) is simplified using the average density 𝑘(𝑡), which does not 

involve the space domain. Therefore, the LWR can be approximated using the Ordinary 
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Differential Equation (ODE). For a local segment, as shown in Figure 5.3, based on the local 

conservation law (Agarwal et al., 2016), we can derive the ODE model as,  

 𝑘̇(𝑡) ≡
𝑑	𝑘(𝑡)	
𝑑𝑡

=
𝑓&?(𝑡) − 𝑓@A"(𝑡)

𝑙
 (5.4) 

Where 𝑘(𝑡) is the average traffic density for this 𝑙 length segment at time 𝑡.  𝑓&'(𝑡) and 𝑓VW)(𝑡) 

are the simultaneous incoming and outgoing traffic flux. From this equation, we can clearly see 

that, if 𝑘̇(𝑡) is nonzero, 𝑓&'(𝑡) ≠ 𝑓VW)(𝑡). 

 

Figure 5.4 ODE model for a road segment 

Figure 5.5 is a simplification of a segment of continuous traffic road with neither entrance or exit. 

The traffic road can have multiple lanes, but the multiple sensors across a road section are 

aggregated into a single one. Therefore, eventually the 𝑙   length road segment only has two 

aggregated sensors: one upstream and one downstream. 

 

Figure 5.5 Simplified Road Segment 
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Let’s assume that at time 𝑡, the traffic flux at sensor 1 is 𝑓&'(𝑡) and the traffic flux at sensor 2 is 

𝑓VW)(𝑡), and the average traffic density over the segment between sensor 1 and sensor 2 is 𝑘(𝑡). 

Then after combining the ODE traffic model (5.4)  with the density-occupancy relation (5.1) we 

obtain: 

 𝑟̇(𝑡) ≡
𝑑	𝑙;r𝑘(𝑡)	
𝑑𝑡

=
𝑙;r(𝑡)
𝑙

z𝑓&?(𝑡) − 𝑓@A"(𝑡){ (5.5) 

It is found that the average vehicle lengths vary a lot for different times and different locations (Jia 

et al., 2001). However, in this study, we will assume 𝑙UF'����(𝑡) = 𝑙UVW)�����(𝑡). Because: 1. The average 

vehicle length is not our study object and when we choose the input data for our model, we can 

only use the measurement samples with relatively constant average vehicle length; 2. In our study 

scope, since we are looking at two adjacent sensors that are often installed closely, we can assume 

that the difference between the average vehicle lengths at both sensor locations during the same 

time is negligible. Therefore, Equation (5.5) discloses the relationship between the traffic flux and 

occupancy and offers us the opportunities to cross-check their validity and improve the overall 

characterization of the traffic flow. 

5.2.3 Traffic Measurements Error Model 

We assume the measurement of traffic flux has systematic error following the equation in 

Chapter 2, namely, 

 𝑓B?| = 𝜇=&?𝑓&? + 𝜀=&? (5.6) 

 𝑓@A"}= 𝜇=@A"𝑓@A" + 𝜀=@A" (5.7) 

Similarly, for traffic occupancy measurements, we have, 
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 𝑟B?| = 𝜇C&?𝑟&? + 𝜀C&? (5.8) 

 𝑟@A"}= 𝜇C@A"𝑟@A" + 𝜀C@A" (5.9) 

But notice that 𝑟(𝑡) in (5.11) is the link-level occupancy measurement, which is different from 

the point measurement 𝑟&' and 𝑟VW). Combining (5.5), (5.6) and (5.7), and let 𝛽( =
$
X-

, we 

obtain,  

 𝑟̇~ =
𝑙;r
𝑙
�𝛽=&?𝑓B?| − 𝛽=@A"𝑓@A"}�+

𝑙;r
𝑙
(𝛽=&?𝜀&? − 𝛽=@A"𝜀@A") (5.10) 

Here, because we don’t know yet the relationship between the link-level occupancy measurement 

and 𝑟F'� , 𝑟VW)� , we still use 𝑟̇� on the LHS of the equation temporarily.  

The expectation of the right half of the RHS is zero, namely, 

 𝐸 �
𝑙;r
𝑙
�𝛽=&?𝜀&? − 𝛽=@A"𝜀@A"�� = 0 (5.11) 

This model (5.10) resembles an ordinary least square (OLS) model which potentially offers the 

chance to estimate 𝛽(&' and 𝛽(VW) (𝜇(&' and 𝜇(VW)) when we have enough observations of 𝑟̇�, 𝑓F'�  and 

𝑓VW)�. But there are two obvious obstacles that make the estimation non-trivial: 1. We are still 

missing the link-level traffic occupancy measurement and the traffic occupancy measurement itself 

is not unbiased. 2. The traffic flow is not continuous flow so instantaneous measurements (e.g., 

measurements of each 5s or 10s) may not comply with this macro-level equation. We’ll start 

looking at the latter one. 
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Discontinuity of traffic flow: Different from the fluid flow, the traffic flow is discontinuous. The 

LHS of equation (5.5) looks at how traffic density varies over time. Overall, a reasonable 

estimation 𝑟̇(𝑡) ≈ #(),∆))-#())
∆)

  needs the ∆𝑡 to be small. However, when ∆𝑡 is small, the traffic 

flux measurement for that small interval is too discrete to providing any useful information to this 

model. For instance, let us assume that ∆𝑡 = 1𝑠 and if during a measuring interval a vehicle passes 

over the sensor, the “accurate” flux for this second would be 3600 vehicle per hour. On the other 

hand, if there is no vehicle appearing in that second, the flow rate would just be 0 vehicle per hour. 

Neither these two numbers along provides any valid information. This is due to the fact that, the 

term of traffic flux and the differential equation models are applicable to macroscopic level traffic 

flow and may not hold under the microscopic condition.   

Missing observation of link-level traffic occupancy: As pointed out previously, the traffic 

occupancy appears at equation (5.5) is the link-level occupancy for the road segment, while in 

reality, we only have point occupancy measurements at its two edges. In general, 𝑟(𝑡) ≠ 𝑟&'(𝑡) ≠

𝑟VW)(𝑡). Even if we can find some situations with relatively constant traffic flux when 𝑟(𝑡) ≈

𝑟&'(𝑡) ≈ 𝑟VW)(𝑡), due to the existence of measurement biases (𝜇#&'  and 𝜇#VW) ), we still cannot 

assume 𝑟̃(𝑡) = 𝑟F'�(𝑡) = 𝑟VW)� (𝑡). 

The traffic flux is an aggregated attribute of the macroscopic level traffic flow while the traffic 

volume does apply to both macro- and microscopic levels. Assume that both 𝑟̇(𝑡) and 𝑓(𝑡) are 

integrable in a time window [𝑡$,  𝑡%]. We can take the integral on both sides of equation (5.5), 

from time 𝑡$ to 𝑡%, namely, 
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 � 𝑟̇(𝑡)𝑑𝑡

"%

"&

= �
𝑙;r(𝑡)
𝑙

z𝑓&?(𝑡) − 𝑓@A"(𝑡){ 𝑑𝑡

"%

"&

 (5.12) 

Here, the average vehicle length 𝑙U�(𝑡) is also time dependent. However, since we are choosing 𝑡% 

close to 𝑡$ and we can always choose a proper [𝑡$,  𝑡%] interval with relatively constant 𝑙U�(𝑡), we 

assume that we can drop the time dependence of 𝑙U�(𝑡). Now, we can convert (5.12) into, 

 � 𝑟̇(𝑡)𝑑𝑡

"%

"&

=
𝑙;r
𝑙
� z𝑓&?(𝑡) − 𝑓@A"(𝑡){ 𝑑𝑡

"%

"&

 (5.13) 

Which further implies: 

 
𝑙
𝑙;r
�𝑟(𝑡1) − 𝑟(𝑡.)� = z𝑄B?| (𝑡1) − 𝑄&?(𝑡.){ − �𝑄@A"(𝑡1) − 𝑄@A"(𝑡.)� (5.14) 

Here 𝑄(𝑡) means the accumulative traffic volume from time 0 to 𝑡. This equation has a clear 

physical meaning. We can notice that its RHS means the overall difference between the incoming 

and outgoing traffic volume for this road segment during [𝑡$,  𝑡%]. The LHS means the difference 

in numbers of vehicles within the 𝑙 length road at time  𝑡% and 𝑡$. Intuitively, they should be equal. 

Similarly, we can convert (5.10) to, 

 
𝑙
𝑙;r
�𝑟(𝑡1) − 𝑟(𝑡.)� = 𝛽=&? z𝑄B?| (𝑡1) − 𝑄B?| (𝑡.){ − 𝛽=@A" z𝑄@A"}(𝑡1) − 𝑄@A"}(𝑡.){ + 𝜁 (5.15) 

Where 𝜁 = @.Z

@
r𝛽(&'𝜀&' − 𝛽(VW)𝜀VW)s(𝑡% − 𝑡$), because neither 𝛽 nor 𝜀 is time dependent. Hence, 𝜁 

can still be treated as a random measurement error with 𝐸(𝜁) = 0. With this conversion, we no 
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longer need to estimate the changing rate of the traffic occupancy 𝑟̇(𝑡) and no longer need to use 

the microscopic level traffic flux measurement.  

Now the remaining part is to get an estimation of the link-level traffic occupancy using the two 

end-point measurements. We will explore their relationship with the help of the Lighthill-

Whitham-Richards (LWR) model and the finite difference method idea. 

Lighthill-Whitham-Richards (LWR) model 

The macroscopic LWR model (Lighthill & Whitham, 1955) is a Partial Differential Equation (PDE) 

model commonly used to describe traffic flow. This model considers the traffic flow as a type of 

fluid flow so that it can model the traffic flow using the fluid dynamics method with the partial 

differential equation. With the assumption that vehicle conservation follows the dynamic 

continuity equation, the LWR model describes the one-dimensional traffic flow at location 𝑥 and 

time 𝑡 as: 

 𝜕𝑘(𝑥, 𝑡)
𝜕𝑡

+
𝜕𝑓(𝑥, 𝑡)
𝜕𝑥

= 0 (5.16) 

Where 𝑘(𝑡, 𝑥)  is the traffic density and 𝑓(𝑡, 𝑥)  is the traffic flux at location 𝑥  and time 𝑡 . 

Combining the LWR model with the static hydrodynamic relation 𝑓 = 𝑘𝑣 = 𝑓(𝑘), we obtain 

 𝜕𝑘(𝑥, 𝑡)
𝜕𝑡

+
𝜕𝑓(𝑘(𝑥, 𝑡))

𝜕𝑥
= 0 (5.17) 

The LWR model describes the traffic flow in the space-time domain and the solution to this model 

is time consuming even with appropriate schemes (Herty et al., 2007). Hence, based on different 

objectives, the LWR model can be approximated using different approaches. 
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Numerical approximation of LWR model 

There are several schemes we can use to approximate the LWR model, for example, the finite 

difference method. Its basic idea is to use the finite difference to approximate the derivative, for 

instance, using the right-hand side of the below equation to estimate the left-hand side. 

 𝑘̇(𝑡) ≡ 𝑓D(𝑡) ≈
𝑓(𝑡 + ∆𝑡) − 𝑓(𝑡)

∆𝑡
 (5.18) 

For the LWR model, we will first discretize it in both space and time domain. For instance, for a 

𝐿	length road from time 0 to 𝑇, we can discretize it into grids each with ∆𝑥 in length and ∆𝑡 in 

time (Figure 5.6). 

 

Figure 5.6 Spatial and temporal discretization 

Then we can estimate [\
[)

 and [\
[]

 by, 

 𝜕𝑘(𝑥, 𝑡)
𝜕𝑡

≈
𝑘(𝑥, 𝑡 + ∆𝑡) − 𝑘(𝑥, 𝑡)

∆𝑡
 (5.19) 
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 𝜕𝑘(𝑥, 𝑡)
𝜕𝑥 ≈

𝑘(𝑥, 𝑡) − 𝑘(𝑥 − ∆𝑥, 𝑡)
∆𝑥  (5.20) 

To estimate the link-level occupancy for the 𝑙 length segment at time 𝑡$ and 𝑡%, we are going to 

first define our study scope: [0,  𝑙] in space dimension, [𝑡$^ ,  𝑡%] in temporal dimension. Here, we 

want to select a 𝑡$^ ≤ 𝑡$and more commonly 𝑡$^ < 𝑡$. The reason will be discussed later. Now we 

discretize the space dimension into 𝐿 equal segments and the temporal dimension into 𝑇 grids, 

therefore  ∆𝑡 = )%-)$/

_
  and ∆𝑙 = @

C
. We use 𝑘(𝑖, 𝑗), 𝑟(𝑖, 𝑗), and 𝑣(𝑖, 𝑗) to denote the traffic density, 

traffic occupancy and average traffic speed for the  𝑖)" traffic segment at 𝑗)" time grid. Here 0 ≤

𝑖 ≤ 𝐿 and 0 ≤ 𝑗 ≤ 𝑇. 

Combining the occupancy-density relation (5.1) and the LWR model (5.16), we can get a variant 

LWR model: 

 𝜕𝑟
𝜕𝑡
+ 𝑣

𝜕𝑟
𝜕𝑥

+ 𝑟
𝜕𝑣
𝜕𝑥

= 0 (5.21) 

Here 𝑣 = 𝑣`!](1 −
#

#0!)
). 𝑣`!]  means the free flow speed and 𝑟 !]  represents the maximum 

occupancy. We don’t need to know their values in our final approach so we assume they are known 

at this moment. Now we can approximate [#
[)

, [#
[]

, and [U
[]

 by 

 

𝜕𝑟(𝑖, 𝑗)
𝜕𝑡

≈
𝑟(𝑖, 𝑗 + 1) − 𝑟(𝑖, 𝑗)

∆𝑡
 

𝜕𝑟(𝑖, 𝑗)
𝜕𝑙

≈
𝑟(𝑖, 𝑗) − 𝑜(𝑖 − 1, 𝑗)

∆𝑙
 

(5.22) 
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𝜕𝑣(𝑖, 𝑗)
𝜕𝑙

≈
𝑣(𝑖, 𝑗) − 𝑣(𝑖 − 1, 𝑗)

∆𝑙
 

Plugging equations (5.22) back to (5.21), we obtain (5.23) which shows how we can approximate 

the occupancy for each grid in the spatial discretization. 

𝑟(𝑖, 𝑗 + 1) = 𝑟(𝑖, 𝑗) −
𝑑𝑡
𝑑𝑙
z𝑣(𝑖, 𝑗)�𝑟(𝑖, 𝑗) − 𝑟(𝑖 − 1, 𝑗)�	 + 𝑟(𝑖, 𝑗)�𝑣(𝑖, 𝑗	) − 𝑣(𝑖 − 1, 𝑗	)�{ (5.23) 

The finite difference method is applicable when there is light traffic with no congestion or light 

congestion. When the heavy traffic congestion presents, we can use other approaches such as 

Godunov scheme to approximate the LWR model. 

With discretization of the traffic segment, the numerical approximation methods allow us to 

estimate the traffic occupancy at any location 𝑗∆𝑙 at any time 𝑡$ + 𝑖∆𝑡. Accordingly, the link-level 

occupancy at time 𝑡$ and 𝑡% can be further estimated by 

 𝑟(𝑡 = 𝑡.) ≈
∑ 𝑟(0, 𝑗)>

𝐿
 (5.24) 

 𝑟(𝑡 = 𝑡1) ≈
∑ 𝑟(𝑇, 𝑗)>

𝐿
 (5.25) 

These equations disclose that, if we have the boundary conditions (two endpoints traffic occupancy) 

of the traffic segment, we should be able to approximate the link-level traffic occupancy, namely, 

there should exist a mapping function that can map the two point-measurements to the link 

measurement: 

 𝑟(𝑡) = 𝔽(𝒓&?, 𝒓@A") and 𝑟̇ = 𝔽′(𝒓&?, 𝒓@A") (5.26) 
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Note that, in this equation, 𝒓a𝒏�  and 𝒓𝒐𝒖𝒕�  are the vector form of 𝑟F'�  and 𝑟VW)� . Obviously, we cannot 

estimate the link level occupancy 𝑟(𝑡 ) at time 𝑡  solely using the two-point occupancy 

measurements 𝑟F'(𝑡)�  and 𝑟VW)� (𝑡).  According to the LWR model, to estimate 𝑟(𝑡), we will need 

multiple measurements of 𝑟F'�  and 𝑟VW)�  along the temporal dimension (e.g., 𝒓a𝒏� =

X	𝑟F'�(𝑡#$), … , 𝑟F'�(𝑡#%)Y
_  and 𝒓𝒐𝒖𝒕� = X	𝑟VW)� (𝑡#$), … , 𝑟VW)� (𝑡#%)Y

_
, where 𝑡#$ < 𝑡 < 𝑡#% ). In this 

study, we will not directly use the finite element method, but it provides us not only the idea that 

we can use the point occupancy observation to approximate the link-level observation, but also the 

choice of the range of 𝑡#$ and 𝑡#%. Using Figure 5.7 below as an example, if we want to estimate 

the link-level occupancy at time 𝑡 with all the black vehicles presenting on this link, assume that 

there is no shockwave, we want to choose 𝑡#$ and 𝑡#% that at least cover the time window from the 

entry of the first black vehicle and the leave of the last one, namely, 𝑡#$ < 𝑡 − 𝑙/𝑣 and 𝑡#% < 𝑡 +

𝑙/𝑣. Since we may know the average speed 𝑣, we can use the free flow speed 𝑣`!]	 instead. 

 
 

Figure 5.7 An example for determining 𝑡#$ and 𝑡#% 
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Combining (5.26) with the measurement error model, we get, 

 𝑟̇~ = 𝔽′(𝛽C&?𝒓E𝒏| + 𝛽C&?𝜺𝒓𝒊𝒏, 𝛽C@A"𝒓𝒐𝒖𝒕| + 𝛽C@A"𝜺𝒓𝒐𝒖𝒕) (5.27) 

Here, we use 𝑟̇ = 𝔽′(𝒓a𝒏� , 𝒓𝒐𝒖𝒕� ) instead of directly mapping from 𝒓a𝒏�̇  and 𝒓𝒐𝒖𝒕�̇  to 𝑟̇ (e.g. use 𝑟̇ =

𝔽(𝒓a𝒏�̇ , 𝒓𝒐𝒖𝒕�̇ )) is due to the consideration that the scales of 𝜀#&' or 𝜀#VW) should be much smaller than 

𝑟F'�  or 𝑟VW)� , but not necessarily 𝑟F'̇�  and 𝑟VW)�̇ . 

Combining (5.5) with (5.27), and letting 𝛽# =
$
X1

, we obtain,  

 

𝑙
𝑙;r
𝔽(𝛽C&?𝒓E𝒏| + 𝛽C&?𝜺𝒓𝒊𝒏, 𝛽C@A"𝒓𝒐𝒖𝒕| + 𝛽C@A"𝜺𝒓𝒐𝒖𝒕)

= 𝛽=&? z𝑄B?| (𝑡1) − 𝑄B?| (𝑡.){ − 𝛽=@A" z𝑄@A"}(𝑡1) − 𝑄@A"}(𝑡.){ + 𝜁 

(5.28) 

This equation describes the relation between the measurements of incoming and outgoing traffic 

flux at the two endpoints of the link, the measurements of corresponding point occupancy and their 

measurement errors and biases. Clearly, we don’t have an explicit expression for the mapping 

function 𝔽. We may use similar finite element approximating methods as discussed in previous 

section to approximate 𝔽 or 𝔽′, however, since both 𝛽𝑠 and 𝜀𝑠 are yet to be determined variables 

and the approximating expression of 𝔽′ using 𝛽𝑠 and 𝜀𝑠 will surely contain their very high order 

forms, this makes it difficult or even impossible to solve for their estimates.  

Fortunately, the deep learning methods offer us a chance to estimate the measurement biases 𝛽𝑠, 

without knowing the expression of 𝔽′. Because we assume these random measurement errors have 

relatively small scales (𝜀#&' ≪ 𝑟F'�  and 𝜀#VW) ≪ 𝑟VW)� ) and 𝐸X𝜀#&'Y = 𝐸[𝜀#VW)] = 0, we simplify (5.28) 

to,  



 73 
 

 
𝑙
𝑙;r
𝔽′(𝛽C&?𝒓E𝒏| ,𝛽C@A"𝒓𝒐𝒖𝒕| ) = 𝛽=&? z𝑄B?| (𝑡1) − 𝑄B?| (𝑡.){ − 𝛽=@A" z𝑄@A"}(𝑡1) − 𝑄@A"}(𝑡.){ (5.29) 

Letting 𝔾(𝛽(&', 𝛽(VW) , 𝑄F'� (𝑡%) − 𝑄F'� (𝑡$), 𝑄VW)�(𝑡%) − 𝑄VW)�(𝑡$)) = 𝛽(&' �𝑄F'� (𝑡%) − 𝑄F'� (𝑡$)  −

𝛽(VW) �𝑄VW)�(𝑡%) − 𝑄VW)�(𝑡$) , we obtain, 

 
𝑙
𝑙;r
𝔽D�𝛽C&?𝒓E𝒏| ,𝛽C@A"𝒓𝒐𝒖𝒕| � = 𝔾(𝛽=&?, 𝛽=@A" , 𝑄B?| (𝑡1) − 𝑄B?| (𝑡.), 𝑄@A"}(𝑡1) − 𝑄@A"}(𝑡.)) (5.30) 

Since 𝑟F'� , 𝑟VW)� , 𝑄F'�  and 𝑄VW)�  are observable, 𝛽(&', 𝛽(VW) , 𝛽#&'  and 𝛽#VW)  are yet to be determined, 

and we do not need to know the explicit expression of 𝔽 and 𝔾,  by introducing another mapping 

function ℍ, we can further convert (5.30) to (5.31) below.  

 �𝛽=B?� ,𝛽=@A"�,𝛽CB?� ,𝛽C@A"��
+
= 	ℍz𝒓E𝒏| ,𝒓𝒐𝒖𝒕| ,𝑄B?| (𝑡1) − 𝑄B?| (𝑡.), 𝑄@A"}(𝑡1) − 𝑄@A"}(𝑡.){ (5.31) 

Here, the mapping function ℍ represents a series of transformations, which may be hard if not 

impossible to express explicitly. The transformations themselves also depend on several important 

attributes of the physical conditions, such as the shape of the road segment’s fundamental diagram 

and the average vehicle length, which are all unknown. Conventional methods may be difficult 

dealing with this situation, but the machine learning techniques offer us a chance to solve this 

problem. Therefore, the remaining task is to construct a neural network model to estimate ℍ so 

that if we have the observation 𝒓a𝒏� , 𝒓𝒐𝒖𝒕� ,𝑄F'�  and 𝑄VW)�  we can plug them into (5.31) and obtain 

𝛽#F'�  and 𝛽#VW)�. But before we move on, we will need to make an assumption: The attributes of 

mapping function ℍ  is similar for the time we want to estimate the occupancy measurement biases 

and the time the historical unbiased observations were collected. For instance, if we want to 
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estimate the measurement biases for some weekday sensor readings, we need to have some 

unbiased measurements of past weekdays.  

5.3.4 LSTM-based PIDL Model  

Now we are going to construct a physics-informed neural network model to learn the mapping 

behavior of function ℍ. The long short-term memory (LSTM) model is used due to its ability in 

capturing temporal correlations in the input data. Below graph shows the scheme of this neural 

network model. 

 

Figure 5.8 LSTM model setup 

Input layer: In the training stage, the input layer takes ¢𝛽#∗&'𝒓F'� ,𝛽#∗VW)𝒓VW)� ,𝛽(∗&' �𝑸F'� (𝑡%) −

𝑸F'� (𝑡$)  , 𝛽(∗VW) �𝑸F'� (𝑡%) − 𝑸F'� (𝑡$) ¤  as input. Here 𝒓F'� , 𝒓VW)� ,𝑸F'�  and 𝑸VW)�  are the historical 

unbiased sensor readings.  𝛽#∗&' , 𝛽#∗VW) , 𝛽(∗&'  and 𝛽(∗VW)  are the randomly generated measurement 

biases (e.g., 𝛽#∗&' = 1.1 and 𝛽(∗VW) = 0.9). We randomly pick multiple batches of 𝒓F'� , 𝒓VW)� ,𝑸F'�  and 

𝑸VW)� . For each batch, we generate multiple 𝛽#∗&', 𝛽#∗VW), 𝛽(∗&' and 𝛽(∗VW). As a results, we will obtain 

multiple batches of ¢𝛽#∗&'𝒓F'� ,𝛽#∗VW)𝒓VW)� ,𝛽(∗&' �𝑸F'� (𝑡%) − 𝑸F'� (𝑡$)  , 𝛽(∗VW) �𝑸F'� (𝑡%) − 𝑸F'� (𝑡$) ¤. The 

length for any of 𝒓F'�, 𝒓VW)� ,𝑸F'�  and 𝑸VW)�  (the choice of measurement time period [𝑡$, 𝑡%] ) should 

ensure that the input data contains sufficient information to infer ℍ at time 𝑡. If we don’t know the 

initial and ultimate condition of the entire link, we want to have at least 𝑡$ ≤ 𝑡 − 𝑙/	𝑣̅	 and 𝑡% ≥



 75 
 

	𝑡 + 𝑙/	𝑣̅	. Since we have plenty of observations to choose from, we can increase the number of 

observations for each time 𝑡. 

LSTM layers: Each layer contains multiple nodes. Each layer is followed by a dropout to prevent 

overfitting. 

Dense layer and output layer: The dense layer takes the output from LSTM layer and output a two-

element vector X𝛽(∗F'� ,𝛽(∗VW)§,𝛽#∗F'� ,𝛽#∗VW)§Y
_
. 

Loss function: For the input batch ¢𝛽#∗&'𝒓F'�,𝛽#∗VW)𝒓VW)� ,𝛽(∗&' �𝑸F'� (𝑡%) − 𝑸F'� (𝑡$)  , 𝛽(∗VW) �𝑸F'� (𝑡%) −

𝑸F'� (𝑡$) ¤, its corresponding loss function is: 

 𝐿𝑂𝑆𝑆 = �𝛽=∗B?� − 𝛽=∗&?�
1
+ �𝛽=∗@A"�−𝛽=∗@A"�

1
+ �𝛽C∗B?� − 𝛽C∗&?�

1
+ �𝛽C∗@A"�−𝛽C∗@A"�

1
 (5.32) 

For training purpose, for the two sensors we are studying, we need to have some (historical) 

unbiased observations of 𝒓a𝒏�, 𝒓𝒐𝒖𝒕� ,𝑄F'�  and 𝑄VW)�  for both of them, namely, we need to have some 

observations where 𝛽(&' = 𝛽(VW) = 𝛽#&' = 𝛽#VW) = 1 . These data may come from the sensor 

readings obtained right after the sensors are freshly installed or calibrated. We then follow the 

Algorithm 5.1 below to prepare for the training data. During the training process, we hope that the 

neural network model could learn the behavior of the unknow function ℍ, so that once trained, it 

could take the occupancy measurements with unknown biases as input and gives the estimated 

biases as output, given ℍ unchanged. 
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Simulation Data Generation 

We are going to use the simulation data generated from SUMO to test and verify our models. A 

road segment with length 𝑙 (e.g. 𝑙 = 400𝑚) is created in SUMO (Figure 5.9). Two inductive loop 

sensors are placed at the two endpoints of this road segment. 

 

Figure 5.9 Road Segment Sample 

For each test, we carry out multiple independent simulations, each simulating a 24-hour time 

period. The length and the speed limit of this link is set to be 400m and 15m per second respectively. 

The average vehicle length is set to be 5m. The total traffic volume for each of the 24-hour time 

period follows a uniform distribution between [10000, 30000], with the hourly traffic flow 

following the below pattern, added with some randomness as well. 
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Figure 5.10 Hourly traffic flow pattern 

Traffic flow and occupancy are collected from the two inductive loop sensors at a 5-second 

aggregation level. Therefore, after running the simulation 40 for times, we obtain 

40*24*720=4024720 observations for each sensor reading.  

We first divide the 40-day raw sensor readings into two groups: one with 35-day readings for 

model training and cross-validating; one with 5-day readings for model test. 

For the 35-day readings, we prepared the training data following the Step 1 to 4 of Algorithm 1, 

then used the data to train the neural network model with 5-fold cross-validation. In step 3 of 

algorithm 1, if we choose  𝑛 = 40, given one day observations, there are 17280	 − 40 = 17240 

overlapped training samples or  17280	/40 = 431 independent training samples. We follow the 

bootstrap resample method to randomly choose 500 samples from each day to construct the 

training data. Note that, since in this study we are using simulated sensor readings, the raw data 

do not contain the random error term (𝜀( or 𝜀#). We need to manually “add” this white noise to the 

readings on top of the sensor biases. We are generating the unbiased historical sensor readings 

following 𝑟̃~𝑁(𝑟, 𝜎𝑟) and 𝑓�~𝑁(𝑓, 𝜎𝑓) for occupancy and flux, respectively. 𝜎𝑟 and 𝜎𝑓 are the 

standard deviations for the corresponding normal distribution and the initial value of 𝜎 it set to be 

0.02. Similarly, the biased sensor readings are generated following 𝑟̃~𝛽#∗	𝑁(𝑟, 𝜎𝑟)  and 

𝑓�~𝛽(∗	𝑁(𝑓, 𝜎𝑓). 
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Performance Metrics 

Because our ultimate goal is to calibrate the sensor using the estimated biases and correct the 

readings, we are going to use the mean absolute error (MAE) below as the performance metric of 

the estimations. 

For traffic flux correction: 

 𝑀𝐴𝐸 =
1
𝑛
.l

𝑓B� 	− 𝑓&
𝑓&

l
?

&L.

× 100% (5.33) 

where 𝑓& is the 𝑖)" true traffic flux; 𝑓F© is the 𝑖)" traffic flux reading before or after correction. 

For traffic occupancy estimation:	 

 𝑀𝐴𝐸 =
1
𝑛
.�

𝑟B� 	− 𝑟&
𝑟&

�
?

&L.

× 100% (5.34) 

where 𝑟&  is the 𝑖)"  true traffic occupancy; 𝑟Fª  is the 𝑖)"  traffic flux occupancy before or after 

correction. 
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Algorithm 5.1: 

• Training data preparation: 

Step 1: Repeat step 2 to 4 until obtaining sufficient amount of training data: 

Step 2: Generate manipulated sensor biases 𝛽#∗&', 𝛽#∗VW), 𝛽(∗&' and 𝛽(∗VW) 	 ∈ [0.5,1.5]. Repeat step 

3 to 4 until obtaining sufficient amount of data for each [𝛽#∗&', 𝛽#∗VW) , 𝛽(∗&', 𝛽(∗VW)]. 

Step 3: Randomly choose 𝑛 consecutive observations X𝒓F'� , 𝒓VW)� ,𝑸F'� ,𝑸VW)�Y from the unbiased 

observation pool. The choice of 𝑛 should follow the instructions discussed above. 

Step 4: Append the manipulated observation ¢𝛽#∗&'𝒓F'�,𝛽#∗VW)𝒓VW)� ,𝛽(∗&' �𝑸F'� (𝑡%) −

𝑸F'� (𝑡$)  , 𝛽(∗VW) �𝑸F'� (𝑡%) − 𝑸F'� (𝑡$) ¤ to the input dataset. Add the corresponding [𝛽#∗&', 

𝛽#∗VW) , 𝛽(∗&', 𝛽(∗VW)] to the output true output dataset. 

• Model training: 

Step 5: Train and cross-validate the LSTM model using the input dataset. Use the true output 

dataset to compute the loss function. 

Step 6: Tune the LSTM model parameters: number of nodes for each layer, number of layers, 

dropouts, etc. for best cross-validating results. 

• Error estimation for unknown bias dataset: 

Step 7: Repeat step 8 until obtaining sufficient amount of input data 

Step 8: Randomly choose 𝑛 consecutive observations X𝒓F'� , 𝒓VW)� ,𝑸F'� (𝑡%) − 𝑸F'� (𝑡$), 𝑸F'� (𝑡%) −

𝑸F'� (𝑡$)Y from the unknown bias observation pool. 

Step 9: Feed the trained LSTM model with the new inputs and obtain the model outputs 

X𝛽(F'� ,𝛽(VW)§,𝛽#F'� ,𝛽#VW)§Y
_
 

Step 10: Use the mean of all 𝛽(F'� ,𝛽(VW)§,𝛽#F'�  and 𝛽#VW)§ as the estimated occupancy measurement 

biases for the sensors. 

Step 11: Correct traffic occupancy reading by 𝑓F'� ?##) = 𝑓F'�/𝛽(F'� , 𝑓VW)�
?##) = 𝑓VW)�/𝛽(VW)§, 

𝑟F'� ?##) = 𝑟F'�/𝛽#F'� , and  𝑟VW)� ?##) = 𝑟VW)� /𝛽#VW)§ 
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5.3 Results and Discussion 

5.3.1 Model Performance 

We constructed several neural network models following Figure 5.8. After tuning the model 

parameters, we finalized the last neural network with three LSTM layers and one dense layer and 

set the number of nodes in each LSTM layer to be 32 and dropout to be 0.2.  

 

Figure 5.11 Finalized LSTM model 

Using the last model, we repeated the training process 15 times. The training process is relatively 

stable, with only one training out of the 15 being significantly worse than the rest. We plot the loss 

function value for the first six trainings in Figure 5.12. We can see from this graph that, overall, 

the losses decrease rapidly during the first several epochs and then slowly reach equilibrium. 

 

Figure 5.12 Loss value during training  
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Since we are using simulated observation data to verify our model, the testing data were generated 

using the rest 5-day sensor reading, following the same steps 2 to 4. In this case, we have the 

ground truth, and the true measurement biases for each observation, which we can use to test the 

model estimation performance.  

Firstly, we tested how the model performs when all the four sensor readings have unknown biased, 

namely, unknown 𝛽(&', 𝛽(VW) , 𝛽#&' and 𝛽#VW).  We ran the training-testing processes 20 times and plot 

the results in Figure 5.12. Figure 5.12a shows the 𝑀𝐴𝐸% for sensor readings before correction. 

Since all the sensor biases were generated from 0.5 to 1.5, the average cap M cap A. cap E % for 

all the uncorrected measurements is around 40%. Figure 5.13a shows the 𝑀𝐴𝐸% of the readings 

calibrated by our model. The blue line is the 𝑀𝐴𝐸%  calibrated using the actual biases and 

represents the theoretical optimum. We can see from the graphs that our model significantly 

improves the 𝑀𝐴𝐸 for all four measurements. After correction, the 𝑀𝐴𝐸𝑠 drop to around 2%, 

slightly higher than the theoretical optimum. 

    

(a) before correction                                     (b) after correction 

Figure 5.13 𝑀𝐴𝐸 for sensor readings before and after correction 
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In reality, it may be more common that not all but some of the four sensor readings (traffic flux 

and occupancy readings for both upstream and downstream sensors) are biased. Therefore, we will 

now discuss the model performance for different scenarios separately. Figure 5.14 shows the 

model estimation results when both sensors are in healthy condition (𝛽(&' = 𝛽(VW) = 𝛽#&' = 𝛽#VW) =

1, but unknown to the model). For 𝑓&' and 𝑟VW), the model almost reaches the theoretical optimum. 

For 𝑓VW) and 𝑟&', the model gives 𝑀𝐴𝐸 around 2%, which is still acceptable and not much higher 

than the blue line. 

 

Figure 5.14 𝑀𝐴𝐸 with all sensor readings unbiased 

Then we test the scenarios when we have one of the two sensors in good working condition. Below 

are two graphs comparing when we have healthy downstream sensor 𝛽(VW) = 𝛽#VW) = 1  	(Figure 

5.15a) and healthy upstream sensor 𝛽(&' = 𝛽#&' = 1	(Figure 5.15b).  
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(a) 𝛽(VW) = 𝛽#VW) = 1                   (b) 𝛽(&' = 𝛽#&' = 1                            

Figure 5.15 𝑀𝐴𝐸 with one healthy sensor  

5.3.2 Sensitivity Analysis 

Scale of measurement biases 

In this part, we are going to test how the scale of measurement biases (𝛽) affects the model 

performance. Since from the previous section, we’ve seen no significant performance difference 

in estimating upstream and downstream sensors, so we pick upstream sensor measurements as the 

study objects. In this experiment, the studied measurement biases were generated following 

uniform distributions of ranges [0.5, 0.7], [0.7, 0.9], [0.9, 1.1], [1.1, 1.3] and [1.3,1.5]. 𝑀𝐴𝐸 were 

computed for each group.  

Figure 5.16 shows the results of the 𝑀𝐴𝐸 for  𝑓&' when 𝛽(VW) = 𝛽#&' = 𝛽#VW) = 1, and only  𝛽(&' is 

randomly generated.  Similarly, Figure 5.17 shows the results of the 𝑀𝐴𝐸 for  𝑟&' when 𝛽(&' =

𝛽(VW) = 𝛽#VW) = 1, and only  𝛽#&' is randomly generated.  
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Figure 5.16 𝑀𝐴𝐸 of 𝑓&' for different 𝛽(&' 

 

Figure 5.17 𝑀𝐴𝐸 of 𝑟&' for different 𝛽#&' 

In reality, it may be more common if a sensor malfunctions, both its traffic flux and occupancy 

readings are biased. Figure 5.18 shows the 𝑀𝐴𝐸 for  𝑓&' and 𝑟&' when we assume both traffic flux 

and occupancy readings of upstream sensors are biased (unknown 𝛽(&' and 𝛽#&'). In contrast, the 

downstream sensor is in healthy condition (𝛽(VW) = 𝛽#VW) = 1). We can see the pattern that 𝑀𝐴𝐸 

decreases with the increase of the measurement biases. Due to the fixed scale of white noises, 

smaller systematic measurement biases result in a larger fraction of uncorrectable white noises, 

which consequently, leads to higher MAE after flow volume correction. 
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Figure 5.18 𝑀𝐴𝐸 of 𝑓&' and 𝑟&' for different 𝛽(&' and 𝛽#&' 

Scale of white noise (random error) variance 

As discussed previously, the simulating traffic flux and sensor readings were generated following 

𝑟̃~𝑁(𝛽#𝑟, 𝜎𝑟) and 𝑓�~𝑁(𝛽(𝑓, 𝜎𝑓), respectively. Initially, we set 𝜎 = 0.02 for both training data 

and testing data. Now we will test for two more cases when 𝜎 = 0.04 and 0.06 (Figure 5.19) and 

keep 𝜎 still same for both training and testing data. Here, the blue line in each graph still represents 

the theoretical optimum, calibrated with true sensor biases. Comparing with the original case 𝜎 =

0.02, we can see that the model corrected 𝑀𝐴𝐸𝑠 increase with the increase of the random error 

variance, as well as the theoretical optimums, so the overall corrected 𝑀𝐴𝐸𝑠 still lie around the 

blue line.  On the other hand, we do see the upper tails of the boxplots grow a lot with larger 𝜎, 

which means that with larger random error variance, our model may occasionally give relatively 

‘bad’ estimations; however, since the majority of the estimations are in a reasonable range(<0.06 

for 𝜎 = 0.04, (<0.08 for 𝜎 = 0.06), we can avoid the ‘bad’ estimations by repeating the training-

estimating processes multiple times and get the overall mean values as the ultimate results. 
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 (a) 𝜎 = 0.04                                                (b) 𝜎 = 0.06 

Figure 5.19 𝑀𝐴𝐸 for different scale of 𝜎 

Change in variance of white noise (random error) 

The former experiments generate training and testing data with the same 𝜎. However, when we 

want to apply the model in the real world, since the training data (the unbiased historical 

observations) and testing data (the observations with biases unknown and yet to be determined) 

may come from two timestamps far away from each, the variance of random measurement error 

may also change. Now in this part, we are going to test how this change in the random error 

variance impacts the model estimation results. The training data were still prepared with 𝜎)#!&' =

0.02.	We generated extra testing cases for 𝜎)*+) = 0.00, 0.04, 0.06,  and 0.08 . The results are 

shown in Figure 5.20. Similarly, the blue line in each graph represents the theoretical optimum. 

The results resemble the last part. The corrected 𝑀𝐴𝐸𝑠 do increase with larger 𝜎, and they still do 

not deviate much from the theoretical optimum in general. To avoid extremely bad estimations, 

we can use the same method mentioned in the last part. 
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(a) 𝜎)*+) = 0.00                                              (b) 𝜎)*+) = 0.04 

 

(c) 𝜎)*+) = 0.06                                                (d) 𝜎)*+) = 0.08 

Figure 5.20 𝑀𝐴𝐸 for 𝜎)#!&' = 0.02 and different 𝜎)*+) 

Traffic segment length 

In this part we are going to compare the model performance for different traffic segment lengths, 

as in reality, the length of our studying road may vary. We choose the segment lengths from 200m 

to 1000m and repeat for each length the simulating-training-testing process. The corresponding 

𝑀𝐴𝐸s are shown below Figure 5.21, from which we cannot find a significant relationship between 

the segment length and the corrected 𝑀𝐴𝐸. In most of the tests, the model is able to keep the 
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estimation errors below 0.03 and the model shows its robustness against different road segment 

lengths. 

 

Figure 5.21 𝑀𝐴𝐸 for different traffic segment length 

Sample size 

In general, machine learning techniques are data-driven, requiring large sample sizes to train the 

models, so in this section, we test how our model handles different training data sizes. Since we 

initially obtained 40-day sensor reading data from SUMO simulations and randomly picked 35-

day data as the training set, we want to see how the model reacts if we reduce the training data 

size. We did three more experiments, each with training data of 25-day, 15-day, and 5-day, and 

plot the results in Figure 5.22. The figure illustrates that, the model trained with 35-day and 25-

day data have quite similar performance. As the training sample size further decreases to 15-day 

and 5-day, the model does perform slightly worse. However, even with only 5-days of training 

data, the 𝑀𝐴𝐸 s are well controlled (under 0.04). This property may greatly improve the 

applicability of the mode. 
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Figure 5.22 𝑀𝐴𝐸 for different training data sizes 

5.3.3 Discussions 

In this study, a sensor error correction model was developed for the traffic flux measurement and 

the traffic occupancy measurement. Since the traffic flux and occupancy are the two direct and 

non-identical measurements from the single-loop detector system, we may take advantage of the 

additional information one measurement contains to calibrate the potential errors in the other. 

Based on the traffic flow ordinary differential equation (ODE) model, which describes the 

dynamics of the traffic flow, we were able to discover for a road segment the relationship between 

its two end-point traffic flux and the link level traffic occupancy. We further gained insights from 

the traffic LWR model and its numerical approximation method on the relation between the link 

level and its end-points traffic occupancy. Combining all these ideas, we constructed a mapping 

function that connects the four sensor observations (upstream and downstream traffic flux and 

occupancy) to their unknown biases and a Physics-Informed LSTM neural network model, which 

we hoped could learn this connection. With the historical data serving as ground truth, we trained 

the neural network model with the training set manipulated from the historical data. After proper 
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training, the neural network model showed the ability to capture the attributes of the mapping 

function and could provide a good estimation of sensor biases and accordingly calibrate the sensor 

observations. The sensitivity analysis also proves the reliability and robustness of the sensor error 

correction model. 

The main contribution of this study is the development of a sensor reading error correction model 

using the dynamical property of the traffic flow. Most other research that studies traffic flux 

measurement errors merely uses the traffic flux data. But taking use of the traffic dynamics, the 

traffic ODE model in this study could make a connection of the traffic flux to the traffic occupancy, 

another raw measurement from a same sensor. Conventional studies identifying the flux 

measurement errors usually require the assists of data from the multiple sensors within the traffic 

network and may require the presence of healthy sensors. Using the insight that the traffic flux and 

occupancy are dynamically related; our model can narrow down the study scope into a traffic 

segment with only two sensors and have no assumption of a healthy sensor presenting at the time 

of estimating. 

On the other hand, this works well combined the traffic flow domain knowledge with the advantage 

of the machine learning techniques. It would be very difficult if not impossible, to analytically 

disclose the connection between the traffic flux measurements, two end-point traffic occupancy 

measurements, and the measurement biases, since this connection may consist of several layers of 

non-linear transformations which may contain several unknown traffic or network parameters (e.g., 

fundamental diagram, average vehicle length).  But constructed on top of the traffic ODE model, 

the Physics-Informed LSTM neural network in this study well matches our demand. After proper 

training, the model shows its ability to capture the dynamics of the traffic flow and the multiple 
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transformations, therefore, it can successfully discover the mapping from the sensor measurements 

to their biases.  
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Chapter 6 Conclusions 

This dissertation focused on estimating and correcting the measurement biases for the inductive 

loop sensor system. The critical role the inductive loop sensors play in public traffic management 

and the need for their reliability justify the importance and urgency of studying their health 

condition. Instead of solely identifying the malfunctioning sensors, this study attempted to quantify 

the measurement bias for each sensor by taking advantage of the spatial-temporal relationship of 

the sensor data and the power of Physics-Informed Deep Learning (PIDL) techniques. 

To exploit the spatial-temporal relationship between traffic flows in a network level, we developed 

three PIDL models based on the fully connected neural network, CNN and LSTM to estimate the 

measurement biases for traffic network sensors and recover the erroneous traffic volume readings. 

The domain knowledge about the sensor observation data is reflected in the machine learning 

models via input layer structure design besides the training data itself. We found that with the 

simpler model structure, the fully connected neural network model cannot fully utilize the spatial-

temporal information embedded in the training data, even with the help of the PIDL design. On 

the contrary, the PIDL models based on CNN and LSTM estimate the sensor biases much better, 

with LSTM-based model slightly outperforming CNN-based one. Their estimation performance is 

also very consistent and relatively insensitive to factors including the sensor (link) positions in the 

network, the scale of sensor measurement biases, and the variance of white noise. With the help 

of more correct observations from the healthy (recently calibrated) sensors, the models can 

significantly reduce both the estimation errors and the error variance and produce promising results 

even under changes of traffic flow pattern beyond the range used for training.  
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To exploit the physical relationship between different traffic state parameters, we constructed a 

sensor error correction model for the traffic flux measurement and the traffic occupancy 

measurement. Based on the traffic flow ordinary differential equation (ODE) model, which 

describes the traffic flow dynamics, we were able to discover for a road segment the relationship 

between its two end-point traffic flux and the link level traffic occupancy. We further gained 

insights from the partial differential equation based LWR model and its numerical approximation 

method for the relation between the link level and its end-points traffic occupancy. Combining all 

these ideas, we constructed a mapping function that connects the four sensor observations 

(upstream and downstream traffic flux and occupancy) to their unknown biases and trained a 

Physics-Informed LSTM neural network model. The prior knowledge of traffic flow models is 

passed onto the LSTM model via the choice of the input variables and their structure and the 

preparation process of training data. With this setup, the neural network model showed the ability 

to capture the attributes of the mapping function, give a reasonable estimation of sensor biases, 

and accordingly calibrate the sensor observations. The sensitivity analysis also proves the 

reliability and robustness of the sensor error correction model. 

Statistical models use statistics to extract information from data and deduce the relationship 

between variables. Conventional statistical models usually have a high level of interpretability, 

giving additional prediction information like covariance, significance, P-values, confidence 

interval, etc. For instance, in the study described in Chapter 3, with the sensor error estimation 

model constructed using the generalized method of moments, the authors were able to statistically 

prove the significance of a sensor bias via a hypothesis test. Having experience in both statistical 

modeling and machine learning modeling, I do see situations where machine learning is more 

applicable. When high dimensionality and high complexity are present in the data, and the data 
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comes in vast volume, the conventional statistical models may be insufficient to capture its full 

features. On the contrary, machine learning can rely on data itself to train and test the models and 

benefit from the complexity of the data. When we have little domain knowledge about the data, 

machine learning models can solely use the data to tell stories. However, since data science is a 

multi-disciplinary field with knowledge from computer science, statistics, and domain-specific 

expertise, machine learning techniques should also take advantage of the domain knowledge. 

Beginning with the pure analysis of raw data, machine learning technologies had recognized the 

significance of domain knowledge in the accurate prediction of complex systems. In fact, the 

domain knowledge can be passed onto machine learning modeling in almost every step, including 

data collection, processing, training data preparation, and model designing. The physics-informed 

deep learning models constructed in this dissertation adopted this idea, by providing prior 

knowledge in the transportation engineering domain to the deep learning models. On the other 

hand, incorporating domain knowledge in machine learning testing and validating is also essential, 

since testing is a knowledge-building process for machine learning models. Domain expertise can 

guide the preparation of testing data and ensure the coverage of the testing cases, and accordingly, 

improve the models and confirm the models’ applicability. 

Looking at the readily usable infrastructure-based traffic sensor data and improving its accuracy, 

this study has the potential to contribute to more effective traffic management promptly. In the 

short term, the penetration of mobile data is still low, so this part of the data may not be statistically 

representative to provide aggregated data needed for system-level analyses or draw definitive 

conclusions about the current transportation system. On the other hand, the increase in the mobile 

data penetration will not diminish the value of this study, instead, mobile data could complement 

infrastructure-based on sensor to provide more information and physical relation that could benefit 
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the machine learning model.  For example, the mobile data can provide traffic model parameters 

such as average vehicle length, average speed, and free flow speed at locations where there is no 

infrastructure-based sensor or the sensors are malfunctioning. Mobile sensors also generate vehicle 

trajectory data which could provide more spatial-temporal relations than conventional fixed-

location sensors. Therefore, there are great opportunities to study the incorporation of mobile data 

into infrastructure-based traffic data, which will be left for future work.  
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