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Explainability is assumed to be a key factor for the
adoption of Artificial Intelligence systems in a wide range
of contexts (Hoffman, Mueller, & Klein, 2017; Hoffman,
Mueller, Klein, & Litman, 2018; Doran, Schulz, & Besold,
2017; Lipton, 2018; Miller, 2017; Lombrozo, 2016).
The use of AI components in self-driving cars, medical
diagnosis, or insurance and financial services has shown
that when decisions are taken or suggested by automated
systems it is essential for practical, social, and increasingly
legal reasons that an explanation can be provided to
users, developers or regulators.1Moreover, the reasons for
equipping intelligent systems with explanation capabilities
are not limited to user rights and acceptance. Explainability
is also needed for designers and developers to enhance
system robustness and enable diagnostics to prevent bias,
unfairness and discrimination, as well as to increase trust by
all users in why and how decisions are made. Against that
background, increased efforts are directed towards studying
and provisioning explainable intelligent systems, both in
industry and academia, sparked by initiatives like the DARPA
Explainable Artificial Intelligence Program (DARPA, 2016).
In parallel, scientific conferences and workshops dedicated to
explainability are now regularly organised, such as the ‘ACM
Conference on Fairness, Accountability, and Transparency
(ACM FAT)’ (Friedler & Wilson, n.d.) or the ‘Workshop on
Explainability in AI’ at the 2017 and 2018 editions of the
International Joint Conference on Artificial Intelligence.
However, one important question remains hitherto
unanswered: What are the criteria for a good explanation?

Explainable Artificial Intelligence
While Explainable Artificial Intelligence (XAI) has
recently received significant attention, its origins stem
from several decades ago when AI systems were mainly

1As a case in point, the European Union’s General Data
Protection Regulation (GDPR) stipulates a right to “meaningful
information about the logic involved”— commonly interpreted as
a ‘right to an explanation’— for consumers affected by an automatic
decision (Parliament and Council of the European Union, 2016).

developed as knowledge-based or expert systems, such
as in MYCIN (Buchanan & Shortliffe, 1984) and
NEOMYCIN (Hasling, Clancey, & Rennels, 1984). In
these systems, explanations were conceived mainly as
reasoning traces of the system — at first resulting in a very
technical notion of what an explanation is, with only limited
regard to cognitive aspects on the user’s side. Still, in the
context of REX (Wick & Thompson, 1992), there was already
a discussion of how to adapt explanations to different user
groups and the trade-offs involved. While interest in XAI
subsided after the mid-1990s, recent successes in machine
learning technology have brought explainability back into
the focus. This has led to a plethora of new approaches for
both autonomous and humans-in-the-loop systems, aiming
to achieve explainability, as defined by respective system
creators, without sacrificing system performance.
Many systems focus on interpretable post-hoc
approximations of black-box models (Guidotti et al.,
2018), using symbolic representations such as decision
trees (Craven, 1996; Sarkar et al., 2016) or decision
rules (Ribeiro, Singh, & Guestrin, 2018), feature
importance (Lou, Caruana, & Gehrke, 2012), saliency
maps (Selvaraju et al., 2017), or local regression
models (Ribeiro, Singh, & Guestrin, 2016). On the other
hand, there are efforts to design intelligent systems to be
interpretable by design, e.g., in recommender systems (Zhang
& Chen, 2018), or in a recently started project developing the
concept of perspicuous computing.2

In these heterogeneous origins and developments of XAI,
a discussion is still to be had on what precisely the roles
of explanations are and, in particular, what makes an
explanation a good explanation. To this end, we will
bring together several experts of different aspects of the
phenomenon “explanation” in this symposium, to analyze the
notion of explanation in the context of artificial intelligence
from different cognition-related perspectives.

What Makes a Good Explanation?
Starting out from the cognition of explanations, this
symposium will foster scientific discourse about what

2https://www.perspicuous-computing.science
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functions an explanation needs to fulfill and the criteria that
define its quality. Some of the aspects to be addressed are:

• Objective and subjective value of explanations
• Dimensions of explanations: complete vs compact,

abstract vs concrete, reduced vs simplified, ...
• Anchoring to known concepts
• Counter-factual explanations and actionability
• Personalisation
• Legal requirements
• Grounding in personal and social experience and intuition

A panel of recognised scholars and researchers will bring
insights and expertise from different points of view,
including psychology, cognitive science, computer science,
and philosophy, and will foster knowledge exchange and
discussion of the multiple facets of explanation:
• Kathleen Creel will talk about ‘Understanding Machine

Science: XAI and Scientific Explanations’, drawing
on the literature on scientific explanation in philosophy
and cognitive science, and arguing that for scientific
researchers, good explanations require more access to the
functional structure of the intelligent system than is needed
by other human users.

• Tania Lombrozo will talk about ‘Explanatory Virtue
& Vices’, considering the multiple functions and
malfunctions of human explanatory cognition with
implications for XAI. In particular, she will suggest that we
need to differentiate between different possible goals for
explainability, and that doing so it highlights why human
explanatory cognition should be a crucial constraint on
design.

• Shane Mueller will talk about ‘Ten fallacies of Explainable
Artificial Intelligence’, reviewing some of the assumptions
made until now about what properties lead to good
explanations, and describing how each constitutes a fallacy
that might backfire if used for developing XAI systems. He
will then describe a framework developed for the DARPA
XAI Program for measuring the impact of explanations
that incorporates cognitive science theory related to mental
models, sensemaking, context, trust, and self-explanation
that can provide a principled approach for developing
explainable systems.

• Patrick Shafto will talk about ‘XAI via Bayesian
Teaching’, raising questions about the use of modern
machine learning algorithms in societally important
processes, and theoretical questions about whether
and how the opaqueness of these algorithms can be
ameliorated, in the framework of Bayesian teaching.

• Roberto Confalonieri and Tillman Weyde will talk about
‘An Ontology-based Approach to Explaining Artificial
Neural Networks’, addressing the challenges of extracting
symbolic representations from neural networks, exploiting
domain knowledge, and measuring understandability of
decision trees with users both objectively and subjectively.
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