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Abstract. This chapter addresses unsupervised damage detection in railway 
bridges by presenting a novel AI-based SHM strategy using traffic-induced dy-
namic responses. To achieve this goal a hybrid combination of wavelets, PCA 
and cluster analysis is implemented. Damage-sensitive features from train-in-
duced dynamic responses are extracted and allow taking advantage not only of 
the repeatability of the loading, but also, of its large magnitude, thus enhancing 
sensitivity to small-magnitude structural changes. The effectiveness of the pro-
posed methodology is validated in a long-span bowstring-arch railway bridge 
with a permanent structural monitoring system installed. A digital twin of the 
bridge was used, along with experimental values of temperature, noise, trains 
loadings and speeds, to realistically simulate baseline and damage scenarios. The 
methodology proved highly sensitive in detecting early damage, even in case of 
small stiffness reductions that do not impair structural safety, as well as highly 
robust to false detections. The ability to identify early damage, imperceptible in 
the original signals, while avoiding observable changes induced by environmen-
tal and operational variations, is achieved by carefully defining the modelling and 
fusion sequence of the information. A damage detection strategy capable of char-
acterizing multi-sensor data while being sensitive to identify local changes, is 
proposed as a tool for real-time structural assessment of bridges without interfer-
ing with the normal service condition. 

Keywords: Railway bridges, Structural Health Monitoring, traffic-induced dy-
namic responses, damage detection, unsupervised learning, data-driven, artifi-
cial intelligence. 

1 Introduction 

Modern societies are critically dependent upon transport infrastructure such as roadway 
or railway bridges and tunnels, which has motivated active research to reduce the costs 
of inspection and maintenance. A large number of bridges are nearing the end of their 
life cycle, and since these infrastructures cannot be economically replaced, techniques 
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for damage detection are being developed and implemented so that their safe operation 
may be extended beyond the design basis for service life. Structural health monitoring 
(SHM) based on Artificial Intelligence (AI) represents a promising strategy in this on-
going challenge of achieving sustainable infrastructural systems since it has the poten-
tial to identify structural damage before it becomes critical, enabling early preventive 
actions to be taken to minimize costs. The main goal of SHM should not be to replace 
the traditional inspection techniques, but to complement them with quantitative infor-
mation. Proactive conservation strategies based on long-term monitoring are increas-
ingly recommended for special structures such as long-span bridges. In fact, disruption 
or even the collapse of a bridge can lead to important and irreversible negative conse-
quences for society and the economy. In short, SHM offers economical, efficient and 
intelligent technologies to manage the operation and maintenance of infrastructure, 
thereby improving safety, increasing longevity and reducing maintenance (Fig. 1). 
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Fig. 1. Structural Health Monitoring cycle and its advantages. 

SHM techniques can follow model-updating or data-driven approaches for damage de-
tection. Model updating consists of fitting a numerical model to experimental data to 
infer damage-related information that cannot be directly measured on site. Despite their 
reported accuracy, these techniques have an inherent computational complexity, and 
the need for user judgement makes them less suitable for real-time SHM [1,2]. On the 
other hand, data-driven approaches rely on data mining techniques to extract meaning-
ful information from time series acquired on site. The computational simplicity of these 
approaches renders them more attractive and cost-effective to implement online dam-
age detection in large-scale structures.  

Damage detection strategies have been widely classified by literature within a five-
level hierarchy [3] i) damage detection, ii) localization, iii) type, iv) severity and v) 
lifetime prediction. The present chapter addresses the first level of the aforementioned 
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hierarchy through data-driven methods based on train-induced dynamic responses. To 
fulfil this goal, four main operations need to be employed after the acquisition of data: 
i) feature extraction, ii) feature modelling, iii) data fusion, and iv) feature classification.  

Feature extraction refers to the process of transforming the time series acquired on 
site into an alternative information, where the correlation with the damage is more read-
ily observed. Modal or modal-based features are the most common in the literature [4] 
due to the advantage of being directly associated with the mass and, more importantly, 
with structural stiffness, which is expected to change in the presence of damage. Nev-
ertheless, Operational Modal Analysis (OMA)-based information can also be consid-
ered not sensitive to early damage due to the need of identifying high order modes 
shapes, which proves very challenging for real structure monitoring. Symbolic data [5], 
Continuous Wavelet Transform (CWT) [6] and autoregressive models (AR) [7] are ex-
amples of techniques successfully applied as extractors of damage-sensitive features 
for both static and dynamic monitoring.  

Effective SHM techniques for damage detection face the challenge of distinguishing 
the measured effects caused by environmental and operational variations (EOVs) from 
those triggered by damage [8]. Hence, SHM methods that can overcome this issue must 
necessarily resort to feature modelling. This operation is crucial for false alarm preven-
tion since environmental (such as temperature) and operational effects (like trains 
crossing at different speeds), may impose greater variations than those due to damage. 
Two approaches are generally found in the literature and in the practice of feature mod-
elling: i) input-output, based on regression methods such as Multiple Linear Regression 
(MLR) [9] or ii) output-only, based on latent variable methods such as Principal Com-
ponent Analysis (PCA) [10]. The first removes the effects of the EOVs, establishing 
relationships between measured actions (e.g., temperature, traffic, wind) and measured 
structural responses. When monitoring systems do not include the measurement of 
EOVs, latent variable methods can be employed. These methods can suppress inde-
pendent actions using only structural measurements.  

Data fusion focuses on reducing the volume of data while preserving its most rele-
vant information. The fusion process may combine features from a single sensor, fea-
tures from spatially distributed sensors or even heterogeneous data types. The Ma-
halanobis distance has been thoroughly used in this context due to its capacity to de-
scribe the variability in multivariate data sets [11].  

Feature classification aims at discriminating the features into healthy or damaged. It 
can be divided into supervised or unsupervised learning algorithms [12]. When training 
data is available from both undamaged and damaged structures, supervised learning 
algorithms can be used, such as statistical process control [6] or MLP neural networks 
[13]. Since data obtained from damaged structures is rare or inexistent, unsupervised 
learning algorithms have been increasingly observed in the literature. Novelty detection 
methods are the primary class of algorithms used in this situation. This type of algo-
rithm is a two-class problem that indicates if the acquired data comes from normal op-
erating conditions or not. Due to its simplicity and effectiveness, outlier analysis is a 
broadly implemented damage detection technique [14]. In spite of the SHM feature 
classification resorting to clustering methods has been reported mainly following the 
supervised strategy of pre-defining cluster partitions to describe one or more known 
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structural behaviors, and subsequently compare them with new ones, this type of  tech-
niques have an unsupervised nature [15]. The major advantage of cluster-based strate-
gies, over those previously described, consists of the greater sensitivity exhibited by 
these algorithms, which is related to their capacity to analyses data compactness and 
separation instead of defining boundaries between or around data objects. The works 
describing cluster-based classification for damage detection refer its high sensitivity to 
structural changes, and associate it with the ability of these methods to analyses com-
pactness and separation within feature sets. 

While most of SHM works rely on responses derived from ambient vibrations or  
static responses, recent works have also been using the structural responses generated 
by traffic on bridges to take advantage of the repeatability of these actions, their known 
behaviour, and their large magnitude, which imposes a greater excitation of the bridge 
in a short-time, when compared with ambient or static loads [16,17]. However, robust 
and effective implementations of SHM in bridges based on traffic-induced dynamic 
responses are still scarce. In most damage detection methodologies that have been pro-
posed, the EOVs in the structural response are often disregarded, the type of damages 
is limited, or the loading scenarios are very specific, which limits their usability in real 
and complex bridges. 

In this context, the present research work aims at implementing and validating a real-
time unsupervised data-driven SHM strategy for early damage detection in railway 
bridges using traffic induced dynamic responses. 

2 SHM procedure for early damage detection 

The process of implementing a damage detection strategy involves the observation of 
a structure over a period of time using periodically spaced measurements, the extraction 
of features from these measurements, and the analysis of these features to determine 
the current state of health of the system [18]. 

A schematic representation of the proposed SHM strategy for early damage detec-
tion followed in this chapter is depicted in Fig. 2. The first step to develop a SHM 
strategy is to perform an operational evaluation and define a data acquisition system for 
the selected structure to set limitations on what will be monitored and how the moni-
toring will be accomplished. In this research work, a long-span bowstring-arch railway 
bridge was selected as case study. Section 3 details the bridge, the monitoring system 
installed and the undamaged and damaged scenarios considered. 

In order to accomplish a fully autonomous and real-time SHM system the following 
four main steps regarding damage detection are implemented in section 4: i) Feature 
extraction, ii) Feature modelling, iii) Data fusion, and iv) Feature classification. 

The feature extraction is accomplish implementing a hybrid combination of CWT 
and PCA to the vibration-based measurements acquired by the monitoring system in-
stalled in the railway bridge. During this step, data compression is achieved by trans-
forming the thousands of points from each dynamic response of the structure into a few 
hundreds of features. Subsequently, feature modelling is performed to reduce the influ-
ence of operational and environmental conditions. A latent variable method (PCA) is 
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implemented to remove EOVs influence without measuring the actions, that is, based 
on structural measurements alone. To enhance sensitivity a pattern-level data fusion is 
performed afterwards by implementing a Mahalanobis distance to merge the features 
without losing damage related information. Finally, feature classification is performed 
as a data-driven approach and implementing unsupervised machine learning algo-
rithms, namely, cluster analyses.  

 
Fig. 2. Schematic representation of the SHM strategy for early damage detection. 

As data-driven approaches are usually less computationally complex, they are better 
suited for early damage detection. Moreover, in civil engineering structures the most 
important question to answer is if there is or not a damage. The questions about location 
and severity are usually less important in this type of structures since the simple exist-
ence of damage will trigger other management procedures. For those reasons, 
data-driven approaches are followed in the present research with the aim of detecting 
damage (level 1). However, finite element models can be used to simulate damage sce-
narios that are not possible to obtain in any other way. These data can be then used to 
test the validity and robustness of the methodologies proposed for damage detection. 
This approach was followed and a progressive numerical model validation of the rail-
way bridge over the Sado River was performed, in order to, afterwards, simulate dam-
age scenarios and demonstrate the efficiency of the developed strategy. 

3 Data acquisition from a bowstring-arch railway bridge  

3.1 The railway bridge over the Sado River  

A bowstring-arch railway bridge over the Sado River was selected as the case study 
used throughout this research work. It is located on the southern line of the Portuguese 
railway network that establishes the connection between Lisbon and Algarve (Fig. 3). 
The bridge is prepared for conventional and tilting passenger trains with speeds up to 
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250 km/h, as well as for freight trains with a maximum axle load of 25 t. Even though 
the bridge accommodates two rail tracks, only the upstream track is currently in opera-
tion. The bridge has a total length of 480 m, divided into 3 continuous spans of 160 m 
each. The bridge deck is suspended by three arches connected to each span of the deck 
by 18 hangers distributed over a single plane on the axis of the structure. The super-
structure is composed of a steel-concrete composite deck, while the substructure, which 
includes the piers, the abutments and the pile foundations, is built with reinforced con-
crete. The deck is fixed on pier P1, whereas on piers P2, P3 and P4 only the transverse 
movements of the deck are restrained, while the longitudinal movements are con-
strained by seismic dampers. 

 
Fig. 3. Overview of the bridge over the Sado River. 

3.2 SHM monitoring system 

The structural health condition of the railway bridge over the Sado River has been con-
trolled with a comprehensive autonomous online monitoring system, as detailed in Fig. 
4a, since the beginning of its life cycle. This monitoring system was defined based on 
an operational evaluation and allowed the acquisition of data necessary to implement 
the strategy for early damage detection (Fig. 2). To identify each train that crosses the 
bridge and compute its speed, two pairs of optical sensors were installed at both ends 
of the bridge (Fig. 4b). The structural temperature action is measured using PT100 ther-
mometers and NTC thermistors. Three sections of the arch were instrumented with 
twelve NTC thermistors. Additionally, four NTC thermistors were fixed to the steel 
box girder and three PT100 thermometers were embedded in the concrete slab (Fig. 
4d). To control the behaviour of the bearing devices, the responses from longitudinal 
displacement transducers were obtained from eight sensors, each adjacent to a bearing 
device (Fig. 4b). The set of sensors also includes one vertical piezoelectric accelerom-
eter fixed at the mid span of the concrete slab, two triaxial force balance accelerometers 
at the thirds of the mid-span steel box girder, and twelve vertical force balance accel-
erometers fixed along each span of the steel box girder (Fig. 4c). Four longitudinal 
MEMS DC accelerometers were also installed at the top of each pier (Fig. 4b). Data 
acquisition is carried out continuously, at a sampling rate of 2000 Hz, by a locally de-
ployed industrial computer to save the time history during the passage of the trains. 
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Fig. 4. SHM system installed in the railway bridge over the Sado River: a) overview, b) longitu-
dinal accelerometer, displacement transducer and optical sensor, c) vertical and triaxial accel-
erometers and d) NTC thermistors and PT100 sensors. 

3.3 Baseline and damage scenarios simulation 

A realistic simulation of healthy and damage scenarios was conducted to test and vali-
date the strategies proposed herein, since it was not possible to simulate damage sce-
narios experimentally. After a successfully validation of the methodology, it can be 
directly applied to experimental data from different types of bridges, where a baseline 
scenario is defined, and further experimental data can be tested to detect the occurrence 
of eventual structural changes.  

For this purpose, a 3D finite element (FE) numerical model of the bridge was devel-
oped in ANSYS software [19] and fully validated with experimental data (Fig. 5). 
Among the modelled structural elements, those defined as beam finite elements consist 
of piers, sleepers, ballast-containing beams, rails, arches, hangers, transverse stiffeners, 
diaphragms and diagonals. Shell elements were used to model the concrete slab and the 
steel box girder, while the pads, the ballast layer and the foundations were modelled 
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using linear spring-dashpot assemblies. The mass of the non-structural elements and 
the ballast layer was distributed along the concrete slab. Concentrated mass elements 
were used to reproduce the mass of the arches’ diaphragms and the mass of the sleepers, 
which were simply positioned at their extremities. The connection between the concrete 
slab and the upper flanges of the steel box girder, as well as the connection between the 
deck and the track, were performed using rigid links. Special attention was paid to the 
bearings supports, as they can strongly influence the performance of the bridge. Hence, 
in order to simulate the sliding behavior of the bearings, non-linear contact elements 
were applied. Moreover, constraint elements located between the bearings were used 
to restrict the transversal movement in each pier, and the longitudinal and transversal 
movements in the case of the first pier. 

 
Fig. 5. Numerical modelling and validation: a) 3D FE numerical model of the bridge over the 
Sado River, b) agreement between numerical and experimental modal frequencies, c) static val-
idation of the displacements measured on pier P4, c) dynamic validation of longitudinal acceler-
ations at pier P2 with the AP at 216km/h, and d) dynamic validation of vertical accelerations at 
the concrete slab (Ac1) with the AP at 216km/h. 

To ensure that the numerical model accurately simulates the structural behavior of the 
bridge, the responses obtained from modal, static and dynamic analyses were compared 
with those measured by the SHM system [20]. The numerical natural frequencies were 
compared with those obtained experimentally during an ambient vibration test [21]. 
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Fig. 5b shows a very high coefficient of determination (R2=0.9993) between the nu-
merical and the experimental results. To validate the static behaviour of the numerical 
model, the response of the structure to the action of temperature was studied. The struc-
tural static behaviour of the bridge was simulated in the FE model by running a time-
history analysis using experimental data as input. The simulation procedure consisted 
of using the temperatures acquired every hour on site over the course of one year. Fig. 
5c presents a very good agreement between the numerical and experimental displace-
ments of pier P4 for the temperature measured on site between November 2015 and 
November 2016. Regarding the dynamic behavior, numerical simulations were con-
ducted considering the Portuguese Alfa Pendular (AP) train as a set of moving loads 
crossing the bridge over the Sado River at a speed of 216 km/h. Fig. 5d,e shows a very 
good agreement between the experimental and numerical responses, in terms of the 
longitudinal accelerations measured on pier P2, and the vertical accelerations acquired 
on the concrete slab at the second mid-span (Ac1), respectively. Before the comparison, 
the time-series were filtered based on a low-pass digital filter with a cut-off frequency 
equal to 15 Hz. A detailed description of the numerical model and its validation com 
be found in Meixedo et al. [20]. 

The dynamic numerical simulations implemented in the present research work aimed 
at replicating the structural quantities measured in the exact locations of the 23 accel-
erometers installed on site (Fig. 4) during the passage of a train in the bridge. To cor-
rectly reproduce these structural responses, the temperature action measured precisely 
during the passage of each train was introduced as input in the numerical model. The 
measurements of the optical sensors’ setup were used to obtain the train speed and axle 
configuration, as well as the type of train  [22]. The dynamic analyses mentioned here-
after were carried out for two of the passenger trains that typically cross the bridge over 
the Sado River, namely, the AP train and the Intercity (IC) train. Their frequent speeds 
on the bridge are 220 km/h for the AP train and 190 km/h for the IC train. The nonlinear 
problem was solved based on the Full Newton-Raphson method and the dynamic anal-
yses were performed by the Newmark direct integration method, using a methodology 
of moving loads [9]. The integration time step (∆t) used in the analyses was 0.005 s. 

Fig. 6a summarizes the 100 simulations of the baseline (undamaged) condition that 
aim at reproducing the responses of the bridge taking into account the variability of 
temperature, speed, loading schemes (LS) and type of train. These baseline scenarios 
compose the training dictionary and do not include any damage on any location. During 
each simulation, real temperatures measured by the SHM system were introduced in 
the elements of the bridge. The average values for each season were 21ºC for spring, 
30ºC for summer, 16ºC for autumn and 10ºC for winter, but the dispersion across the 
structure was considered by measuring and using temperature values in all elements of 
the bridge. The simulations included the AP and IC trains crossing the bridge with ten 
different loading schemes, according to the experimental observations previously made 
by Pimentel et al. [23]. Three train speeds were considered for each type of train, as 
observed in Fig. 6, thus resulting in 100 time-history simulations for the baseline con-
dition, each taking approximately 10 hours on a 4.2 GHz Quad-Core desktop with 
32.0 GB of RAM. 
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Fig. 6. Baseline and damage scenarios: a) combination of 100 simulations for the baseline con-
dition, b) types of damages and their location on the bridge over the Sado River. 

On the other hand, the damage scenarios were chosen based on possible vulnerabilities 
identified for the type of structural system, taken into account its materials, behavior, 
loadings and connections. As shown in Fig. 6b, damage scenarios were simulated ac-
cording to different groups: i) damage in the bearing devices (type D1), ii) damage in 
the concrete slab (type D2), iii) damage in the diaphragms (type D3), and iv) damage 
in the arches (type D4). Each scenario was simulated considering only one damage 
location. Nevertheless, if, by any chance, two or more damage scenarios in different 
locations are observed at the same time, the effects from multiple damage locations are 
expected to superimpose, and the influence on the features extracted from the data will 
be greater. Therefore, the multiple damage scenario will be more observable than the 
scenarios tested here. Regarding the group of type D1, four severities of damage were 
included, namely, increases of the friction coefficient from a reference value of 1.5% 
to 1.8%, 2.4%, 3.0%, as well as to a full restrain of the movements between the pier 
and the deck. The remaining damage scenarios consisted of 5%, 10% and 20% stiffness 
reductions in the chosen sections of the bridge (Fig. 6b) on the concrete slab (D2), the 
diaphragms (D3), and arches (D4). These structural changes were simulated by reduc-
ing the modulus of elasticity of concrete (type D2) and of steel (types D3 and D4). A 
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total of 114 damage scenarios were simulated for AP train crossings at 220 km/h and 
adding as input the temperatures measured on site during a summer day. Additional 
damage scenarios could have been simulated for different combinations of EOVs. How-
ever, as observed in section 4.2, the proposed methodology is effective in removing 
these effects and keeping only those generated by structural changes. 

The time-series illustrated in Fig. 7 are examples of simulated responses for baseline 
and damage conditions, acquired from the accelerometer Ac1. 
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Fig. 7. Numerical simulations of sensor Ac1: a1) baseline time-series using different LS of the 
IC train at 190 km/h, a2) baseline time-series using different speeds of the AP train with LS5, 
b1) damage time-series considering friction increase D1 (P2), and b2) damage time-series con-
sidering stiffness reduction D2 (m2). 

To obtain the most reliable reproduction of the real SHM data, the noise measured on 
site by each accelerometer was added to the corresponding numerical output. These 
noise distributions were acquired while no trains were travelling over the bridge and 
under different ambient conditions. Each simulation was corrupted with different noise 
signals acquired at different days, thus ensuring the most representative validation for 
the techniques developed herein. 

The variations associated with different train types, loading schemes and train speeds 
are shown in Fig. 7 a1, a2. A clear distinction between the bridge responses for the IC 
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(Fig. 7 a1) train and the AP train (Fig. 7 a2) passages can be observed, thus displaying 
the necessity of considering different train types for implementing damage detection 
strategies. Contrariwise, Fig. 7 a1 allows observing that different LS generate smaller 
changes in the dynamic responses. The train speed also has an important influence in 
the structural response induced by trains crossing the bridge, as shown in Fig. 7 a2. 

The influence of damage scenarios in the signal obtained for the train crossings ap-
pears to be much smaller than that observed for EOVs, even when regarding sensors 
adjacent to the damages and for the biggest magnitudes considered (20% stiffness re-
ductions). This conclusion can be easily observed in Fig. 7 b1, b2, where the bridge 
responses considering friction increments in the bearing devices of pier P2 and stiffness 
reductions in the concrete slab are, respectively, presented. 

4 Strategy for early damage detection using train induced 
responses 

4.1 Features extraction based on CWT and PCA 

The first step of the strategy is to extract damage-sensitive features based on the hybrid 
combination of Continuous Wavelet Transform (CWT) and Principal Component Anal-
ysis (PCA). After extracting the wavelets coefficients by applying a CWT to the accel-
eration measurements, a PCA is performed to significantly compress information. 

Wavelet functions are composed of a family of basic functions that can describe a 
signal in localized time (or space) and frequency (or scale) domain. The main advantage 
achieved by using wavelets is the ability to perform local analysis of a signal, i.e., 
zooming on any interval of time or space. Signal-based damage detection techniques 
that involve wavelet analysis take advantage of this to be capable of revealing some 
hidden aspects of measured signals [24]. 

The CWT is a well-stablished method of implementing multiscale signal analysis. 
This technique will only be introduced here and the reader is referred to [25], amongst 
others, for a more detailed mathematical explanation. The CWT decomposes the ana-
lyzed signal into a set of coefficients in two dimensions, shift and scale, where scale is 
approximately inversely proportional to frequency. A basis function is translated (shift) 
and stretched (scale), and compared against the signal. High coefficients represent a 
good match between signal and wavelet at a particular instant in time and related fre-
quency [26]. Hereupon, the CWT provides variable resolution and delivers a map of 
the energy content of the signal in time and frequency.   

Let ݂ -denotes time. The wave ݐ be the acceleration response of the system, where (ݐ)
let coefficients are described as the inner product of the function ݂ and the wavelet ߰௔,௕ 
corresponding to parameters ܽ (scale) and ܾ (shift) [26]: 

టܹ݂(ܽ, ܾ) =  〈݂, ߰ܽ,ܾ〉 = ଵ
√௔ ∫ ାஶ(ݐ)݂

ିஶ ߰∗ ቀ௧ି௕
௔

ቁ ܽ for ݐ݀ > 0 (1) 

In the previous equation, ߰(ݐ) is the mother wavelet, in which the superscript aster-
isk indicates complex conjugation. The wavelet functions ߰௔,௕(ݐ) are constructed by a 
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translated and dilated version of the mother wavelet, using the two parameters ܽ and ܾ 
(Eq. (2)). The parameter ܾ localizes the basis function at ݐ = ܾ and its neighborhood 
by windowing over a certain temporal stretch depending on the parameter, ܽ. 

(ݐ)ܾ,ܽ߰ = ଵ
√௔

߰ ቀ௧ି௕
௔

ቁ for ܽ, ܾܽ, ܾ ∈ ܴା (2) 

The frequency content can be controlled by varying the parameter ܽ, as shown by 
the Fourier transform of the wavelet function (Eq. (3)). Therefore, the wavelet trans-
form coefficient for any particular ܽ and ܾ  characterizes the contribution to the function 
ݐ in the neighborhood of (ݐ)݂ = ܾ and in the frequency band corresponding to the di-
lation factor of ܽ. 

෠߰௔,௕(߱) = √ܽ ෠߰(ܽ߱)݁௜ఠ௕ (3) 

Usually, the wavelet coefficients are shown in terms of scale ܽ. However, it is com-
mon in engineering practice to work in the frequency domain. Since there is not a direct 
relationship between scale and frequency, the results illustrated herein are given in 
terms of pseudo-frequency. A pseudo-frequency ݂ that corresponds to the scale ܽ can 
be defined by Eq. (4) where Δt is the sampling period of the analyzed signal and ௖݂ is 
the center frequency given by the maximizer of ห ෠߰ห [26,27]. 

݂ =
݂ܿ

ݐ߂ܽ
 

(4) 

Considering a vector of 2112 acceleration measurement points, the present analysis 
used the Morlet mother wavelet [28] to extract matrices of 2112-by-82 features (wave-
lets coefficients) for each of the 23 sensors and for each of the 214 structural conditions. 
To illustrate the feature extraction procedure, Fig. 8 shows these matrices, plotted as 
images with scaled colours, for two different sensors: 1) AL-P2 - longitudinal accel-
erometer located in pier P2, 2) Ac1 - vertical accelerometer in the mid-span section of 
the concrete slab); and for four structural conditions: a) undamaged scenario 
AP|220km/h|AUT - the AP train crossing the bridge at 220 km/h during an autumn day, 
b) undamaged scenario IC|190km/h|SPR - the IC train crossing the bridge at 190 km/h 
in a spring day, c) damaged scenario D1 (P2: restrained) - the full restraint of the bear-
ing devices in pier P2, and d) damaged scenario D2 (e2: 20%) - the 20% stiffness re-
duction in a section of the concrete slab aligned with pier P2. 

In Fig. 8 is possible to clearly observe different energy concentrations depending on 
the sensor. Sensor AL-P2 seems to be more sensitive to the different structural condi-
tions analysed, since the CWT coefficients from this sensor (Fig. 8 a1, b1, c1, d1) pro-
vide a much clearer image of the evolution of the energy content from the undamaged 
scenarios to the damaged scenarios. On the contrary, the energy concentration on the 
images from sensor Ac1 seems to be very similar between the undamaged scenario 
AP|220km/h|AUT (Fig. 8 a2) and both damage scenarios D1 and D2 (Fig. 8 c2, d2). 
The main variation in frequency values is observed for the undamaged scenario 
IC|190km/h|SPR (Fig. 8 b2), which indicates that the influence of varying environmen-
tal and operational conditions (such as different temperature, train and speed) may be 
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greater than the damage occurrence. These results also show that different sensors can 
store different information about the bridge structural condition, thus, combining this 
information may enhance the features sensitiveness. 
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Fig. 8. Wavelet coefficients extracted from the acceleration responses according to the structural 
condition of the bridge and the sensor location. 
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PCA is a multivariate statistical method that produces a set of linearly uncorrelated 
vectors called principal components, from a multivariate set of vector data [29]. This 
operation intends to extract damage-sensitive features from the CWT coefficients while 
performing important data compression. Considering an n-by-m matrix ܺ with the 
wavelets coefficients obtained after the CWT implementation, being in this case study 
n=2112 and m = 82, a transformation to another set of m sensors, ܻ, designated princi-
pal components or scores, can be achieved by the following equation: 

ܻ = ܺ ∙ ܶ (5) 

where ܶ is an m-by-m orthonormal linear transformation matrix that applies a rotation 
to the original coordinate system. The covariance matrix of the measurements, ܥ, is 
related to the covariance matrix of the scores, ߉, as follows: 

ܥ = ܶ ∙ ߉ ∙ ்ܶ (6) 

in which ܶ and ߉ are matrixes obtained by the singular value decomposition of the 
covariance matrix ܥ. The columns of ܶ are the eigenvectors and the diagonal matrix ߉ 
comprises the eigenvalues of the matrix ܥ in descending order. Hence, the eigenvalues 
stored in ߉ are the variances of the components of ܻ  and express the relative importance 
of each principal component in the entire data set variation [30].  

To allow data compression, four statistical parameters, namely the root mean square 
(RMS), the standard deviation, the Skewness and the Kurtosis, are afterwards extracted 
from the scores, ܻ. Thereby, the information presented in a matrix of 2112-by-82 is 
transformed into a matrix of 4-by-82. A total of 328 features are thus extracted from 
each of the 23 accelerometers. This operation is implemented for each of the 214 struc-
tural conditions.  

Four of the 328 features (12, 47, 116, and 323) obtained for two of the 23 sensors, 
AL-P2 and Ac1, are represented in Fig. 9. These features are divided according to the 
structural condition in two main groups: baseline (first 100 simulations) and damage 
(subsequent 114 simulations). The main changes in the amplitudes of the features are 
induced by the type and speed of the trains. In addition, for each speed value, the 
changes observed in the amplitude of the statistical parameters are generated by 
changes in the structural temperature values (chosen for autumn, spring, summer or 
winter). The different LS (the seven symbols in a row in the case of the AP and three 
symbols in a row in the case of the IC) considered for each train type and speed, and 
each temperature, are the operational factors with the smallest influence on the feature 
variability regarding the baseline simulations. The analysis of the features shown in 
Fig. 9 allow drawing some conclusions about the difficulty in distinguishing undam-
aged and damage scenarios, since the variations caused by environmental and opera-
tional effects result in similar or greater changes in the parameters. 
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Fig. 9. Amplitude of four of the 328 statistical features extracted based on CWT and PCA, for 
all 214 structural conditions and from two of the 23 sensors: a) longitudinal accelerometer located 
on pier P2 (AL-P2), b) vertical accelerometer located in the mid-span section of the concrete slab 
(Ac1). 
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4.2 Features modelling based on PCA 

The analysis of the features presented in Fig. 9 revealed the necessity to adequately 
model these statistical parameters to remove the changes generated by EOVs and high-
light those generated by damage. Assuming that environmental conditions have a linear 
effect on the identified features, the implementation of a latent variable method as PCA 
to the extracted features may efficiently remove environmental and operational effects, 
without need to measure these actions [11,30]. 

Considering now an n-by-m matrix ܺ with the features extracted from the dynamic 
responses, where n is the number of simulations for the baseline condition (i.e., 100 in 
this case study) and m is the number of features from all the sensors (i.e. 328), a trans-
formation to another set of m parameters, ܻ, can be achieved by applying Eq. (5).   

As demonstrated by Santos et al. [10], the PCA is able to cluster meaningful infor-
mation related to EOVs in the first components, while variations related to other small-
magnitude effects, such as early-damage, may be retained in latter components. Since 
the purpose of the present research work is to detect damage, which has generally a 
local character, the feature modelling operation consists of eliminating the most im-
portant principal components (PCs) from the features and retaining the rest for subse-
quent statistical analysis. Bearing this in mind, the matrix ߉ from Eq. (6) can be divided 
into a matrix with the first ݁ eigenvalues and a matrix with the remaining m-e eigenval-
ues. Defining the number of ݁ components remains an open question with regard to the 
representation of the multivariate data; although several approaches have been pro-
posed, there is still no definitive answer. In this work, the value of ݁ (or the number of 
PCs to discard) is determined based on a rule of thumb in which the cumulative per-
centage of the variance reaches 80% [31]. After choosing ݁, the m-e components of the 
matrix ܻ can be calculated using Eq. (5) and a transformation matrix ෠ܶ  built with the 
remaining m-e columns of ܶ. Those m-e components can be remapped to the original 
space using the following:  

௉஼஺ܨ = ܺ ∙ ෠ܶ ∙ ෠ܶ ் (7) 

where ܨ௉஼஺ is the n-by-m matrix of CWT-double PCA-based features, expected to be 
less sensitive to environmental and operational actions and to be more sensitive to the 
damage scenarios. This procedure is repeated for each sensor. 

Since the cumulative percentage of the variance of the sum of the first nine principal 
components was higher than 80% for different structural conditions, these nine PCs 
were discarded during the modelling process (i.e., ݁ = 9). Fig. 10 shows the series of 
four features (12, 47, 116 and 323) across the 214 scenarios obtained for AL-P1 and 
Ac1 accelerometers, after the application of the double PCA. The direct comparison of 
these action-free damage-sensitive features with those shown before the feature mod-
elling (Fig. 9) allows observing that, in fact, the feature modelling enabled removing 
the variations generated by the temperature, as well as by the type and speed of the 
train, but not those generated by damage. Moreover, the features sensitivity to the dam-
age scenarios was increased. 
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Fig. 10. Amplitude of four of the 328 features modelled based on PCA, for all 214 structural 
conditions and from two of the 23 sensors: a) longitudinal accelerometer located on pier P2 (AL-
P2), b) vertical accelerometer located in the mid-span section of the concrete slab (Ac1). 

4.3 Features fusion 

To improve the features’ discrimination sensitivity, data fusion was performed. A Ma-
halanobis distance was implemented to the modelled features in order to describe their 
variability and allowing their effective fusion.  
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The Mahalanobis distance measures the distance between the baseline features and 
the damage-sensitive features to express the similarities between them, with shorter 
distances representing greater similarities. The Mahalanobis distance is generic enough 
to be used to detect any damage scenario, while providing a weighting that is entirely 
unsupervised, and therefore independent of human intervention, the type of structure, 
and the actions imposed on it. It consists of a weighted damage indicator in which the 
weights are determined by the covariance structure. In addition, and more importantly, 
the weighting proportional to the covariance structure provides an additional layer of 
feature modelling which, when defined for regular actions, allows outlining with high 
sensitivity those that were not used for the definition of the covariance structure. The 
analytical expression of the Mahalanobis distance for each simulation ݅ , denoted as 
 :௜, is the followingܦܯ

MD୧ = ට(x୧ − xത) ∙ S୶
ିଵ ∙ (x୧ − xത)୘ (8) 

where ݔ௜ is a vector of ݉ features representing the potential damage/outlier, ̅ݔ is the 
matrix of the means of the features estimated in the baseline simulations, and ܵ௫ is the 
covariance matrix of the baseline simulations.  

The Mahalanobis distance is computed for each simulation and each sensor resulting 
in a matrix with ݊ Mahalanobis distances for ݇ sensors, where ݊ is the total number of 
structural conditions. When data from a structural state that differs from the baseline is 
tested, the ܦܯ value is expected to increase substantially. 

Hence, the Mahalanobis distance allowed transforming, for each sensor and train 
crossing, the 328 features into one single feature (a distance in the feature space), which 
exhibits higher values for different structural conditions and null (or near-null) values 
for identical structural scenarios. The outcome of this procedure is a vector of 214-by-
1, of distances, one for each of the 23 sensors. 

Fig. 11 shows the results achieved for two of the 23 sensors (AL-P2 and Ac1). The 
two plots in Fig. 11 clearly show the difference in sensitivity for different sensors in 
each structural condition. The longitudinal accelerometer on pier P2 (Fig. 11a) is more 
sensitive to damages on the bearing devices of piers P3 and P4. Conversely, the accel-
erometer located at the second mid-span of the concrete slab (Fig. 11b) exhibits an 
important global sensitivity to damage, since there is a distinction between the baseline 
simulations and the damage scenarios, but it is not efficient in distinguish the different 
types of simulated damages.  

4.4 Clustering-based classification 

Time-series analysis and distance measures can help perform data analysis and suggest 
the existence of different structural behaviours within a data set, as shown in the previ-
ous sections. However, the development of real-time SHM strategies should resort to 
machine learning algorithms that can autonomously decide whether one or more dis-
tinct structural behaviours are being observed from patterns in the features. Hence, fea-
ture discrimination is addressed herein using unsupervised classification algorithms. 
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Fig. 11. Features fusion based on the Mahalanobis distance for all 214 structural conditions, con-
sidering the responses from accelerometers: a) AL-P2, b) Ac1. 

Cluster analysis was the data mining technique chosen to address feature classification. 
The aim of the clustering process is to divide a dataset into groups, which must be as 
compact and separate as possible. This can be mathematically posed as an attempt to 
minimize the dissimilarity between features assigned to the same cluster (within-cluster 
distance), which, consequently, maximizes the dissimilarity between the features as-
signed to different clusters (between-cluster distance) [15]. Considering a given parti-
tion containing ܭ clusters, ௞ܲ = ,ଵܥ}  … ,  ௞}, the overall within-cluster dissimilarityܥ
ܹ( ௞ܲ) and the overall dissimilarity ܱܦ can be defined as: 

W(P୩) =
1
2

෍ ෍ ෍ d୧୨
ୡ(୨)ୀ୩ୡ(୧)ୀ୩

୏

୩ୀଵ

 (9) 

OD =
1
2

෍ ෍ d୧୨

୒

୨ୀଵ

୒

୧ୀଵ

 (10) 

in which the between-cluster dissimilarity is given by the subtraction ܤ( ௞ܲ) = ܦܱ −
ܹ( ௞ܲ). Here, ܰ is the total number of features and ܿ(݅) is a many-to-one allocation 
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rule that assigns feature ݅ to cluster ݇, based on a dissimilarity measure ݀௜௝ defined 
between each pair of features ݅ and ݆. The best-known clustering algorithm is iterative 
and called k-means [32]. The k-means requires that the number of ܭ < ܰ clusters be 
initially defined along with a randomly defined set of ܭ clusters’ prototypes. This task 
is called initialization. Afterwards, each iteration starts by allocating the features to the 
clusters according to an allocation rule, ܿ(݅), that assigns each feature to the least dis-
similar (closest) cluster prototype. The second step of each k-means’ iteration is called 
representation and consists of defining the centroids of the ܭ clusters as their prototypes 
and assuming that each feature belongs to the cluster whose prototype is closest. These 
two steps, allocation and representation, are subsequently repeated until an objective 
function, which depends on the compactness and separation of the cluster, reaches its 
global minimum value. The k-means considers the squared within-cluster dissimilarity 
measured across the ܭ clusters as an objective function [32]. Clusters’ dissimilarities 
are generally defined as distance metrics. Among these, the Euclidean (square root of 
the sum-of-squares) is used here. 

As previously mentioned, the k-means clustering method requires that the number 
of clusters be defined in advance and provided as input (in the initialization phase). For 
damage detection, there is no way of knowing this number in advance, which requires 
that multiple partitions, comprising different numbers of clusters, be tested and their 
outcomes analyzed using cluster validity indices [32]. Numerous validity indices have 
been proposed and tested, not only in specific literature but also in SHM applications. 
Herein, the global silhouette index (SIL) is used, since it revealed a superior perfor-
mance in previous studies [33], in which its formulation is carefully described. 

The application of the k-means along with the SIL index is exemplified here using 
the features extracted from the sample time-series. For the present work, it is important 
to note that, among the ܭ tested, the partition that generates the highest SIL value is the 
one that is expected to best describe the analyzed feature set, and should, therefore, be 
considered for SHM purposes. Using the CWT-double PCA-based features after fusion 
from all sensors installed on site, the SIL indices extracted from five cluster partitions, 
shown with ‘o’ marks in Fig. 12a, exhibit a maximum for ݇ = 2 clusters. The corre-
sponding features’ allocations were automatically generated by the k-means method 
and are shown in Fig. 12b for three of the 23 sensors: i) AL-P2, ii) Ac1, and iii) AsV4. 
These plots demonstrate that the clustering method can divide the features without any 
human interaction or input. In Fig. 12b can be observed the dissimilarity between the 
two centroids of three different combinations of sensors, while the plots in the diagonal 
of this figure show that the two clusters found for each couple of sensors are compact 
over time and separated when the simulated damages start. This result undeniably 
shows that the k-means method is capable of analyzing the feature set and, in a fully 
automated manner, separating it according to the structural conditions observed on site. 
Also, it is demonstrated that the clusters have de advantage of allowing a multidimen-
sional representation of the features, which, in this case study, led to a classification 
without false detections. 

After the definition of the baseline, which can be promptly achieved after one day 
of trains crossings, each new train crossing can be used to test the bridge structural 
condition based on the proposed strategy 
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Fig. 12. Allocation of damage-sensitive features into clusters: a) silhouette index (SIL), b) clus-
ters defined for all structural conditions and their centroids for three of the 23 sensors. 

5 Conclusions 

This research presents a data-driven AI-based SHM strategy for conducting real-time 
unsupervised early damage detection in railway bridge vibration response from traffic 
induced excitation, applying time series analysis and machine learning techniques. The 
strategy consists of fusing sets of acceleration measurements to improve sensitivity and 
combines: i) CWT and PCA for feature extraction, ii) PCA for feature modelling, iii) 
Mahalanobis distance for feature fusion, and iv) clustering algorithms for feature clas-
sification. A comprehensive dataset of baseline and damaged scenarios was simulated 
using a highly reliable digital twin of the Sado Bridge tuned with experimentally ob-
tained actions as input, namely temperature, train loadings and speeds. Damage sever-
ities of 5%, 10% and 20% stiffness reductions in the concrete slab, diaphragm, and 
arches were simulated, as well as friction increases in the movements of the bearing. 
The damage-sensitive features were extracted from the bridge accelerations induced by 
train crossings by combining CWT with PCA. The wavelets coefficients were first ex-
tracted from the time-series. Afterwards, PCA was implemented to the wavelets coef-
ficients and statistical parameters were extracted from the PCs to allow data compres-
sion. The study of the wavelet-PCA-based features extracted from different structural 
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conditions allowed drawing conclusions about the supremacy of the EOVs when com-
pared with damage, proving the importance of feature modelling. Moreover, the infor-
mation obtained from each feature was different depending on the sensor location and 
the statistical parameter. PCA was once again implemented to modelling the features. 
This latent variable method proved its importance and effectiveness in removing ob-
servable changes induced by variations in train speed or temperature without the need 
to measure them and without losing sensitivity to damage. To describe the variability 
present in the modelled features, a Mahalanobis distance was implemented to the 328 
features extracted from each sensor signal. This implementation allowed corroborated 
that different sensors have greater or lesser sensitivity, depending on the location of the 
damage. Moreover, this step proved to be crucial to achieve the highest possible level 
of information fusion and to obtain a clear distinction between undamaged and dam-
aged conditions. In order to automatically detect the presence of damage, a clustering-
based classification was performed. The robustness and effectiveness of the proposed 
strategy was demonstrated by automatically detecting the damage scenarios as different 
from those belonging to undamaged structural conditions. Using features modelled 
based only on structural responses, no false detections occurred. An additional im-
portant conclusion obtained from this work is that, even with an SHM system not ca-
pable of measuring EOVs, it is possible to successfully detect different types of damage 
using the bridge’s responses to train crossings. This achievement renders the strategy 
the ability to be less dependent on spatial actions very difficult to characterize, thus 
contributing for the normalization of SHM procedures. This strategy also has the ad-
vantages of minimizing the number of sensors that need to be installed and, conse-
quently, the cost of the SHM system, as well as allowing for a more automatic and 
straightforward implementation.  
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