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Small molecule solvation changes due to the presence of salt are governed
by the cost of solvent cavity formation and dispersion
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We are interested in the free energies of transferring nonpolar solutes into aqueous NaCl solutions
with salt concentrations upwards of 2 M, the Hofmeister regime. We use the semi-explicit assembly
(SEA) computational model to represent these electrolyte solutions. We find good agreement with
experiments (Setschenow coefficients) on 43 nonpolar and polar solutes and with TIP3P explicit-
solvent simulations. Besides being much faster than explicit solvent calculations, SEA is more accu-
rate than the PB models we tested, successfully capturing even subtle salt effects in both the polar
and nonpolar components of solvation. We find that the salt effects are mainly due to changes in
the cost of forming nonpolar cavities in aqueous NaCl solutions, and not mainly due to solute-ion
electrostatic interactions. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4900890]

I. INTRODUCTION

Beginning with Hofmeister more than 120 years ago, it
has been known that adding salts at high concentrations can
precipitate proteins differentially and alter the free energies
of dissolving nonpolar solutes in water. Salt ions affect the
structures, functions, and dynamics of biomolecules.1–5 The
types and concentrations of ions in water can affect the in-
teractions between nonpolar solutes, promoting or hindering
their aggregation states.6–11

When modeling molecular systems, ions are often in-
cluded explicitly12–17 in order to best incorporate their de-
tailed effects. This involves adding individual particles of
specific size, charge, and van der Waals interactions in an
environment of explicit water molecules, and there have
been many types of explicit ion models developed for this
purpose.18–24 In some cases, implicit-solvent modeling has
been useful because of the computational efficiency of con-
tinuum modeling. Ions are typically treated with general salt-
effect terms in implicit solvents, such as the Boltzmann term
in the Poisson-Boltzmann (PB) solvent model for calculation
of solvation free energies.25 Such modeling supposes that:
(1) an ion interacts with other ions through the average den-
sity and (2) ion size is infinitesimal.25, 26 Such assumptions
can be problematic where molecular structural effects are
important.

In this work, we model the effects of salt ions on solva-
tion using the recently developed field-variation approach to
the semi-explicit assembly (SEA) model of water.27–29 It in-
volves mapping of polar and nonpolar hydration free energies
(�Ghyd) for a series of simple spherical particles onto more
complex molecular geometries. Instead of using pure water

a)Author to whom correspondence should be addressed. Electronic mail:
christopher.fennell@okstate.edu

simulations in building our mapping contours, we instead use
electrolyte solutions of increasing concentration. As opposed
to the �Ghyd that we would get from a pure water solvent con-
tour, this will give us solvation free energies (�Gsolv) specific
to the given electrolytic environment, and the �Gsolv trends
for the specific environments (see Figure 1) should be pre-
served, this while maintaining the same performance charac-
teristics as the only change is the shape of the spherical parti-
cle free energy contours from the new solvent environment.
Because the ion concentration is systematically increasing,
we should also be able to project to intermediate concentra-
tions and obtain intermediate ion-effect trends. We evaluate
here this approach in comparisons between explicit solvent
free energy calculations and experimentally derived solvation
trends and we investigate the primary sources of ion specific
effects in solvation.

II. THEORY AND METHODS

A. Molecular dynamics protocol in pure water
or NaCl solutions

We performed alchemical free energy calculations to
compute solvation free energies in explicit solvent of both
model Lennard-Jones (LJ) spheres and 43 neutral form po-
lar and nonpolar small molecules with experimental hydra-
tion and Setschenow coefficients for NaCl solutions, this with
a simulation protocol similar to our previous pure TIP3P
water studies.30 The model LJ sphere calculations were for
construction of environment contours for the nonpolar and
field-variant polar terms of SEA, while the small molecule
calculations were for explicit solvent calculation comparison
values. Solvation free energies were calculated with thermo-
dynamic integration (TI).31, 32 A brief summary of the pro-
tocols follows, with emphasis on differences with previous
studies.33
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FIG. 1. Illustration of the solvation series of 2-nitrophenol as a function of
increasing NaCl concentration. As the number of ions increases, the air-to-
solution equilibrium shifts away from solution solvation.

Neutral solutes were solvated in either a dodecahe-
dral TIP3P34 water box or NaCl solution box, with at least
1.5 nm from the solute to the nearest box edge. Separate sim-
ulations were performed at different alchemical intermediate
λ values with a window spacing and equilibration protocol as
described in previous work.33 NPT ensemble production sim-
ulations of either 5 ns or 10 ns in length were performed at
each λ value to calculate free energies with TI for the neu-
tral molecule and model spheres, respectively. As in previous
studies, simulations were run with periodic boundary condi-
tions with smooth particle mesh Ewald for electrostatics and
switched LJ interactions with long-range energy and pressure
corrections. The real-space electrostatic cutoffs are 14 Å for
model sphere simulations and 10 Å for neutral molecule sim-
ulations. We tested using a 14 Å cutoff for some of the neutral
molecules, but the results were identical with the shorter cut-
off. Other simulation parameters were the same as those in
previous studies,33 and all explicit solvent simulations were
performed with GROMACS 4.5.5.35–37

The polar part solvation free energy (�Gpol) for model

spheres with LJ σ values of 1.4, 2.2, 3.0, and 3.8 Å, LJ
ε values of 0.03125, 0.0625, 0.125, and 0.25 kcal/mol, and
charges of −1.0, −0.5, −0.4, −0.2, −0.1, +0.5, and +1.0
were calculated for both 1.05 M and 2.18 M NaCl solutions,
containing 14 and 28 NaCl pairs, respectively. We found the
specific salt effects on the cation �Gpol values to be mini-
mal, so the use of only two positive charges in this series
was sufficient to capture the contour changes. The TIP3P
matched Joung and Cheatham Na+ and Cl− LJ parameters
were used to represent NaCl.20 The nonpolar model sphere
contour, which contains both the cost of solvent cavity for-
mation and dispersion related effects, was constructed using
LJ σ values of 0.6, 1.4, 2.2, 3.0, 3.8, 4.6, and 5.4 Å and
LJ ε values of 0.015625, 0.0625, 0.125, 0.25, 0.5, 1.0, and
4.0 kcal/mol in these same 1.05 M and 2.18 M NaCl
solutions.

The 43 small molecule solutes, tabulated in the sup-
plementary material,38 were modeled using the GAFF force
field parameters39 and AM1-BCC40 partial charges. Their
calculated solvation energies in TIP3P water, 1.05 M, and
2.18 M NaCl solutions were obtained from the above alchem-
ical free energy simulation protocol, and we refer to these re-
sults as “TIP3P values.” Experimental �Ghyd in water were
obtained directly from other studies,30 while experimental

��Gsolv (and �Gsolv) in NaCl were calculated from corre-
sponding Setschenow coefficients reported in other studies;
see the supplementary material for calculation details.38, 41 Fi-
nally, �Gsolv values for a subset of these 43 solutes were per-
formed in 0.51 M NaCl solutions (7 NaCl pairs) for concen-
tration interpolation comparisons.

B. SEA �Gsolv calculation in NaCl solutions

We have recently developed a field variant of the SEA
model for water in our lab and we have observed it to re-
produce the solvation energy in water for a wide range of
solutes: atomic ions, nonpolar solutes, neutral polar solutes,
and molecular ions, with accuracy comparable to explicit sol-
vent models.28 Here we use this model to calculate solvation
energy, �Gsolv, in 1.05 M or 2.18 M NaCl solutions by us-
ing free energy contour constructions in such electrolyte so-
lutions. The protocol is briefly described as follows, with em-
phasis on differences from pure water calculations.28

The SEA �Gsolv results are a combination of separate
nonpolar (�Gnp) and polar (�Gpol) solvation free energy cal-
culations in NaCl solution. When calculating �Gnp in NaCl
solutions, we follow all protocols as in the standard SEA27, 42

�Gnp calculations except that the �Gnp-σ -ε table was re-
constructed with data from above model sphere simulations
in NaCl solutions. The rw-σ -ε table is the same as that in pure
water,42 this because we observed no significant change in the
location of the 1st peak of the water oxygen g(r) around neu-
tral model spheres in the salt solutions. We did not observe
significant penetration of Na+ and Cl− into these spheres’ 1st
solvation shell (Figure S2 in the supplementary material).38

To calculate the �Gpol term, we first construct a solvent
accessible surface for a given solute molecule, then we sum
up the associated �Gpol values for each exposed surface patch
to yield the solute’s total �Gpol.

28 In more detail:

1. Calculate the average sphere-solvent distance (rsol) in
the 1st solvation shell for the model sphere (with vari-
ous σ , ε, q values) simulations and build an rsol-σ -ε-q
table. We found that both positively charged and neu-
tral sphere rsol values were identical to their rw val-
ues in pure TIP3P water as the above discussion in-
dicates. However, Na+ ions sometimes penetrated into
negatively charged sphere 1st solvation shells. In such
cases, we calculate rO and rNa from water oxygen and
Na+’s RDF separately and take their weighted average
as rsol (rsol = nO · rO + nNa · rNa)/ntotal), where noxygen is
the number of water oxygens in the 1st solvation shell,
rO is the 1st peak in the RDF, and nNa and rNa are corre-
sponding numbers for Na+.

2. Calculate model sphere �Gpol values in NaCl solutions,
and build �Gpol contours as a function of the curvature
and electric field at the sphere solvent accessible sur-
faces: �Gpol-C-E (C = 1/rsol, E = q/rsol

2).
3. To calculate �Gpol for any given solute, first calculate

the average distances between solute atoms and sol-
vent (rsol) using their LJ parameters and partial charges
(q) from interpolation with the above rsol-σ -ε-q surface,
and build a Lee-Richards solvent accessible surface with
these rsol values. This initial surface was followed by



22D518-3 Li, Fennell, and Dill J. Chem. Phys. 141, 22D518 (2014)

an adaptive surface refinement procedure that accounts
for strongly charged atoms attracting neighboring atom
water molecules, squeezing these more distant solute-
solvent boundaries.28 In this procedure, we first calcu-
late a new effective charge at each surface patch with its
local electric field and curvature. We then rebuild this
patch with new rsol values interpolated from the above
rsol-σ -ε-q surface using the new effective charge.

4. Calculate the associated energy for each exposed surface
patch by inputting its curvature and electric field in the
above �Gpol-C-E contour. The sum of all these patch
�Gpol values yields the solute’s total �Gpol,

�Gpol =
M∑

i=1

ai�Gpol(Ei, Ci), (1)

where ai is the surface patch’s area, calculated as a unit-
less ratio of the patch’s area over the corresponding
solute atom’s total area (exposed + buried), M is the
number of exposed surface patches, Ci is the curvature,
approximated as 1/ris, where ris is the distance from sur-
face patch i to its corresponding atom s. Finally, Ei is the
electric field at surface patch i, with contributions from
all solute atoms: Ei = 1

4πε0

∑N
s=1

q
s

r2
si

r̂si , where N is the

number of solute atoms, rsi is the distance between atom
s and surface patch i, and r̂si is the unit vector between
them. Refer to our recent publications28, 29 for more
details.

C. Poisson-Boltzmann �Gpol calculations in pure
water or NaCl solutions

We used the adaptive Poisson-Boltzmann solver (APBS)
v 1.4,43 pbsa44–46 in AMBER tools 1.4,47 and Delphi v6.548, 49

to calculate PB �Gpol values in this work. To be consis-
tent with the SEA and TIP3P calculations, atom LJ param-
eters were assigned using GAFF39 with AM1-BCC40 partial
charges. The van der Waals surface was used as the dielectric
boundary, continuum dielectric constants of 2 and 78 were
used for solute and solvent, respectively, the water probe ra-
dius was set to 1.4 Å, and a PB grid resolution of 0.25 Å
was chosen. In NaCl solution calculations, both the nonlin-
ear Poisson-Boltzmann equation (NPBE) and linear Poisson-
Boltzmann equation (LPBE) with various ion exclusion radii
were tested (see the supplementary material for the results),38

though we should expect the NPBE to perform better in the
higher electrolyte concentrations of interest in this study.

III. RESULTS AND DISCUSSION

Figure 2 compares the nonpolar part of the solvation free
energy (both in water and in a 2.18 M NaCl solution) calcu-
lated with our SEA model relative to explicit TIP3P water.
SEA reproduces these 43 solutes’ TIP3P �Gnp both in wa-
ter and in NaCl solution, with coefficients of determination
(R2) of 0.87 (water) and 0.88 (NaCl). The root mean squared
errors (RMSE) are also well below kT at 0.39 kcal/mol and
0.36 kcal/mol for water and NaCl solutions, respectively.
In comparison, the linear surface area approach, γ A + b,

FIG. 2. �Gnp for neutral solutes in both water and 2.18 M NaCl compared
to TIP3P simulations. The ∼1.5 kcal/mol hydrophobic shift in solvation seen
in the concentrated NaCl solution is reproduced by the SEA nonpolar term.

employed by most prevailing implicit solvent models (e.g.,
PBSA or GBSA), yields an R2 of 0.15 and RMSE of 1.2 kcal/
mol relative to pure TIP3P results for these solutes.42 Most
current implicit approaches do not adjust �Gnp in response to
the salt concentration of the solution. This is due to the lack
of experimental data for fitting γ and b, though this would in
principle be possible with salt concentration dependent data
for the linear alkanes. Optimizing γ and b would potentially
fix systematic offsets and linear trend issues for the alkanes;
however, we suspect the accuracy for comparisons on a large
set of solutes would be no better than that in water.

Besides �Gnp, we also show independent analysis of
�Gpol, which is the major component of �Gsolv for most po-
lar and charged solutes. We compare SEA �Gpol results in
both water and in a 2.18 M NaCl solution with correspond-
ing TIP3P and PB (both nonlinear NPBE and linear LPBE)
results. SEA reproduces the TIP3P results in both water
(r2 = 0.92, RMSE = 0.81 kcal/mol) and the NaCl solution
(r2 = 0.92, RMSE = 0.82 kcal/mol) (see Figure S3 in the
supplementary material).38 The agreement we see with TIP3P
is not unexpected given our previous findings.28 The field ver-
sion of SEA works by better representing how explicit solvent
surface occupancy deviates from a simple union of spheres
surface, and this effect appears to translate well to heteroge-
neous solvent environments. Since we observe a change in
�Gpol from water to a concentrated salt solution, the ��Gpol
from water to salt solution is a useful metric for the mag-
nitude of the ion-effects in solvation. SEA reproduces this
TIP3P ��Gpol with an R2 of 0.88 and RMSE of 0.05 kcal/mol
(Figure 3). The thing to notice about these results is that,
while in good agreement, the magnitude of ��Gpol is quite
small, indicating that changes in ��Gnp tend to dominate
how the solvation of these small molecule solutes changes
as a function of ion concentration. To put these results in
context with other implicit approaches, we also find that PB
reproduces TIP3P �Gpol well both in water (R2 = 0.91,
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FIG. 3. Field variant of SEA and APBS nonlinear PB ��Gpol for neutral so-
lutes in 2.18 M NaCl compared to TIP3P simulations. While small in overall
magnitude, SEA correctly reproduces the explicit solvent ion-effect trends.

RMSE = 1.0 kcal/mol) and in the concentrated NaCl solu-
tion (NPBE, R2 = 0.91, RMSE = 1.1 kcal/mol) (see Fig-
ure S3 in the supplementary material).38 However, the sen-
sitive ��Gpol test shows that the NPBE results are usu-
ally less than one-third the magnitude of TIP3P ��Gpol.
The pbsa and Delphi NPBE ��Gpol results are no bet-
ter, though their �Gpol in water are close to TIP3P re-
sults (see Figure S4–S7 in the supplementary material),38

and LPBE ��Gpol results are expectedly even smaller (see
Figure S8 in the supplementary material).38 Much of this
difference in the small and sensitive ��Gpol values likely
comes from the Boltzmann term lacking consideration of
ion sizes, and ion-water and ion-ion correlations.25, 26 While
the Boltzmann term is designed to model ion-screening
effects at low and moderate salt concentrations,50 it is
not necessarily expected to capture ion-effects at high salt
concentrations.

While SEA reproduces explicit solvent behavior for both
nonpolar and polar solvation in electrolyte solutions well, is
similar agreement seen with experiments? To investigate, we
compared �Gsolv for both SEA and TIP3P with experimental
results (Figure S9 in the supplementary material),38 and mea-
sure RMSE values of 1.55 and 1.00 kcal/mol, respectively, in
the concentrated salt solution and 1.53 and 0.87 kcal/mol in
water. More interestingly, the mean errors for SEA and TIP3P
relative to experiment are 0.55 and 0.74 kcal/mol, respec-
tively, in 2.18 M NaCl and 0.45 and 0.44 kcal/mol in water.
These results indicate that the force field depiction of these
small molecules is systematically hydrophobic in this explicit
solvent, and comparison of these errors with the previous
RMSEs indicate that solvation predictions with SEA tend to
be more noisy than explicit solvent calculations. This relative
noise can be seen in Figure 4, which shows a comparison of
the resulting SEA and TIP3P ��Gsolv values. The ��Gsolv
values for explicit solvent calculations correlate well with ex-
perimental numbers calculated from Setschenow coefficients
(slope = 1.05, R2 = 0.85), but with a positive shift of roughly

FIG. 4. SEA and TIP3P ��Gsolv for neutral solutes in 2.18 M NaCl com-
pared to experimental numbers calculated from Setschenow coefficients.
Both approaches capture the experimental trend, though they slightly off-
set. This indicates an over enhancement of ion-effects from the simulation
parameters.

0.3 kcal/mol. This positive error comes mainly from the non-
polar part of the solvation free energy as TIP3P ��Gsolv re-
sults for the alkanes also suffer from similar positive error
(Figure S10 in the supplementary material).38 This systematic
error, seen across all 43 solutes regardless of the specific func-
tional groups, may indicate limitations in the current force
field LJ parameters for solute atoms or ions used in the calcu-
lations. We note that this systematic error is predicted to drop
to ∼0.08 kcal/mol in a 0.5 M NaCl solution from a derived
linear scaling relationship of ��Gsolv as a function of ion
concentration (see discussion below). The SEA ��Gsolv is
close to both explicit solvent and experimental results, with
RMSEs of 0.25 and 0.15 kcal/mol, respectively. Figure 4
shows 0.3 and 0.1 kcal/mol systematic offsets in explicit and
SEA results relative to experimental values. These results in-
dicate that the ion-effects on solvation are systematically en-
hanced over that seen in experiments by these respective off-
set magnitudes. The reason for this systematic shift again ap-
pears to trace back to the specifics of the ion LJ parameters in
the surrounding solutions.

Separating the change in total solvation due to salt into
nonpolar and polar terms reveals some clues behind the driv-
ing forces in the solvation behavior of solute molecules. In all
of the 43 solutes considered, the ��Gnp is positive with an
absolute magnitude greater than the corresponding ��Gpol.
This positive nonpolar difference is consistent with both a
cavity model7, 51, 52 and a structure model.6, 8, 53 In a cavity
model, NaCl increases the surface tension, making it more
energetically costly to open a cavity in the solution to accom-
modate a nonpolar solute.7, 51, 54 In a water structure model, it
is difficult for nonpolar molecules to enter the highly elec-
trostricted first solvation shells of small ions, leading to a
salting-out effect.8 In general, more solvated salt ions in the
surrounding environment results in fewer regions of water not
being pinned by ions. Each salt ion that is close enough to
the cavity first shell will cause electrostatic restrictions on the
first-shell water molecules. The more salt there is, the more
electrostatic restriction there is of first-shell waters, reducing
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FIG. 5. Calculated ��Gsolv for neutral solutes in 1.05 M and 2.18 M NaCl
from SEA compared to experimental values calculated from Setschenow
coefficients.

the configurational partition function for waters that form the
first shell. Because this is not primarily due to salt ions in-
teracting with any solute charge, it appears in the nonpolar
term. It is hard to separate the cavity and water structure con-
cepts for changes in the nonpolar solvation term because sur-
face tension changes are largely correlated with ion-induced
water structure changes.55 Countering this, we observe neg-
ative polar solvation differences for all but the purely non-
polar solutes investigated. These negative ��Gpol may result
from stronger electrostatic interactions of polar solutes with
the charges present in an electrolyte solution than that seen in
a pure water environment.

Overall, we observe that for solvation in NaCl solutions,
the unfavorable nonpolar effect is stronger than the favorable
polar effect over this set of solutes. This is consistent with
a recent MD study showing that NaCl salted out 15 small
neutral solutes,51 but this runs contrary to the standard ex-
pectation that polar-term effects are the dominant contribu-
tors to solvation, aside from purely nonpolar solutes which
have extremely small �Gpol values.30 Two factors contribute
to the overall trend in ��Gsolv. (1) ��Gpol are small num-
bers, much smaller than �Gpol, because the salt’s concen-
tration (2.18 M) is much lower than water’s (∼55 M). The
smaller number of potential neutral solute-ion versus solute-
water interactions, coupled with ions being generally further
away from the solute than water (Figure S11 in the supple-
mentary material),38, 55 result in the overall small ��Gpol. (2)
As �Gnp in water results from a delicate balance repulsive
cavity and attractive dispersion nonpolar terms,30 shifts in this
balance can lead to quite large ��Gnp, even similar in mag-
nitude to the original �Gnp. We observe the resulting ��Gnp
values correlate well with the van der Waals surface area (Fig-
ure S12 in the supplementary material),38 i.e., the ion-effect
is larger for larger solutes, supporting the cavity formation
model penalty explanation for solvation trends with increas-
ing ion concentration. These trends may extend to other salts
with ions of moderate charge density and when the H-bonding
hydrogen donor/acceptor equilibrium in the solution is close
to that in pure water.9, 10

Finally, we show in Figure 5 how the ��Gsolv calculated
by SEA scales with NaCl concentration. We see that as the
ion concentration increases, the spread of the calculated dis-
tribution relative to experimental Setschenow coefficients in-
creases. This indicates that each solute in the set is affected by
ions uniquely, an increasing solvation penalty with increasing
solute size and increasing solvation benefit with increasing
solute polarity. We observe a slight over emphasis of the ion-
effect on solvation and this is likely tied to the specifics of
the ion force field parameters. Intermediate ion-concentration
systems can easily be treated via interpolation between the
contour grids that make up the concentration series.

IV. CONCLUSIONS

We have adapted a new field variant of the SEA model of
solvation to predict solvation free energies of small molecule
solutes into salt solutions. This process does not required
changes to the method, only new contour tables used in
surface construction and free energy interpolation. We find
that SEA reproduces both the ion-specific effects observed
in explicit solvent simulations and experimental Setschenow
coefficients. This agreement is considerably better than is
obtained from the nonlinear PB methods we tested. The prin-
cipal salt effects that we see on small molecule solvation free
energies are attributable to changes in the nonpolar solvation
term. Because of these findings and the general computational
efficiency of the solvation method, we believe this work may
be useful for more complex solvation environment modeling
in biology and chemistry.56
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