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ABSTRACT OF THE THESIS

Nanofabrication and Testing of 1T-TaS2 Charge-Density-Wave Quantum Devices

by

Jonas Olivier Brown

Master of Science, Graduate Program in Electrical Engineering
University of California, Riverside, June 2023
Professor Alexander Balandin, Chairperson

The charge density wave (CDW) phase is a macroscopic quantum phenomenon

where the periodic motion of atoms results in a new periodicity of the electron density.

Here I present an investigation into the phase transitions and depinning of CDWs in single-

crystal 1T-TaS2 / hBN heterostructure devices. It is known that 1T-TaS2 reveals multiple

CDW phases below and above room temperature. In the nearly commensurate phase do-

main depinning occurs before the phase transition to the incommensurate phase. This study

explores the differences in the depinning process of CDWs between quasi-2D materials and

conventional bulk CDW materials with quasi-1D motifs in their crystal structure. Domain

depinning in quasi-2D 1T-TaS2 differs from that of conventional charge-density-wave mate-

rials, as it does not exhibit a noticeable abrupt increase in electric current. Rather, domain

depinning occurs as current instabilities, revealed by the differential resistance before joule

heating. The findings of this study contribute to the understanding of the behavior of

CDWs in quasi-2D materials and aid in the optimization of device design.
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Chapter 1

Introduction to

Charge-Density-Waves

1.1 Instability in the Idealized 1D Atomic Chain

The original theory of charge density waves (CDWs) came from Peierls’ under-

standing of instability in an ideal 1D periodic chain of equally spaced atoms. In many

materials with quasi-1D crystal structures, typically metals where we have strong bonds in

one dimension, it becomes energetically favorable to undergo lattice deformation below a

critical temperature. This transition is the Peierls transition. Here the periodic motion of

atoms results in a new periodicity of the electron wave function and correspondingly the

electron density. As a result of this new periodicity, we have a band gap opening. This

is the fundamental concept of a CDW and is shown in Figure 1.1 where a represents the

lattice spacing. When there is a lattice distortion, where every other ion moves closer to one
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neighbor and further than the other, (in the 1D case provided in Figure 1.1) the period of

the ion cores will eventually double transitioning from a to 2a opening the energy bandgap

(the required energy for an electron to break free from its bound state). This opening

causes a phase transition in the material transitioning it from a conducting to an insulating

state. It should be noted that the electron wavefunction is present in these materials over

a significant distance meaning that a CDW is a macroscopic quantum phenomenon with a

large coherence length [4]. The field of Charge Density Waves which was first popularized

in the 1970s and 1980s is experiencing a rebirth driven by the emergence of new material

systems and the realization that these materials transition through a CDW phase above

room temperature [5–7].

1.2 Fermi Surface Nesting

In the 1930s Peierls prophesied that CDWs would form due to the instability of

an ideal 1D chain of atoms causing a reconstruction of the lattice. Later in 1959, Dr.

Walter Kohn coined the term Fermi Surface Nesting (FSN) for a simultaneous softening of

coherent lattice vibrations otherwise known as phonon softening. Simply put, FSN occurs

when there are many filled and unfilled states on the Fermi surface that are separated in

k-space equally by vector qCDW (the CDW wavevector). A phonon of the same magnitude

will then scatter the electrons from the filled to the unfilled states elastically since all the

points on the Fermi surface have the same energy ϵF .

However, in quasi-2D TMDs, it has been argued that only a small fraction, if

any, of the observed charge ordering phase transitions are truly from Peierls instability
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Figure 1.1: Peierls Transition: Above threshold transition temperature ion cores are in
their original lattice spacing a where there is no energy band gap (metallic phase). Below
this threshold temperature, the ion cores move closer to one nearest neighbor and further
from the other nearest neighbor. This new periodicity in the lattice causes a splitting in
the energy band gap as CDWs become present causing a periodic fluctuation in electron
density [2].
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because these instabilities are easily destroyed by small deviations from perfect nesting

conditions. There is growing evidence to support the momentum dependence of electron-

phonon coupling (EPC) to determine the characteristic CDW phase. In 2D TMDs such as

NbSe2 and TaSe2 it has been shown that the CDW phase transitions are actually structural

phase transitions from the commensurate and incommensurate lattice transitions. Here

it is reported the energy gain comes from the lowering of already filled states away from

the Fermi energy and not from removing states from the Fermi energy as proposed in the

FSN scenario [2]. Although it is possible for the CDW state to be tied to FSN if the

dimensionality is truly reduced there are no true 1D systems in nature. If ions can move in

2D the lowest energy state is a zigzag chain where the electronic gap anticipated by Peierls

is missing [8].

1.3 Electron Phonon Coupling

One of the key factors that govern the behavior of CDWmaterials is the interaction

between the electrons and the lattice vibrations, which is described by the electron-phonon

coupling equation. This equation provides a quantitative description of the interaction

between the electrons and the lattice vibrations, which is mediated by the exchange of

phonons. The interaction can lead to the formation of CDWs, as well as other phenomena

such as superconductivity and metal-insulator transitions. Understanding the electron-

phonon coupling in CDW materials is therefore crucial for developing a comprehensive

understanding of their properties and behavior.

The Hamiltonian describing electron and phonon states in a system can be written
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in second quantization form as

H = Hel +Hph =
∑
k

ϵka
†
kak +

∑
k

h̄ωqb
†
qbq

where a, a†, b, b† are the creation and annihilation operators for respective phonon and elec-

tron states represented by indices k and q. If we consider the electron-phonon interactions

we have the Frohlich Hamiltonian:

H = Hel +Hph +Hel−ph

H =
∑
k

ϵka
†
kak +

∑
k

h̄ωqb
†
qbq +

∑
k,q

gk,k+qa
†
k+qak(b

†
−q + bq)

where gk,k+q represents the electron-phonon coupling coefficient. The equation of motion

then becomes

Q̈q = −ω2
qQq − g(

2ωq

Mh̄)
1/2ρq

where Q̈q represents the acceleration of the phonon wavevector, ρq =
∑
k

a†k+qak is the

Fourier component of electron density and g is the electron-phonon coupling coefficient

that is independent of q. From this, we can find the phonon frequency

Ω2
q = ω2

q +
2ωqg2

h̄ χq

Here Ω(k) is the re-normalized phonon frequency after the perturbation and χ(q) is the

Lindhard response function:

χq =

∫
fk − fk+q

ϵk − ϵk+q
dk

where fk is the Fermi distribution function and ϵk and ϵk,q are the electronic energy states.

The phase transition is defined by the temperature where Ωq −→ 0. This is shown in Figure

5



Figure 1.2: The acoustic phonon dispersion of 1D, 2D and 3D metals. Here the reduced
phonon frequency seen at 2kF is due to the temperature dependence of χ(q, T ) which is
weaker for higher dimensions [2].

1.2 where the temperature dependence of χ(q, T ) is weaker for higher dimensions and the

reduction of phonon frequencies is less significant. Here we understand that even in 3D

metals there is a reduction in the phonon frequency due to the presence of CDWs.

Phonon softening occurs when the re-normalized phonon frequency dips sharply

at certain values of q. If the frequency drops to zero the result is a static phonon with finite

wave-vector qCWD. Here the displacement of the ions due to this phonon is fixed in time

6



resulting in a periodic distortion of ions and charge density with wave-vector qCWD. This

understanding clarifies why CDW transitions are noticed in quasi-1D and 2D materials [2].

1.4 Transitional Metal Dichalcogenides

Transitional Metal Dichalcogenides (TMDs) have attracted great interest as func-

tional materials for a variety of uses in the field of superconductivity, solar cells, oscillator

circuits, neural networks, and transistors [9–12]. TMDs (MX2, where M refers to the

transitional metal and X2 refers to the two chalcogen atoms) come in a variety of different

structural polytypes. Often the ground state polytype depends on the transitional metal.

For example, TMDs with a transitional metal in group 4 of the periodic table exist naturally

in the 1-T polytype. TMDs with a transitional metal in group 6 exist naturally in the 2H

polytype. Groups 4-7 exist in layered quasi-1D and 2D structures in which the layers are

separated by Van der Waals bonds. These layered structures make it easy to mechanically

cleave thin layers down to the atomic limit. Later there will be a discussion about the

interesting physics understood from these atomically thin structures. Groups 8-10 exist

in nonlayered 3D structures and will not be discussed any further. When referring to the

polytype of a TMD the number represents the number of layers in the unit cell and the

letter represents the structure. For example, 1T has one trigonal layer in the unit cell, 2H

has two hexagonal layers in the unit cell, and 3R has three rhombohedral layers in the unit

cell. The 1T and 2H polymorphs of Tantalum Disulfide are shown in Figure 1.3.

Transitional Metal Dichalcogenides (TMDs) have gained interest due to their abil-

ity to transform from metallic to insulating. 1T-TaS2 is unique in that it is understood to

7
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b

(a)

a

c

b

(b)

Figure 1.3: TaS2 Polymorphs. Blue spheres represent the Tantalum atoms and yellow
spheres represent the Sulfur atoms. (a) the 1T phase has 1 trigonal layer in the unit cell.
(b) The 2H phase has two hexagonal layers in the unit cell.
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be a correlation-driven insulator with a dependency on the ordering of the individual layers

as well as the symmetry contained in an individual layer. This material undergoes three

structural transitions associated with CDWs. The Incommensurate-CDW (IC-CDW) is a

metallic charge density wave state and does not contain coherent structural symmetry with

the charge density wave. A semi-metallic state is realized upon the ordering of the “Star of

David” (SD) domains and is called the Nearly Commensurate-CDW state (NC-CDW). The

third state is a Commensurate-CDW (C-CDW) phase 1T-TaS2 with perfect translational

symmetry transitioning the material to an insulating state. Figure 1.4 depicts these three

states from a top view of the lattice formation.
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(a) (b) (c)

Figure 1.4: Three dominant CDW phases in 1T-TaS2. (a) In the commensurate phase,
the SD clusters hold perfect translational symmetry with the underlying lattice and are
uniformly distributed. This symmetry causes the material to exhibit a Mott insulating
state. (b) The NC-CDW phase has some regions where the CDW is commensurate with
the underlying lattice and some regions where it is not. This state is interesting because
it exhibits domain depinning where the C-CDW domains will change size, position, and
shape with respect to one another, which will be discussed in detail later. (c) Finally, in the
IC-CDW phase, the CDW holds no symmetry and is incommensurate with the underlying
lattice. This state has the highest conductivity of the three listed states.
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Chapter 2

Motivating Research

2.1 Early Developments in the Depinning of Quasi One Di-

mensional Charge Density Wave Materials

In one of the first manifestations of CDWs it was shown that below a certain

threshold field, the current is weak and governed by single-particle electron conduction.

Above a certain threshold the CDW starts to slide, the current increases dramatically and

there is an emergence of an AC component which is characteristic of the periodicity of CDW.

One can apply a DC bias leading to an AC response which was originally understood as

Narrow Band Noise but is just the AC response of the material. It should be noted the

CDW does not slide immediately because it is pinned by defects and impurities in the

crystal lattice [5].

The question of the temperature dependence of this pinning threshold is important

because, in the conventional theory, one understands the wave can only propagate when it

11



is incommensurate with the underlying crystal lattice. Typically, at low temperatures, the

wave is Commensurate with the underlying structure, and it becomes prohibitively energet-

ically expensive to move it. In many cases, as the temperature is lowered the threshold field

required to depin the CDW from the underlying lattice increases [7]. In Tetrathiafulvalene-

tetracyanoqinodimethane (TTF-TCNQ) the phase transition to the C-CDW phase is around

50 K. At lower temperatures in the C-CDW phase, a larger electric field is required to de-

pin the charge density wave. However, there are some acceptations to this. For example,

In blue bronze, the threshold field decreases with the decrease in temperature even in the

commensurate phase below 100 K [6].

2.2 Domain Depinning in Quasi Two Dimensional Materials

It is also important to understand the depinning of CDWs in quasi-2D crystals.

This phenomenon of domain depinning shows a loss of the one-to-one relationship between

the C-CDW domains in the NC-CDW phase as they move relative to one another, and

change shape and size. In a recent discovery by Mohammadzadeh et al. 1/f noise was

used to understand the onset of domain depinning in 1T-Ta2 [13]. One can adapt the

model of a sliding CDW in the quasi-1D scenario to the quasi-2D case. Here the velocity is

v = fλ where f is the average frequency of wave propagation and λ is the CDW wavelength

equal to one edge of the C-CDW super-cell λ =
√
13a0. Here a0 = 3.365A is the in-

plane lattice constant in the normal phase. Thus we can find the area of the super-cell as

A = λ2
√
3
2 = 1.32nm2. From this, we can understand the current density as JCDW = env

where e is the charge of an electron, and n is the number of electrons per unit cell of

12



the C-CDW 2D super-cell. In this case, there is one electron per unit cell so we can take

n2D = 1
λ2

2√
3
= 7.8 × 1013cm−2 and n3D = n2D

c0
= 1.3 × 1021cm−3 where c0 is the out of

plane lattice constant. This gives the current density associated with the commensurate

islands as

JCDW = ef
c0λ

= 1.5A/cm2

assuming the frequency f = 60kHz corresponds to a voltage of V = 0.45V . This shows

the calculated current density associated with the commensurate islands is a good estimate

assuming the bulge in the noise spectrum results from the movement of the C-CDW islands

or the discommensurations (domain walls) separating the islands. We can use this current

density to understand the magnitude of current associated with the onset depinning of

CDWs [13].

2.3 Thickness Dependent Resistance Studies of Tantalum

Disulfide

Other studies have shown that below temperatures of 183 K, there is a noticeable

transition in the resistance versus temperature of 1T-TaS2 showing the transition from NC-

CDW to C-CDW. This transition is understood to be dependent on the thickness of the

material used. Figure 2.1 shows the dependence on thickness with the transition to the C-

CDW state. The NC-CDW to C-CDW transition is suppressed for devices with thicknesses

less than 10 nm. Dotted lines are used to show the heating cycle whereas solid lines are

used to show the cooling cycle. Hysteresis is formed from the difference in phase transition

13



Figure 2.1: The resistance vs temperature is shown for 1T-TaS2 devices of varying thickness.
Dotted lines represent the heating cycle and solid lines represent the cooling cycle. Phase
transitions are shown by the hysteresis. For thin devices (≤ 10 nm) there is no transition
to the C-CDW state. However, for thick devices (≥ 10 nm) there is a noticeable transition
to the C-CDW state. Thinner devices have higher resistance.
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temperatures for the heating and cooling cycles.

This result is consistent with the resistance versus temperature analysis for 1T-

TaS2 with varying thicknesses [14–16]. In bulk single crystals, there is a suppression of the

resistance versus temperature hysteresis window in the NC-CDW to IC-CDW transition but

an increase in the hysteresis window in the C-CDW to NC-CDW transition and visa-versa

for thinner flake materials. It is important to note here the influence of Joule Heating as we

decrease the thickness of the 1T-TaS2. As the thickness of the 1T-TaS2 decreases the window

opens and the change in resistance suppresses. In other words, the onset temperature for

the C-CDW to NC-CDW transition in the heating cycle begins earlier. In the cooling

cycle, the sample moves from a higher temperature where Joule heating is enhanced. The

transition in resistance occurs at a higher temperature for this reason. This demonstrates

that 1T-TaS2 must be thicker than 10 nm to realize all transitions from the C-CDW to the

NC-CDW to the IC-CDW. 1T-TaS2 with thickness less than 10 nm will be able to show

the NC-CDW to the IC-CDW transition until about 2.5 nm in which there is no noticeable

transition and the flake resides in an insulating phase independent of temperature [14–16].
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Chapter 3

Nano Device Fabrication

3.1 Introduction

Here, I briefly outline CDW device fabrication procedures. First bulk 1T-TaS2

crystals are grown by the chemical vapor transport (CVT) method [17–22]. The compo-

sition and structure are confirmed by X-Ray Diffraction (XRD), Energy Dispersive Spec-

troscopy (EDS), and Raman Spectroscopy. Thin films of the material are then mechanically

exfoliated from the 1T-TaS2 crystals onto Si/SiO2 substrates. Then layers of 1T-TaS2 are

capped with electrically insulating thin films of hBN with a few nm thicknesses to pro-

tect from degradation. The source-drain contacts are patterned with the Electron Beam

Lithography (EBL) followed by an Atomic Layer Etching (ALE) step to remove the hBN

layer underneath the contacts. Finally, the evaporation of Ti/Au is used to fabricate device

structures. The fabricated devices consist of 1T-TaS2 channels with thicknesses in the range

of 6 nm – 40 nm.

16



3.2 Cleaning the Silicon Dioxide / Silicon Substrate

To prevent crystal detachment during subsequent fabrication steps, a cleaning

procedure is introduced for the SiO2/Si substrate with a 300 nm oxide layer. The first step

involves cutting the silicon wafers into small pieces. This is done with a diamond scribe pen

because although SiO2 is a relatively hard material diamond has a higher hardness and is

able to score the SiO2 cleanly. The scored regions break easily with applied pressure. These

1cm × 1cm squares are then subjected to a sequence of treatments where they are first

sprayed with acetone (to remove the debris from scoring), then they are placed in a bath of

acetone and sonicated for 10 minutes. Sonication helps remove the debris from the scoring

that still remains even after rinsing with acetone. The sonicator uses high-frequency sound

waves to dislodge small particles on the surface (the frequency used is 40 kHZ). After the

substrate is rinsed with isopropyl alcohol (IPA), and dried with nitrogen gas. After drying,

the SiO2/Si pieces undergo oxygen plasma treatment for 10s at a power of 50 W using

an Atomic Layer Etcher (ALE). Inductively Coupled Plasma (ICP) with forward power of

2000 W is used to generate a high-density plasma. The plasma is created by applying a

high-frequency electromagnetic field to a gas, typically a mixture of a reactive gas (O2 50

sccm) and an inert gas (N2), inside a vacuum chamber. The reactive gas reacts with the

material to be etched, while the inert gas is used to control the ion energy and prevent

sputtering. The ions in the plasma are accelerated by the electric field and collide with the

material surface, removing atoms or molecules and allowing for precise atomic layer removal.

The ALE employs a strong radio frequency (RF) electromagnetic field to the wafer platter

producing a plasma. As a result, the positive ions migrate towards the wafer platter and
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interact with the samples, facilitating substrate cleaning and enhancing the probability of

successful crystal attachment to the surface in subsequent steps.

3.3 Mechanical Exfoliation of Transitional Metal Dichalco-

genides

1T-TaS2 belongs to the Transition Metal Dichalcogenides (TMDs) family, which

are characterized by their layered structures where layers are held together by weak van

der Waals forces. As a result, mechanical exfoliation is a suitable method to obtain thin

layers of 1T-TaS2 from bulk to nanometer scales. In this study, the bulk 1T-TaS2 flakes

were purchased from HQ Graphene and were made thin using a mechanical exfoliation

technique [23]. To exfoliate the bulk material, it is first placed on Nitto tape. The tape is

then folded back onto itself to increase the coverage of the exfoliated material on the tape.

Subsequently, another strip of tape is placed on top of the first strip, and the new strip is

slowly removed at a large angle to promote the exfoliation of thin flakes. This sequence of

steps is repeated until the desired flake thickness and coverage are achieved. When finished

the Nitto tape is placed on the Si / SiO2 substrate and slowly removed, again at a large

angle from the surface. In particular, for 1T-TaS2 it can be useful to exfoliate onto Si / SiO2

at 60 C (333 K) because this is slightly below the phase transition of the material to the

IC-CDW phase (a more metallic phase with more charge carriers) requiring less activation

energy to separate individual layers. The purple-colored flakes were found to be much

thinner compared to the brighter and gold-colored ones, with thicknesses ranging under 12

nm [24]. Optically the difference can be seen in Figure 3.2 (b). These thin purple flakes
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are particularly desirable in this study as they offer better control and manipulation over

the nearly commensurate to incommensurate charge density wave phase (NC - CDW) [25].

The thickness of the purple 1T-TaS2 crystals can be estimated to be under 12 nm based on

the color contrast of the optical microscopy images which has roughly been confirmed with

Atomic Force Microscopy AFM [24].

3.4 Hexagonal Boron Nitride and Tantalum Disulfide Het-

erostructures

3.4.1 Motivation for Fabricating with Hexagonal Boron Nitride Capping

Hexagonal boron nitride (hBN) is a 2D material composed of boron and nitrogen

atoms arranged in a hexagonal honeycomb structure, with a wide band gap. The layers of

hBN are stacked on top of each other through van der Waals forces making it easy to me-

chanically cleave into thin layers. Since hBN is an insulator, with a relatively high thermal

conductivity compared to other insulating materials and a similar lattice geometry to many

low-dimensional metals it is a great candidate for capping [26, 27]. The similar geometry

allows there to be reduced strain and defects on the interface of the two materials. There-

fore, in this work, hBN has been employed as a protective layer for 1T-TaS2. In particular,

1T-TaS2 has been shown to oxidize when left in ambient conditions for an extended period

of time. DFT calculations show that the edges of 1T-TaS2 are susceptible to oxidation in

air, which could result in the loss of CDW superlattice phonons [28]. Thus hBN is also used

to help to protect devices from oxidation as well as other contaminants that may be present

before and after the fabrication process.
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(a) (b)

Figure 3.1: The transfer system (a) consists of two stages: the sample holder at the bottom
and the hBN on the PDMS stamping layer at the top stage. The movement of both stages
is precisely controlled using micromanipulators, which enables successful transfer. (b) Top
view showing the clear PDMS on a glass slide and the SiO2/Si substrate with 1T-TaS2
below.

3.4.2 Viscoelastic Transfer Process

Thin flakes (a few nanometers) of hBN are obtained through mechanical exfoli-

ation, resulting in a blue or greenish-colored material which is then transferred onto the

1T-TaS2 crystal. The transfer is accomplished through a dry viscoelastic stamping method,

where a polymer: polydimethylsiloxane (PDMS) is used as the stamp. The two-stage dry

transfer system contains a top stage holding the PDMS layer controlled by a micromanipu-

lator, and the sample located on the bottom stage. The capping step should be carried out

immediately after exfoliation to prevent oxidation of the 1T-TaS2. Figure 3.1 illustrates the

setup of the all-dry transfer system used in this thesis.

First, a small square of PDMS is cut and placed onto a glass slide [25]. The hBN is

then mechanically exfoliated and deposited onto a transparent PDMS layer. The substrate

with the mechanically exfoliated 1T-TaS2 is placed on the bottom stage. It is moved to the
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(a) (b) (c)

Figure 3.2: (a) A thin flake of hBN exfoliated on PDMS (b) A thin flake of 1T-Ta2 exfoliated
onto SiO2/Si (c) The thin flake of 1T-Ta2 capped with hBN after the transfer process.

field of view of the zooming lens and the focus is adjusted to the desired flake. Then the

PDMS layer with the exfoliated hBN is clamped onto the top stage and roughly positioned

above the sample. The focus is adjusted to find the desired hBN flake on the PDMS and the

top stage is moved so that the hBN is directly above the 1T-TaS2. By switching the focus

back and forth from the hBN to the 1T-TaS2 flake the alignment can be fine-tuned. Using

the micromanipulator the top stage is gradually lowered to allow for further adjustment

of the alignment between the two layers. When the alignment is acceptable the PDMS

is brought in contact with the Si/SiO2 substrate. As the pressure between the two layers

increases visually there will be a change in color identifying the region where the PDMS

has successfully made contact. Once there is full contact of the PDMS with the SiO2

in the region where there is hBN on top of 1T-TaS2 the pressure is released slowly by

raising the PDMS and thus peeling the hBN [25]. Careful observation confirms the hBN

has successfully adhered to the 1T-TaS2 and SiO2/Si substrate. Figure 3.2 illustrates this

process. (a) shows hBN on the top layer (PDMS), (b) shows a 1T-TaS2 flake on a SiO2/Si

substrate, and (c) shows the final Si / SiO2 / 1T-TaS2 / hBN heterostructure.

It should also be noted that increasing the temperature of the substrate during
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transfer can be helpful because it reduces the viscosity of the PDMS upon contact mak-

ing it more fluid and easier to adhere to the target substrate. PDMS is known to have

temperature-dependent mechanical properties. The variability in viscosity with respect to

temperature makes it easier to handle the PDMS stamp and control the transfer process.

Additionally, heating can also increase the surface energy of the PDMS, which can im-

prove the adhesion between the PDMS and the target substrate, leading to a more reliable

transfer.

3.5 Device Fabrication Steps

After capping the 1T-TaS2 crystal with hBN, the next step is device fabrication,

which involves precise alignment. The accuracy of electrode and pad placement is critical, as

patterns have fine structures. First, alignment markers are created, followed by lithography

for electrodes and pads. However, since the sample is now capped with hBN, an additional

step is required - etching the hBN layer. This must be followed immediately by metal

deposition. The final step produces the fully assembled device, featuring a 1T-TaS2 channel

and hBN protective layer.

3.5.1 Designing Alignment Grid

To create the desired patterns on the sample, a computer-aided design (CAD)

program is used. The grid encloses an area of 300 × 300µm. Dashed lines represent the

areas that will be exposed, whereas solid lines are interpreted as lines to be exposed (not the

areas). The alignment markers within the grid are designed to surround the capped flake
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in a way that facilitates SEM alignment. To create alignment markers using electron-beam

lithography (EBL), the sample is initially coated with an e-beam resist layer (PMMA),

followed by the electron-beam writing step. Then the pattern is developed using a mixture

of solvents.

3.5.2 Spin Coating Resist Layer

In this step, a layer of e-beam resist is applied to the sample using spin coating with

polymethyl methacrylate (PMMA). PMMA is a common positive resist and when exposed

to an electron beam, it becomes more soluble in the developer solution. However, if the

PMMA is highly exposed to the electron beam, it becomes a negative-tone resist where

the exposed areas become polymerized and crosslinked, making them difficult to dissolve in

the developer [29]. To achieve the desired thickness of the PMMA layer, it is important to

consider the PMMA dilution, spinning speed, and time. The appropriate spin speed can be

chosen by checking the curves of film thickness versus spin speeds based on the material’s

datasheet. The PMMA resist used in this work is 950 PMMA A4, and the final spinning

speed is set to be 4000 rpm for 45 seconds, providing almost 200 nm film thickness based

on the datasheet curves [30]. The spin coating is then followed by a baking step, where the

substrate is placed on a hot plate and baked for one minute at 180◦C and cooled for one

minute. Two layers of PMMA are used for a film thickness of almost 400 nm.

3.5.3 Electron Beam Lithography

Electron-beam lithography is a process that uses an electron beam to draw patterns

on resist-coated samples. This technique offers high diffraction-limited resolution, making
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it ideal for nanoscale pattern writing. In EBL, a direct writing method is used where a

small portion of the electron beam is separated and directly written on the resist-coated

sample, eliminating the need for mask production. Although this approach provides high

resolution, it can be time-consuming as the exposure is done one pixel at a time. Despite

this limitation, the benefits of direct writing without a mask make EBL a popular choice

for creating precise patterns for microelectronic devices.

The direct writing mode of EBL consists of several components, including a source

of electrons, a set of focusing optics, a blanker for turning the e-beam on and off, a deflection

system for moving the beam, and a sample holder stage [31]. Overall, EBL is a combina-

tion of scanning electron microscopy (SEM) and the nanometer pattern generation system

(NPGS), which provides an environment for designing and controlling the writing steps.

In the SEM system, electrons are accelerated through the column with a voltage

ranging from 0.5 V to 30 kV. Lenses implemented through the column modify the beam

diameter and perform focusing, while a series of apertures define the size of the hole that

the e-beam passes through. The specimen is located in the bottom chamber and brought to

an appropriate working distance (WD). When the e-beam interacts with the sample, signals

are generated that need to be detected and processed to form the final image. Both the

gun chamber and the specimen chamber need to be highly vacuumed, with the pressure in

the specimen chamber at about 10−4Pa [32].

The first step in the EBL system is to focus on the substrate using the SEM. To do

this, a prepared, resist-coated sample is placed on an SEM specimen stub fixed with carbon

tape. The rough position of the capped sample is found via SEM, using the big alignment
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markers previously made with photolithography. It is important to avoid increasing the

magnification too high or zooming in on the specified crystal as this could damage it, given

that the surface is being scanned with an e-beam.

Several SEM parameters need to be adjusted to achieve desired lithography results.

For example, an acceleration voltage of 20 kV and a 20 µm aperture size is used for writing

the small alignment markers. The WD, which is the distance between the surface of the

specimen and the lower part of the lens, is set to 6 mm to attain good writing. By carefully

adjusting these parameters and following proper techniques, EBL can be used to create

highly precise patterns on the nanoscale.

Before writing patterns, it is crucial to ensure the SEM image is well-focused.

Centering the aperture is another important factor in SEM setup. Most SEMs have a

”wobble” mode, where the focus is altered back and forth. Poorly centered apertures can

cause the image to oscillate when the wobble mode is on. By adjusting the aperture knobs

for X and Y directions, the swinging behavior can be reduced and optimized. Once the

aperture is aligned, the wobble mode should be deactivated.

Astigmatism is another factor that requires special attention, especially when writ-

ing fine features. It is critical to minimize astigmatism in the beam before writing patterns;

otherwise, the quality of exposed lines will differ along various orientations. Astigmatism

refers to an aberration or distortion that occurs in the electron beam, causing it to be

focused differently in two perpendicular directions. This results in a non-uniform magni-

fication across the image, with certain regions appearing more blurred or distorted than

others. To fix astigmatism, it is recommended to focus on a part of the substrate near the
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specified crystal. Then, the magnification can be increased, and the stigmator knob along

the X direction can be adjusted to optimize it before refocusing. Once the optimized focus

and astigmatism along X are found, the same process can be repeated for the Y direction.

The exposure dose in EBL is a crucial factor that depends not only on the resist’s

sensitivity but also on various other factors such as beam energy, pattern’s line width, and

density. Therefore, it is necessary to conduct a dose test to determine the optimum dose

for pattern elements before writing on the actual sample. If the dose is not set correctly,

underexposed or overexposed areas may appear in the patterns. In some cases, a poorly

focused beam can result in underexposed areas, which can be resolved by adjusting the

focus rather than increasing the dose [33].

3.5.4 Developing Electron Beam Resist

After using PMMA as a positive resist in EBL, the exposed areas become more

soluble in a specific solution called developer. In this case, the optimal developer is a

mixture of methyl isobutyl ketone (MIBK) and isopropyl alcohol (IPA). MIBK is an organic

compound that is a strong solvent for PMMA and is diluted with IPA. To develop the

sample, a 1:3 mixture of MIBK and IPA is applied for one minute at room temperature.

The sample is then rinsed with IPA for another minute and dried with nitrogen gas.

3.5.5 Drawing Small Alignment Markers, Electrodes, and Pads

Once the alignment grid has been developed an optical image of the device can be

used to properly place the alignment markers, the electrodes, and the pads. This is done by

first aligning the alignment grid seen in the optical image of the device and the alignment
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grid in the Design CAD program. Both a 20x and a 50x optical image are used and aligned

to ensure proper alignment of the small alignment marks, electrodes, and pads and to notice

small features on the heterostructure and the surrounding area. Then the center is defined

as one of the larger, numbered alignment markers near the flake. The drawing steps are

shown in Figure 3.3.

For the electrodes and pads to be in the correct position small alignment marks are

needed. The Design CAD program is used to create the markers and position them in close

enough proximity to the desired flake. The small alignment marks should be positioned in

an ”L” shape to ensure the x and y components are properly aligned and to account for

any uncertainty in the rotation of the sample. The markers should be placed as close to

the flake as possible without coming into contact they should also be out of the way of the

electrodes and the pads. The small alignment markers are shown in Figure 3.3 (a) with the

defined center in the top left ”01”.

The electrodes are then created in the desired geometry. They should be placed

on top of the optical image of the 1T-TaS2 flake capped with hBN with the desired channel

length. Electrodes should be out of the way of any contaminants or non-uniformity in the

PMMA resist. Since electrodes are placed in close proximity to one another one should

be mindful not to allow any shorting of the contacts from other 1T-TaS2 flakes and other

debris.

Pads are larger features connected to the electrodes used to land probes for elec-

trical measurements. They should be created large enough for the probes to land on, but

also small enough so that they remain separated from one another. To help support the
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(a) (b) (c)

Figure 3.3: Design CAD is used to create the alignment grid, the small alignment marks, the
electrodes, and the pads (a) Small alignment marks (teal) and center “01”. The dark blue
ticks show the alignment grid and the teal rectangles show the area that will be scanned to
assign the alignment marks. (b) An optical image of the device (after alignment marks have
been made with EBL and revealed after development) is used to assign the center and create
the alignment marks, electrodes, and pads. Here the electrodes are placed on the 1T-TaS2
flake capped with hBN and connected to the larger square pads using the alignment grid
as a reference. (c) Zooming in gives a closer look at the electrodes (yellow dashed lines)
on the 1T-TaS2/hBN heterostructure. Dashed lines represent areas that will be exposed to
the EBL.

electrodes a triangular portion extends from the rectangular pad to connect the pad to

the electrode. This added feature helps preserve the lifetime of the devices and allows for

better electrical contact. An example of the drawn electrodes and pads on an hBN capped

1T-TaS2 devices is shown in Figure 3.3 (b) and (c). It should be noted that ”.dc2” files for

alignment marks, electrodes, and pads are saved separately and imported to the run file as

they have different parameters in the NPGS for the EBL.

3.5.6 Fabricating Electrodes and Pads

Ensuring proper alignment of electrodes and pads is critical. The alignment step

is essential to achieve this. To do this the SEM is used to focus on the previously defined

center. Careful alignment of the center is required as inputting the coordinates is not

28



perfectly accurate. If the center is focused and the WD = 6 mm the run file must be updated

with the new patterns and small alignment markers. Once the appropriate parameters for

writing both small and large features are set in NPGS mode, and the small alignment marks

are aligned the sample will be exposed to the e-beam and patterns will be created. This

will be followed by the developing step, in which the soluble parts will be removed using

MIBK and IPA, revealing the final pattern. Figure 3.4 (b) illustrates an example of the

revealed pattern prior to the etching step.

3.5.7 Etching Hexagonal Boron Nitride

Once the resist has been developed, the exposed areas are revealed, while the

covered areas remain coated with the resist. The next step involves etching the hBN layers

within the electrode areas to enable contact with the 1T-TaS2 crystals. To achieve this,

an Atomic Layer Etcher (ALE) is used. The etching gas used is sulfur hexafluoride (SF6).

The parameters include a 40 sccm SF6 gas flow, 20 mTorr pressure, and 50 W RF power.

The initial etching time is set to 10 seconds, after which the sample is quickly removed and

observed under a microscope to ensure that no hBN remains on the developed electrode

areas. If the etch has not reduced the hBN completely the sample is returned to the ALE

chamber, and the etching step is repeated for only 2 seconds. Once this step is complete,

the metal deposition process must commence immediately. Etching the hBN layer exposes

the 1T-TaS2 crystal at the electrode areas to air, making it critical to minimize the exposure

time and deposit metal promptly. The sample is placed in an e-beam evaporator (EBE)

chamber and quickly pumped down. For these devices, 10 nm of titanium is used as an

adhesion layer, followed by 100 nm of gold deposition for the metal contacts. The lift-
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off process follows by soaking the sample in acetone for approximately 10 minutes at room

temperature, rinsing with IPA, and drying with a nitrogen gas blow. Figure 3.4 (d) displays

a device after metal deposition and the lift-off step.

3.5.8 Metal Deposition Using Electron Beam Evaporation

The next step is to deposit metal onto the beam-exposed areas using an electron-

beam evaporator (EBE), which is a common method of physical vapor deposition. The EBE

contains several sources of materials such as titanium, nickel, aluminum, chromium, and

gold. Once the pressure reaches less than 4×10−6 torr, the selected source material is heated

using a focused electron beam until it melts and evaporates. When the desired evaporation

rate is meet, the shutter covering the source material is opened, and the evaporated atoms

travel at high velocity deposited onto the surface of the sample. In this work, a 10 nm layer

of titanium (Ti) was deposited as an adhesion layer, followed by a 100 nm layer of gold

(Au). The titanium layer prevents the gold from falling off the surface. This is because

titanium has an affinity for oxygen and can form a stable oxide layer on the surface of the

SiO2 substrate. Also, the lower work function of titanium is desired because it will improve

the charge transfer between layers. When the desired thickness is reached, the shutter is

closed to stop deposition, and the sample is removed after venting the chamber.

3.5.9 Lift-Off Process

After the metal deposition, the entire sample surface is coated with layers of metal.

To remove the metal from the areas on top of the PMMA, a lift-off step is required. Before

proceeding with lift-off, it is necessary to inspect the patterns under a microscope to assess
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the lithography quality. Acetone is a commonly used solvent to remove PMMA resist

layers, and it dissolves the layers while leaving the metal layers intact on the patterned

areas. Soaking the sample in acetone for about 10 minutes at room temperature dissolves

the PMMA and the metal on top of the PMMA is easily removed and the electrodes are

revealed. Afterward, the sample is rinsed with IPA and dried with nitrogen gas. Figure 3.4

(d) displays a capped crystal of 1T-TaS2 with Ti / Au electrodes after the successful liftoff.
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(a) (b)

(c) (d)

Figure 3.4: (a) A thin flake of 1T-TaS2 (thin purple) on SiO2/Si is capped with hBN (teal).
PMMA A4 is spin-coated and baked on the substrate. Alignment marks are written with
EBL and developed (b) A pattern for the electrodes and the pads is written using EBL
and revealed after development. Pink regions reveal the SiO2 and teal regions reveal the
hBN through the PMMA. (c) After ALE the patterns show a uniform color understanding
that the hBN has been etched through properly (d) The final optical image of a 1T-TaS2
device capped with hBN after electrodes and pads are written with EBL, developed, Ti/Au
contacts are deposited with EBE and PMMA is removed with acetone.
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Chapter 4

Results and Discussion

4.1 Introduction

The charge-density-wave (CDW) phase is a macroscopic quantum state where a

periodic modulation of the electronic charge density is accompanied by periodic distortions

in the underlying crystal lattice [13, 17, 34, 35]. In a conductive material, the periodicity in

the electron density can induce an energy bandgap, transitioning the material to an insu-

lating state. A number of layered van der Waals materials with quasi-one-dimensional (1D)

and quasi-two-dimensional (2D) crystal structures reveal the CDW phases. Many of the

quasi-1D CDW materials are transitional metal trichalcogenides (TMTs), e.g., NbS3 and

TaS3 whereas the quasi-2D CDW materials are predominantly transitional metal dichalco-

genides (TMDs), e.g., 1T polymorphs of TaS2 and TaSe2. Materials undergoing CDW

phase transition induced by temperature or electric bias demonstrate non-linear electrical

conductivity, hysteresis in the current-voltage characteristics, and other interesting phe-

nomena [4,13,17,18,35–40]. A CDW phase can be commensurate or incommensurate with
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the underlying crystal lattice [14, 15, 41–47]. The commensurate CDW (C-CDW) phase is

observed at low temperatures. It is more electrically resistive, whereas the incommensurate

CDW (IC-CDW) phase is noticed at higher temperatures and is electrically conductive.

One of the most interesting quasi-2D CDW van der Waals materials is 1T-TaS2

which has high transition temperatures to different CDW phases. Figure 4.1 (left panel)

shows the 1T structural polytype of TaS2 where the blue spheres represent the tanta-

lum atoms, and the orange spheres represent the sulfur atoms. Figure 4.1 (right panel)

presents the nearly commensurate CDW (NC-CDW) phase consisting of C-CDW domains

surrounded by more electrically conductive IC-CDW regions. The C-CDW clusters form a

reconstruction in the basal plane that produces an array of star-like patterns, consisting of

13 Ta atoms with perfect translational symmetry. This lattice reconstruction is considered

to be accompanied by an insulating Mott-Hubbard transition that causes a gap in the Fermi

surface [48–50]. The IC-CDW regions lack the translation symmetry of Ta atoms.

Below 183 K, 1T-TaS2 reveals its C-CDW phase which contains no conductive re-

gions. As the temperature increases the C-CDW phase breaks up into the NC-CDW phase

forming conductive regions lacking translational symmetry. As the temperature reaches ∼

350 K, one observes a transition to the conducting IC-CDW. Above ∼ 545 K, 1T-TaS2

transitions to a metallic phase, and above 600 K the material undergoes an irreversible

polymorph transition to the 2H phase [51]. It should be noted that the transition tempera-

tures mentioned above are approximate and can change depending on the size and thickness

of the film, cooling, or heating rate, applied bias voltage, irradiation, pressure, and applied

gate bias [15,16,52].
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Figure 4.1: Crystal structure of 1T-TaS2 (left panel) and schematic of the atoms structuring
in the nearly-commensurate CDW phase (NC-CDW) (right panel). This figure is reprinted
with permission from Jonas O Brown et al., Charge-density-wave phase transitions in quasi-
2D 1T-TaS2/hBN heterostructure devices. In Low-Dimensional Materials and Devices 2022,
volume 12200, pages 16–23. SPIE, 2022 [1].

The CDW phase transitions in 1T-TaS2 in the form of abrupt resistivity changes

and hysteresis have been reported in many studies [14–16,40,43,50–52]. The tunable tran-

sitions can be utilized for application in oscillators, logic circuits, neural networks, and

radiation-hard electronics [15,18,52–55]. The demonstrated devices were implemented with

two terminals to control the resistive state and the hysteresis. Tuning the source-drain

current with a voltage-controlled resistor connected in series allows one to precisely control

the frequency of oscillations of the CDW device [24, 56]. Other devices induce or control

CDW transitions in 1T-TaS2 with visible light or electromagnetic radiation in the MHz –

GHz frequency range [24,55–58].
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4.2 Electrical Characterizations of the 1T Phase of Tantalum

Disulfide

A schematic of a typical device structure is shown in the inset of Figure 4.2. Here

the purple layer is the 1T-TaS2 channel on a SiO2 substrate, and the blue region is the hBN

over the 1T-TaS2. The current-voltage (I–V) characteristics are measured in a cryogenic

probe station (Lakeshore TTPX) with a semiconductor analyzer (Agilent B1500). Figure

4.2 shows typical I–V characteristics of CDW devices with a hysteresis and resistivity change

induced by applying an electric bias and passing current via the device channel. These I–Vs

are consistent among many reports [24,34,35,38,59].

The hysteresis part of the I–Vs can be used to achieve desired device functionality,

e.g., a voltage-controlled oscillator or an electrical switch. Figure 4.2 shows the transition

between the NC-CDW and the IC-CDW phase induced by applying a voltage to a 1T-TaS2

channel and monitoring the drain current. This switching effect is prominent from 100 K to

350 K. Above 350 K the material transitions to the IC-CDW state and the I–V slope becomes

linear. An interesting feature is that the resistance is nearly the same for all temperatures

after the switching point. This can be observed from the similar slopes of the I–V presented

in Figure 4.2. The hysteresis window is described by the initial current jump and the final

current drop VH – VL (see Figure 4.3 (a)). Before the initial current jump at VH, the I-V

becomes non-linear due to the Joule heating. The voltages defining the hysteresis can be

fitted with an exponential component (see the inset of Figure 4.3 (a)). The temperature

dependence of the threshold voltages VH and VL follow VH,L ∝ (1 − T/TNC−IC)
1/2 below

the NC-CDW – IC-CDW transition temperature of ∼ 350 K (see Figure 4.3 (b)). This
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Figure 4.2: (inset) Schematic of the device, indicating 1T-TaS2 layer (green) on a heavily
p+ doped Si (grey) with 300 nm thick SiO2 layer (violet). The layer of 1T-TaS2 is capped
with hBN (blue). The source-drain contacts (gold) are patterned using the EBL followed by
the ALE to remove the hBN layer beneath the contacts. The contacts are made using the
electron beam evaporation of Ti / Au with 10 nm / 100 nm thickness. I-V characteristics
of a 1T-TaS2/hBN CDW device from 100 K to 350 K. One can see the characteristic
hysteresis and resistivity change induced by passing an electrical current via the device
channel. This figure is reprinted with permission from Jonas O Brown et al., Charge-
density-wave phase transitions in quasi-2D 1T-TaS2/hBN heterostructure devices. In Low-
Dimensional Materials and Devices 2022, volume 12200, pages 16–23. SPIE, 2022 [1].

temperature dependence is in line with analytical theories of the CDW order parameter and

confirms the switching between the NC-CDW – IC-CDW phases is a true CDW effect [3].

4.3 Thickness Dependent Charge Density Wave Phase Tran-

sitions

The thickness-dependent CDW transitions in 1T-TaS2 are important for under-

standing the physics and possible device applications. It has been reported that in bulk
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(a) (b)

Figure 4.3: (a) I–V characteristics of the same device at room temperature. The arrows
show the voltage sweep direction. The hysteresis window is defined as VH – VL. The inset
shows the current below VH. (b) Temperature-dependent switching voltage confirms the
CDW effect. Note that VH and VL are proportional to (1− T/TNC−IC)

1/2 [3]. This figure
is reprinted with permission from Jonas O Brown et al., Charge-density-wave phase tran-
sitions in quasi-2D 1T-TaS2/hBN heterostructure devices. In Low-Dimensional Materials
and Devices 2022, volume 12200, pages 16–23. SPIE, 2022 [1].

single-crystals both CDW transitions, C-CDW – NC-CDW and NC-CDW – IC-CDW, are

present when adjusting the temperature [14,16,48,57]. Reducing the thickness of 1T-TaS2

below 100 nm shifts both transitions to lower temperatures during the cooling cycle. The C-

CDW – NC-CDW transition vanishes at a critical thickness of ∼ 10 nm [14]. Below ∼ 3 nm

an insulating state of 1T-TaS2 has been reported [14,16]. These critical thicknesses suggest

the three-dimensional nature of CDW ordering in 1T-TaS2. Previous studies indicated the

13-layer (∼ 7.8 nm) and 3-layer (∼ 1.8 nm) periodicity in the out-of-plane direction in the

C-CDW and NC-CDW phases [60–64]. Periodicity arises as the layers stabilize the in-plane

charge order while minimizing the sum of interlayer Coulomb and tunneling energy [14,62].
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4.4 Depinning of Charge Density Waves in Quasi-2D Mate-

rials

domain depinning of CDWs in quasi-2D materials is substantially different from

that in quasi-1D bulk crystals [13]. In quasi-2D van der Waals materials, the domain de-

pinning occurs before the switching voltage associated with the hysteresis window VH, and

before the non-linear region associated with the Joule heating. In the NC-CDW phase of

1T-TaS2 the C-CDW clusters are surrounded by the IC-CDW regions, with no transla-

tional symmetry, which is more electrically conductive [13]. Compared with the quasi-1D

CDW materials, which have relatively few normal carriers in the CDW phase, the quasi-2D

materials have a large concentration of free carriers.

Sweeping through heating and cooling cycles before the NC-CDW – IC-CDW

transition, the I–V characteristics of 1T-TaS2 devices reveal a linear resistance behavior

at low biases. This is in contrast with 1D structures, where the sliding of CDWs can be

observed with an abrupt increase in current. The differential I–V characteristics (dI/dV)

provide more insight into the domain depinning of C-CDW domains in 2D crystal structures.

Figure 4.4 (a) presents dI/dV at 77K. At low voltages the fluctuations start at ∼ 0.74 V for

forward (VOF) and reverse bias (VOR) sweep. The origin of these fluctuations at low biases

before the start of non-linearity can be described as the onset of domain depinning of CDWs

in 1T-TaS2 devices [13]. Here the start of the fluctuations occurs at an amplitude of ± 0.5

mA/V in the dI/dV. To further investigate the domain depinning behavior, the differential

characteristics have been measured at various temperature ranges for several devices. As

the temperature increases, the onset of hysteresis (VH – VL) in 1T-TaS2 devices shift to
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lower values, and the slope of the linear region in the I–Vs increases as depicted in Figure

4.2. These occurrences confirm the higher conductivity of the channel through the heating

cycle and suggest a negative shift in the onset values of the domain depinning. Figure 4.4

(b), shows dI/dV at room temperature (300 K). For this device, the onset of fluctuations

at this temperature is 0.08 V for the forward bias and 0.10 V for the reverse bias. The

observed trend, which is an increase in the depinning voltage in the cooling cycle and a fall

in the heating cycle, is consistent in all tested devices. One can also notice the difference in

the amplitude of the dI/dV fluctuations at different temperatures. At lower temperatures,

the depinning voltage occurs at higher voltages and the amplitude of fluctuations is larger

than at the higher temperatures where the domain depinning occurs at lower bias voltages.

In the NC-CDW regime at low temperatures, the less-conductive C-CDW domains are

closely packed with thin IC-CDW boundaries. At higher temperatures the C-CDW domains

decrease in size, the IC-CDW regions become thicker, and the C-CDW domains depin and

begin to fluctuate [46,65–68].

The tested devices were fabricated with thin flakes of 1T-TaS2 (≤ 10 nm), which

do not show the C-CDW to NC-CDW transition owing to the small channel thickness [14].

Although this device did not undergo a complete transition to the C-CDW state, the dI/dV

characteristics reveal noticeable transitions in the domain depinning voltage. In the heating

cycle, the most dramatic change is between 210 K and 220 K with a shift of 40 mV in domain

depinning voltage. It should be noted that this temperature is near the transition from the

C-CDW – NC-CDW phase in 1T-TaS2 during the heating cycle for bulk 1T-TaS2 [14, 16].

Figure 4.5 (a) shows the onset of fluctuation before the transition at T=210 K for a ∼
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(a) (b)

Figure 4.4: Domain depinning of CDWs for different temperatures. Panels (a) and (b)
depict differential I-V characteristics as a function of bias voltage for 77 K and 300 K,
respectively. The VOF indicates the domain depinning in the forward bias and VOR is the
onset in the reverse bias. This figure is reprinted with permission from Jonas O Brown et al.,
Charge-density-wave phase transitions in quasi-2D 1T-TaS2/hBN heterostructure devices.
In Low-Dimensional Materials and Devices 2022, volume 12200, pages 16–23. SPIE, 2022 [1].

(a) (b)

Figure 4.5: Domain depinning of CDWs for different temperatures. Panel (a) and (b)
compare the domain depinning voltage shifts at a temperature near C-CDW – NC-CDW
transition of bulk 1T-TaS2 in the heating cycle. As the temperature switches from 210 K
to 220 K, VOF shifts about ∼ 40 mV and VOR decreases for almost ∼ 270 mV. This figure
is reprinted with permission from Jonas O Brown et al., Charge-density-wave phase tran-
sitions in quasi-2D 1T-TaS2/hBN heterostructure devices. In Low-Dimensional Materials
and Devices 2022, volume 12200, pages 16–23. SPIE, 2022 [1].
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10 nm device at VOF and VOR of ∼ 0.42 V. By increasing the temperature to T=220 K

(Figure 4.5 (b)), the domain depinning voltage decreases to 0.38 V for the forward bias and

to 0.15 V for the reverse bias. This change in the domain depinning near the transition

temperature can result from C-CDW domains reordering and shrinking as 1T-TaS2 enters

a more conductive state. At higher temperatures near the transition to the IC-CDW phase,

the domain depinning voltage goes to zero as the translational symmetry is lost in 1T-

TaS2 [13].

4.5 Temperature Dependent Study

Understanding the electrical transport properties of 1T-TaS2 is crucial for the

development of practical devices. One of the key properties that need to be studied in

this context is the temperature dependence of the current-voltage (IV) characteristics of

1T-TaS2. The IV characteristics provide insights into the conduction mechanism and the

electronic band structure of the material, which can help in designing efficient electronic

devices. Additionally, the temperature dependence of the IV characteristics can reveal in-

formation about the nature of the charge density wave phases. Whereas the temperature

dependence of the differential IV characteristics gives rise to the nature of domain depin-

ning. At higher temperatures in the NC phase, the domain depinning threshold can be

seen at lower bias before the NC-IC phase transition. The temperature dependence of the

phase transition is clearly shown by resistive fluctuations seen in dI/dV as a function of

temperature and bias voltage in Figure 4.6.

Here the color map shows a boundary between green and red regions identified as
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Figure 4.6: Contour plot showing the temperature dependence of the phase transition during
the heating cycle for a thin device ≤ 10nm. The NC - IC-CDW phase transition is shown
as the boundary between the green and the red region.
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the NC - IC-CDW phase transition. Since the device is thin ≤ 10nm there is no transition

to the C-CDW state at low temperatures [14]. It is unclear what the black lines represent

here. This negative behavior of differential conductance may allude to a meta-stable CDW

state. However, more investigation needs to be done to understand this behavior more

clearly. Somewhere within the NC-CDW regime, we should expect to see some signatures

of domain depinning before the NC - IC-CDW phase transition. Looking closer at this

region the onset of domain depinning can be understood and plotted with respect to the

temperature as shown in Figure 4.7.

In this region, a decrease in the depinning threshold field with increasing temper-

ature was observed. Both thick and thin devices are shown where the thinner devices show

a larger threshold depinning voltage than thick devices. Similar to 1D devices we notice

an inverse scaling with thickness in the threshold depinning voltage at room temperature.

We also notice that the threshold bias for 2D materials is about 3 orders of magnitude

higher than the threshold for 1D materials [69]. A take-home message is that we do have a

process of understanding the depinning of domains in 2D materials, but it does not result

in a sudden increase in current like that of 1D materials but rather resistive fluctuations.

However, there are some similarities in that there is a similar scaling with threshold bias

needed to depin the material at various temperatures.
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Figure 4.7: Threshold of domain depinning as a function of temperature for both thick [∼
30 nm] (green) and thin [∼ 15 nm] (brown) devices. Error is understood by the uncertainty
in determining the onset of the domain depinning.
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4.6 Conclusions

In my preliminary results, I have reviewed the phase transitions and domain depin-

ning of CDWs in single-crystal 1T-TaS2 and 1T-TaS2 / hBN heterostructure devices. It has

been shown that the thickness plays a large role in both the phase transition and the onset

of domain depinning in the material. Thicker devices are able to transition to the C-CDW

phase whereas thin devices do not. There is also an inverse scaling with thickness for the

onset of depinning. Depinning allows us to understand the movement of individual domains

in the NC-CDW phase of the material giving us a new mechanism for understanding the

tunable CDW structure of 1T-TaS2. The obtained results are important for the proposed

applications of the CDW in electronics and optoelectronics.
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[28] Jana Martincová, Michal Otyepka, and Petr Lazar. Atomic-scale edge morphology,
stability, and oxidation of single-layer 2H-TaS2. ChemPlusChem, 85(12):2557–2564,
2020.

[29] Andres Castellanos-Gomez, Michele Buscema, Rianda Molenaar, Vibhor Singh, Lau-
rens Janssen, Herre SJ Van Der Zant, and Gary A Steele. Deterministic transfer of
two-dimensional materials by all-dry viscoelastic stamping. 2D Materials, 1(1):011002,
2014.

[30] MicroChem Corp. PMMA datasheet. Datasheet, 2001.

[31] Ampere A Tseng, Kuan Chen, Chii D Chen, and Kung J Ma. Electron beam lithog-
raphy in nanoscale fabrication: recent development. IEEE Transactions on electronics
packaging manufacturing, 26(2):141–149, 2003.

[32] Peter W Hawkes and John CH Spence. Science of microscopy, volume 1. Springer,
2007.

[33] JC Nabity. Nanometer pattern generation system. JC Nabity Lithography Systems,
PO Box, 5354:1996–2006, 1988.

[34] V Ya Pokrovskii, Sergey G Zybtsev, Maksim V Nikitin, Irina G Gorlova, Venera F Nas-
retdinova, and Sergei V Zaitsev-Zotov. High-frequency,‘quantum’ and electromechani-
cal effects in quasi-one-dimensional charge density wave conductors. Physics-Uspekhi,
56(1):29, 2013.

49



[35] John Bardeen. Depinning of charge-density waves by quantum tunneling. In Pro-
ceedings of the Yamada Conference XV on Physics and Chemistry of Quasi One-
Dimensional Conductors, pages 14–18. Elsevier, 1986.

[36] Guanxiong Liu, Sergey Rumyantsev, Matthew A Bloodgood, Tina T Salguero, and
Alexander A Balandin. Low-frequency current fluctuations and sliding of the charge
density waves in two-dimensional materials. Nano Letters, 18(6):3630–3636, 2018.

[37] Guanxiong Liu, EX Zhang, CD Liang, MA Bloodgood, Tina T Salguero, DM Fleet-
wood, and Alexander A Balandin. Total-ionizing-dose effects on threshold switching in
1T-TaS2 charge density wave devices. IEEE Electron Device Letters, 38(12):1724–1727,
2017.

[38] Amirmahdi Mohammadzadeh, Saba Baraghani, Shenchu Yin, Fariborz Kargar,
Jonathan P Bird, and Alexander A Balandin. Evidence for a thermally driven charge-
density-wave transition in 1T-TaS2 thin-film devices: Prospects for ghz switching
speed. Applied Physics Letters, 118(9):093102, 2021.

[39] Adane K Geremew, Sergey Rumyantsev, Bishwajit Debnath, Roger K Lake, and
Alexander A Balandin. High-frequency current oscillations in charge-density-wave
1T-TaS2 devices: Revisiting the “narrow band noise” concept. Appl. Phys. Lett.,
116(16):163101, 2020.

[40] Adane K Geremew, Fariborz Kargar, EX Zhang, SE Zhao, E Aytan, MA Bloodgood,
Tina T Salguero, Sergey Rumyantsev, A Fedoseyev, DM Fleetwood, et al. Proton-
irradiation-immune electronics implemented with two-dimensional charge-density-wave
devices. Nanoscale, 11(17):8380–8386, 2019.
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