
Lawrence Berkeley National Laboratory
Recent Work

Title
HPC graphics and visualization, not games, drive advances in networked graphics 
technology

Permalink
https://escholarship.org/uc/item/7rq129mh

Authors
Shalf, John M.
Bethel, E. Wes

Publication Date
2002-03-13

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/7rq129mh
https://escholarship.org
http://www.cdlib.org/


1.0  Introduction

A mantra we’ve heard over the years is that the consumer gam-
ing market drives graphics technology. Our thesis is that the 
same does not hold true for networking technology. Instead, it is 
applications from high performance graphics and visualization 
efforts, not games, that push networks past their breaking point, 
which in turn stimulates work that results in better networks. 
This case study shows how a high performance computational 
science and visualization application has set new levels of net-
working performance by winning the SC2001 Application 
Bandwidth Challenge [1] by novel use of existing network pro-
tocols.

2.0  The Scientific Problem

One of the most challenging problems in science is the compu-
tational simulation of Einstein's General Theory of Relativity. 
These equations are among the most complex in the world of 
physics, containing millions of terms if fully expanded. The 
General Relativity Group at the Albert Einstein Institute has 
developed a code (the Cactus Code [2]) for solving these equa-
tions on supercomputers in order to simulate the most extreme 
of astrophysical phenomena, such as the collision of two black 
holes and the gravitational waves that radiate from that event. 
The Cactus simulation codes runs on some of the largest super-
computers in the world, including NERSC's SP2, the largest 
unclassified supercomputer in the world. The simulations are so 
large that it is impossible to use traditional visualization tools to 
see and understand the results of these simulations. Typically, 
computation is performed at NERSC, with the results visualized 
and made available to a remote viewer.

3.0  Seeing the Science from Remote Locations

The NERSC/LBNL Visualization group has developed the 
Visapult [3] tool to attack these sorts of “Grand Challenge” 
problems. Visapult is a distributed, parallel volume rendering 
application that allows us to use computers and high perfor-
mance networking resources that are on the same order of scale 
as the supercomputers that these massive simulation codes con-
sume. The Visapult code was first demonstrated at Supercom-
puting 2000, where it won that year's Bandwidth Challenge 
award by rendering data stored on a distributed parallel network 
filesystem. At SC2000, Visapult obtained peak bandwidth of 
1.5Gbps, and a sustained rate of about 660Mbps. These rates 
represent about 60% and 25% of the theoretical line rate of the 
OC-48 link used during the contest. 

For SC2001, Visapult was modified to connect directly to a run-
ning simulation code in order to interactively visualize the simu-
lation results during a live run. Visapult sustained 3.3 Gigabits/
sec. over the WAN using OC-48 and OC-12 links over ESnet 
from Berkeley to SC2001, as well as an OC-12 link between 
NCSA to SC2001. This represents an 88% sustained utilization 
of theoretical line rate - a dramatic improvement over our earlier 
results. 

4.0  The Dirty Tricks

In order to achieve these very high line utilization rates, we were 
required to take a fundamentally different approach in our use of 
the network. In SC2000, all WAN communication occurred 
using the connection-oriented TCP protocol over “striped” con-
nections. TCP guarantees reliable delivery of data across net-
works, but at a heavy cost in terms of network performance. The 
machinations and tuning necessary to get TCP to perform well 
on a wide area network far exceed the initial benefits that make 
it attractive as a lossless transport mechanism. Indeed, we 
encountered such egregious difficulties with TCP performance, 
that we dropped it entirely to use unreliable protocols that focus 
on interactivity.

For SC2001, we switched to a connectionless UDP-based trans-
port mechanism. This simple change resulted in dramatic 
improvements in line utilization. Since UDP is a “lossy” proto-
col, packets aren’t guaranteed to be delivered. However, by 
understanding those circumstances that cause packet loss, they 
can be effectively avoided. In addition, use of UDP required 
changes to Visapult in order to encode and decode subsets of 
scientific data into small network packets. After a brief period of 
performance tuning to match packet load with line rate, we 
experienced virtually no packet loss with UDP. 

We submit that the trade-offs involved in using an unreliable 
protocol are absolutely necessary to achieve adequate perfor-
mance on the WAN, and that the gains in interactivity and high 
fidelity are far more important than the occasional visual artifact 
that results from such an approach.
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