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Abstract

Modeling and Design of Nanoscale Ferroelectric and Negative-Capacitance Gate Transistors

by

Yu-Hung Liao

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Sayeef Salahuddin, Chair

Integration of Hf-based ferroelectric materials into the MOSFET gate stack introduces new
physics that potentially enables continued scaling for both CMOS and memory devices. The
electrostatic potential amplification effect arises when the device is engineered to depolarize
and hence stabilize the ferroelectric negative capacitance state, which eliminates the ferro-
electric hysteresis and enhances the gate control. On the other hand, when the ferroelectric
layer is thick enough to overcome the depolarization field, non-volatile memory function can
be realized through the remnant polarization states. Such systems exhibit process and struc-
tural compatibility with CMOS technology and thus are of significant application relevance.
Experiments have demonstrated low-voltage operations for both types of devices, showing
promising prospects for next-generation logic devices with high reliability.

To harness the effects for designing the NCFET and FeFET devices, it is important to un-
derstand the behaviours of the ferroelectric layer in the relevant states. In this dissertation,
the polarization responses of negative capacitance states are modeled from different aspects
through self-consistent device and circuit models that are calibrated to experimental mea-
surements. First, the 101-stage ring oscillator consisting of 14 nm FinFET devices with a
ferroelectric gate layer that exhibits negative capacitance are used to study the response
speed of the negative capacitance effect. The consistency of the device DC characteristics
and the circuit oscillations with less than 10ps per-stage delay confirm the fast negative
capacitance response. Next, NCFET device characteristics and scaling trends that are unex-
pected by conventional theory were explained with non-linear negative capacitance responses
as described by the Landau’s phenomenology. Design insights are drawn, and the observa-
tion bodes well for extending the MOSFET gate length scaling limit. Finally, high-speed
NCFET RF operations are projected and designed based on experimental characterization
results and Monte-Carlo transport simulations. Silicon-channel NCFETs are expected to
achieve cutoff frequency over 400GHz with standard SOI device structures and over 650GHz
with air-gap spacers.
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The carrier dynamics of memory program and readout operations for an n-type SOI FeFET
are studied through TCAD simulations. Gate-induced drain leakages during the program
operation with large negative gate biases can result in excessive hole concentrations with
lifetime exceeding microseconds during the hold phase. While the excess holes result in
approximately 100ps delay in the readout phase before a large read margin can be detected,
it benefits the program speed and the quasi-steady-state read margin. Therefore, such effects
can be utilized for low-power memory applications through proper SOI FeFET designs with
the awareness of excess carrier dynamics.
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Chapter 1

Introduction

1.1 Needs For Electrical Scaling of CMOS Gate Stack

The advance of Complementary-Metal-Oxide-Semiconductor (CMOS) technology has been
mainly motivated by the improvement in the power, performance, and area for digital cir-
cuits. Several key benchmarks at the MOS Field Effect Transistor (MOSFET) operation
level include

• the dynamic energy dissipation for a switching event CV 2
DD,

• the intrinsic delay for a switching event CVDD/Ieff , and

• the static leakage power for a stand-by device VDDIoff .

where the C is the effective load per stage including the gate and the fringing field capaci-
tance, VDD the CMOS supply voltage, Ieff the effective switching current of the transistor in
the ON state, and Ioff the stand-by current when the transistor is in OFF state. A low C, a
low VDD, a low Ioff , and a large ION are desired in order to simultaneously achieve low power
dissipations and high speed. The last three requirements imply that a sharp transition from
OFF to ON state is needed. That is, given a small change in the MOSFET gate-to-source
voltage (VGS), the increase of the MOSFET drain current (ID) should be as large as possible.

For the transition rate of MOSFET in strong inversion regime, commonly characterized
by the transconductance (gm ≡ ∂ID/∂VGS), a high carrier velocity and a large intrinsic gate
capacitance are the key boosters. For the sub-threshold regime where the carrier screen-
ing effect is negligible, the transition rate is dominated by the electrostatic control. The
corresponding figure of merit is the sub-threshold swing (SS)

SS ≡ ∂VGS

∂ log10 ID
=

∂VGS

∂ϕS

∂ϕS

∂ log10 ID
=

∂VGS

∂ϕS

kT

q
ln(10) (1.1)

where k is the Boltzmann constant, T is the operating temperature, q is the charge of
an electron, and ϕS is the surface potential of the channel that can be determined by the
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capacitive voltage divider.
∂VGS

∂ϕS

= 1 +
CSi

Cg

(1.2)

Here the Cg is the electrostatic capacitance between gate and the top of the potential barrier
(TOB) in the silicon channel, and the CSi is the capacitance of the TOB that is ascribed
to the silicon body. When the mobile carrier has negligible effects on the electrostatics, CSi

includes the coupling from the source, the drain, the substrate. Innovative device structures
such as the fully-depleted silicon-on-insulator (FDSOI) MOSFETs, FinFETs, and gate-all-
around (GAA) MOSFETs are effective strategies to reduce the CSi and hence suppress the
short channel effects [1]. However, further scaling of the gate length (Lg) inevitably increases
the finite CSi. Besides, available high-mobility channel materials such as germanium has a
larger permittivity than silicon, which can also worsen the CSi. A large Cg is still required
to maintain a good gate control. Therefore, the intrinsic gate capacitance is important for
achieving sharp transitions in terms of both gm and SS. The high-κ-metal-gate process has
been historically one of the most important solutions in this regard, and it is adopted in
the state-of-the-art CMOS technology. Note that, although it may seem unfavorable that
the intrinsic gate capacitance increases the C that is proportional to the dynamic energy
dissipation and intrinsic delay, the corresponding enhancement in Ieff and the allowed reduc-
tion in VDD allow for improvements in the two metrics given that the parasitic capacitance
constitutes a large proportion of C in modern technologies. As a result, a high capacitance
of the gate stack is generally desired and has become increasingly important for MOSFET
scaling.

Specifically, the International Roadmap For Devices and Systems (IRDS) [2] has projected
a reduction of VDD from the 0.75V as of the year of 2021 to 0.55V by 2034, while a similar
ON-OFF ratio to the current technology needs to be maintained. One of the major challenges
for this goal is in the gate stack. The roadmap calls for an inversion layer thickness (tinv),
which is the effective SiO2 thickness (EOT) for the inversion capacitance Cinv, of 0.90nm.

tinv =
ϵSiO2

Cinv

=
3.9ϵ0
Cinv

(1.3)

where ϵSiO2 and ϵ0 are the perimittivty of SiO2 and vacuum, respectively. However, this has
yet to be reliably achieved through classical high-κ gate stack. For a high-κ-metal-gate stack
in strong inversion.

tinv = EOTcl + EOTIL + EOTHK (1.4)

where EOTcl is the EOT for the semiconductor inversion layer of which the charge centroid
is located at a finite distance away from the semiconductor/insulator interface, EOTIL is the
EOT of the interfacial layer (IL) that is between the semiconductor and the high-κ layer,
and EOTHK is the EOT of the high-κ layer. The last two terms adds up to the EOT that is
purely ascribed to the gate stack (EOTstack = EOLIL +EOTHK , also commonly referred to
as simply “EOT” in the literature.) Calculations considering quantum confinement effects
[3] indicate that the EOTcl is approximately 0.4nm and 0.3nm for pure silicon and pure
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germanium channels, respectively, when the sheet electron density is 1× 1013cm−2 which is
a typical value for the ON state. Since direct contact of high-κ materials on silicon would
lead to an unstable interface, an SiO2 IL is needed to passivate the silicon surface before a
the high-κ layer is deposited [4, 5]. Typically, an SiO2 IL thickness of 0.7nm or above can be
engineered with good quality [4]. While EOTstack can be reduced by further reducing the IL
through processes such as SiO2 scavanging, it has a drastic impact on the carrier mobility,
gate leakage, and reliability for sub-monolayer (<0.5nm) IL [5, 6, 7, 8]. The limitations of
EOTcl and EOTIL leave a room that is less than 0.1nm for EOTHK , of which a mature
solution has not yet existed. Innovations are needed to enable good gate control for future
CMOS technology nodes.

1.2 Ferroelectric Negative Capacitance

The seminal paper [9] in 2008 has triggered an extensive research interest in the negative
capacitance (NC) effect that can stem from the polarization response to an external electric
field of ferroelectric (FE) materials. The negative capacitance effect has enormous implica-
tions on transistor scaling because it would imply a “potential amplification” effect that can
significantly boost the gate capacitance despite a large physical gate stack thickness. It can
also enable classically impossible phenomena that will be discussed in 1.3 and throughout
the dissertation.

Negative Capacitance State of an FE Capacitor

Based on the Landau-Devonshire model for ferroelectricity, the Gibbs free energy density for
a ferroelectric (FE) material system with 1-D macroscopic polarization and electric field can
be formulated as [10]

GFE = αP 2
FE + βP 4

FE − PFE × EFE + h.o.t. (1.5)

where PFE, the order parameter, is the FE polarization, and EFE is the net electric field.
Only terms relevant to PFE are written here, while a more complete form including electric
field energy will be specified in the next subsection. Here the lowest-order energy coefficient
α is negative. For a standalone system where EFE = 0, the state PFE = 0 would correspond
to a local free energy maximum. Therefore, it represents an unstable state that is not
energetically favored, and the thermal equilibirium is reached instead at other states with
large |PFE| (the remnant polarization) that correspond to the free energy minima due to the
higher-order energy terms. For a steady state, ∂GFE/∂PFE|EFE

= 0, which results in the
relationship (Fig. 1.1(a)(b))

EFE = 2αPFE + 4βP 3
FE + h.o.t. (1.6)

The displacement D as defined in the Maxwell equations equals to

D = ϵbEFE + PFE (1.7)
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Figure 1.1: Schematic (a) GFE − PFE relationships at different EFE. Possible steady states
are marked. For the NC states, PFE decreases as EFE increases in contrast to classical trend.
However, they are not stable in a bulk system because they correspond to local maxima of
GFE. (b) EFE −PFE (solid) and D−PFE (dashed) relationships. Both have negative slopes
for small |PFE|, corresponding to the NC state. (c) Illustration of different fields for an
NC state. PFE responds in the same direction as Eext. However, the depolarization field
generated by PFE (Edep = −PFE/ϵb) is stronger than Eext, reversing the direction of the net
electric field EFE.

where ϵb ≥ ϵ0 is the background permittivity that has been generalized to include possible DE
responses that takes place in the system in parallel with the FE response. The capacitance
density CFE is then calculated as

CFE =
∂D

∂EFE

= ϵb +
1

2α + 12βP 2
FE + h.o.t.

(1.8)

If able to be stabilized, the small-PFE state could have CFE < 0 because of the negativity of
α.

Note that, although PFE and EFE are in the opposite directions for the NC state, PFE

responds in the same direction as the the external electric field (Eext) that stems from charges
that are external to the system (Fig. 1.1(c).) Since the charge density on the electrodes are
determined by the displacement in the capacitor, when the depolarization field due to DE
response is included in Eext, we have

Eext =
D

ϵb
= EFE +

PFE

ϵb
(1.9)

Eext and PFE always have the same sign. The net electric field can also be expressed as
EFE = Eext−PFE/ϵb, which illustrates how the NC effect arises from the PFE response. The
depolarization field due to the polarization (Edep = −PFE/ϵb) exceeds the Eext that drives
the polarization, resulting in the net electric field EFE that is in the opposite direction as D
and Eext.‘
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Figure 1.2: (a) Illustration of the fields in the FE-DE stack with applied voltage when FE is
in the NC state. The displacement D is continuous throughout the layers, which connects
ES and EFE to V and PFE. (b)(c) The energy landscapes of a FE-DE stack system under
different applied voltages. The system satisfies condition 1.20, so G is stabilized at the low-
PFE state, and the hysteresis is eliminated. The overall capacitance of the system is positive,
so as V increases, Q and D increases, which drives PFE in the same direction, while EFE

moves in the opposite direction due to the NC effect.

Energy Landscape of an FE-DE Stack

The following arguments are based on [9] but have been extended with derivations to clarify
the global energy landscape in order to resolve confusions that sometimes occurred in the
research community. The authors argue that while impossible in a standalone system, the
stabilization of small-PFE can be achieved in terms of the global energy picture through
series connections of an FE capacitor to a normal dielectric (DE) capacitor. Consider two
parallel capacitors connected in series (Fig. 1.2(a)), if the two capacitors have the same area
(A), the total free energy G of the series capacitors with applied voltage V is [11]

G = UFE + UDE −QV (1.10)

UFE = AtFE(αP
2
FE + βP 4

FE + h.o.t.) (1.11)

UDE = A

(
tFE

ϵbE
2
FE

2
+ tS

ϵSE
2
S

2

)
(1.12)

where tS and tFE are respectively the thicknesses of the DE and FE capacitors, ES is the
electric field in the DE capacitor, ϵS is the permittivity of the DE material, and Q is the
total charge on the electrode. Here UFE is the Helmholtz free energy associated with the
FE polarization response, UDE is the Helmholtz free energy associated with the electric
field energy and the DE responses in both the FE and DE layer, and QV is the Legendre
transformation term to formulate Gibb’s free energy with a fixed applied voltage.
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When normalized to area, we have

G

A
= tFE(αP

2
FE + βP 4

FE + ...+
ϵbE

2
FE

2
) + tS

ϵSE
2
S

2
−DV (1.13)

where D is the displacement that is uniform throughout the capacitors. It may seem like
ES is a new degree of freedom in eq. 1.13 due to introduction of the DE subsystem, but it
is not. Both ES and EFE are functions of V and PFE as dictated by the Maxwell equations.
According to the continuity of displacements, we have

D = PFE + ϵbEFE = ϵSES (1.14)

Because the system is non-magnetic, we have (Fig. 1.2(a))

V = tFEEFE + tSES (1.15)

Solving the above system of equations, we have

EFE =
ϵSV − tSPFE

ϵStFE + ϵbtS
(1.16)

ES =
ϵbV + tFEPFE

ϵStFE + ϵbtS
(1.17)

Therefore, the free energy in eq. 1.13 can be expressed as a function of PFE and V , analogous
to the form of eq. 1.5. Given an applied voltage, the energy landscape of the entire system
can be aligned to PFE. We then examine the first-order and second-order properties of the
PFE-G relationship.

∂(G/A)

∂PFE

∣∣∣∣
V

= tFE(2αPFE + 4βP 3
FE + h.o.t.) +

PFE

ϵS/tS + ϵb/tFE

− V

1 + tS
ϵS

ϵb
tFE

(1.18)

∂2(G/A)

(∂PFE)2

∣∣∣∣
V

= tFE(2α + 12βP 2
FE + h.o.t.) +

1

ϵS/tS + ϵb/tFE

(1.19)

The last two terms in the RHS of eq. 1.18 can be rearragned according to eqs. 1.14 and 1.15

PFE

ϵS/tS + ϵb/tFE

− V

1 + tS
ϵS

ϵb
tFE

=
1

ϵS/tS + ϵb/tFE

[
PFE − ϵS

tS
tFEEFE − ϵSES

]
=

1

ϵS/tS + ϵb/tFE

[
PFE − ϵS

tS
tFEEFE −D

]
=

1

ϵS/tS + ϵb/tFE

[
−ϵS
tS
tFEEFE − ϵbEFE

]
= −tFEEFE

Plugging this back into eq. 1.18 leads to the same PFE-EFE relationship as eq. 1.6. This
confirms that in the combined system the FE layer still follows the S-curve as dictated by
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the Landau energy landscape, and the NC state is a possible solution. When tS = 0, the
second term in the RHS of eq. 1.19 vanishes, leading to the same condition as the standalone
capacitor. However, with increasing tS, the second term increases, making the overall second-
order derivative positive even when the first term in eq. 1.19 is negative for the small-PFE

NC state. It can be easily shown from eq. 1.19 that, if the FE capacitance density CFE

(whose unit equals to perimittivity) is negative, the stability condition follows

∂2G

(∂PFE)2

∣∣∣∣
V

> 0 ⇐⇒ ϵS
tS

< − 1

tFE

(
1

2α + 12βP 2
FE + h.o.t.

+ ϵb

)
=

|CFE|
tFE

(1.20)

Equivalently, the FE negative-capacitance state becomes stable if the DE series capacitance
is low enough to make the overall capacitance of the system (Ctot = (tS/ϵS + tFE/CFE)

−1)
positive.

The energy landscape provides a physical picture as to how the NC stabilization takes
place (Fig. 1.2(b)(c).) The DE series connection penalizes the large polarization state, and
hence the stabilized low-PFE state becomes the only stable state of the overall system. The
system becomes hysteresis-free and has a larger Ctot than the DE-only capacitor (ϵS/tS)
when PFE is small enough so that CFE < 0.

Microscopic Explanations to Negative Capacitance Effects

Complementing the physical picture with free energy, [12] provides a force-based explanations
to the S-shaped PFE-EFE relationship and the stabilization of the NC state. The authors
considered uniform atomic displacements withing a ABO3 perovskite structure, a classical
class of FE materials. The is polarization and net electric field is defined to be in the z
direction. The polarization PFE is dominated by and is proportional to the displacement
of the the B cation atoms (zB.) zB is determined by the force balance on the B cations
FB
loc = qBE

B
loc, where the cation charge (qB) is fixed, and thus the force is proportional to the

local electric field on the atom EB
loc.

EB
loc = EB

int + Eext (1.21)

where EB
int is the electric field due to other charges in the FE material, and Eext is the

external electric field following eq. 1.9. Note that the EFE and Eext are macroscopic electric
fields, which differs from the microscopic local electric field EB

loc. The authors of [12] found
that when |zB| is small, the internal electric field due to the O anoins would further polarize
B in the already polarized direction. After rearrangement of terms, the lowest order terms
for EB

loc can be expressed in terms of the macroscopic fields

EB
loc = −2αPFE + h.o.t.+ EFE (1.22)

where α is negative. EB
loc = 0 for a steady state to be reached. This corresponds to EFE =

2αPFE + h.o.t., which coincides with the first-order condition for the free energies from the
previous subsection.
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Figure 1.3: Relationship between the cation displacement and the forces on the cation atom.
The net force is decomposed into internal terms that are unrelated to the applied field and
the EFE term. (a) is without a DE layer and V=0, so EFE = 0 regardless of zB and PFE.
The internal terms make the NC state unstable, while only the remnant polarization states
are stable. (b) and (c) are with a DE layer that is thick enough to stabilize the NC state
which becomes the only steady state. The FE polarization induces a depolarization field
that restores the cation from fluctuations. When the voltage bias is changed from (b) to (c),
the dashed curve shifts vertically, which results in a new steady state.

The stability of a polarization state can be intuitively understood with the force picture.
For a standalone FE capacitor, EFE is fixed, so if PFE fluctuates slightly from the steady
state, the net force FB

loc is in the same direction as the deviation (Fig. 1.3(a),) which would
further polarize the PFE, i.e. a positive feedback is formed. Therefore, the NC state PFE ≈
EFE/2α is unstable. However, the EFE becomes a function of PFE when a DE capacitor is
connected in series (eq. 1.16,) so eq. 1.22 becomes

EB
loc = −2αPFE + h.o.t.+

ϵSV − tSPFE

ϵStFE + ϵbtS
(1.23)

In terms of the changes, we have

∆EB
loc ≈

(
−2αPFE +

−tS
ϵStFE + ϵbtS

)
∆PFE (1.24)

Although the first term in the parenthesis is positive and tends to further polarize the
material, the last term is in the opposite direction to ∆PFE (Fig. 1.3(b)(c).) Effectively,
a “depolarization” field is introduced due to the imperfect screening of the polarization
change. The NC state is stabilized if a negative feedback on the PFE can be formed. This is
achieved if the coefficient for ∆PFE in the RHS of eq. 1.24 is negative, which corresponds to
ϵS/tS < − [(2α + 12βP 2

FE + h.o.t.)−1 + ϵb] /tFE, identical to the conclusion derived from the
energy landscape in the previous subsection.
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Multi-Domain Considerations

The above analyses are based on the idealization of a uniform electric field and polarization
throughout the material systems. In reality, domains with different polarization states may
exist within the same FE layer. [13] shows with simplistic two-domain models that, if there
is a metallic inter-layer between the FE and the DE layer, charge smoothing effect due to
the metal would screen out the depolarization field that may stem from the DE. In this case,
domains with opposite remnant polarizations are energetically preferred over the NC state.
The result suggests that direct interfacing the FE and DE layers are required to establish
the continuous boundary condition for electrical displacements.

Note that stable NC effect can also take place in the transition region between domains
(the “domain wall”) where the PFE is close to zero [14, 15, 16]. This was experimentally
demonstrated on the samples with polarization vortices in [17]. The “domain softening” effect
on the FE domain structure due to the direct contact to a DE layer has been theoretically
predicted before NC effect gets extensive attention [14]. Calculations with continuous spatial
variations [18, 16] show that there also exists a critical thickness that is associated with the
domain wall energy for direct DE-FE stack to maintain single-domain ferroelectricity and
to maximize the NC effect. Consistent with the above discussions, single-crystalline FE
experiments with externally-connected DE-FE systems [19] or thick FE-DE stacks [20] are
characterized with hysteretic behaviours, despite the measured potential amplification effect
and the expected stabilized condition. On the other hand, with carefully engineered DE-FE
stack, the potential amplification effect without hysteresis has been measured [21, 22].

Practically, domain formations would imply possible hysteresis [23] and non-homogeneous
potential that is undesirable for CMOS logic devices. Besides, the overall amplification effect
would be significantly degraded in this case [24]. Therefore, for integration of quasi-static
NC effect onto CMOS, we need

• direct deposition of FE layer in the front-end gate stack. There should be no metal
inter-layer between the FE layer and the channel.

• FE layer should be thin enough for NC stabilization and to suppress formation of hard
domains.

Fortunately, this can be achieved with novel materials system as we will discuss in 1.3.

TCAD Simulations

Recent development of commercial technology computer-aid design (TCAD) [25] tool has
incorporated the Landau-Kalatnikov (LK) equation into the device simulator. At a given
position,

ρ
∂PFE

∂t
+∇PFE

U = 0 (1.25)
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Figure 1.4: (a) Simulated Q-V results for a DE capacitor, an FE capacitor, and a stack
structure combining both. LK model is used to simulate the PFE responses. (b) A snapshot
of the electric field profile for the FE-DE stack structure in NC state.

where ρ is a viscosity associated with the polarization switching dynamics, and U is the free
energy.

U = αP 2
FE + βP 4

FE + γP 6
FE + g|∇PFE|2 − E · PFE (1.26)

which includes the Landau energy expansion up to the sixth order (with coefficients α, β,
and γ) and a polarization gradient term (with coupling coefficient g). Partial differential
equations formulated with LK equation, the non-linear Poisson equation for electrostatics,
and the continuity equations for mobile carrier transports can be solved self-consistently,
which enables modeling of the physical details for semiconductor devices fabricated with
ferroelectric materials. The interplay between the PFE and the electrostatics of short-channel
transistors is one of the major focuses of this dissertation.

We demonstrate the capability of the LK model through simplistic phase field simulations
with FE and FE-DE stack structures. Transient analysis are performed by coupling eq. 1.25
and the Poisson equation (∇D = 0 for insulators without fixed charges.) The results are
shown in Fig. 1.4(a). The capacitors are applied with triangular-wave voltage signal, and
the resultant charge-voltage (Q-V) relationship shows significant hysteresis if only an FE
capacitor is simulated. However, for a stabilized FE-DE structure, the simulated Q-V is
hysteresis-free, while a capacitance boost manifesting as the increased slope as compared to
the DE-only case is observed in the middle. The capacitance boost diminishes for large Q
where the high-order terms in U dominate the PFE response. With an appropriate system
configuration, single FE domain can be achieved in the stack structure, and the net electric
field are in the opposite directions for the FE and DE layer when the system is in the NC
state (Fig. 1.4(b).)
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1.3 Negative Capacitance Transistors

Negative capacitance field-effect transistors (NCFET) relies on the NC effect of the ferroelec-
tric gate insulator to induce differential amplification of the gate signal. The enhanced gate
control thus provides favorable CMOS scaling prospects [9]. NCFET research has been sig-
nificantly facilitated by the discovery of the ferroelectric orthorhombic phase in the Hf-based
materials system [26]. The two key aspects of Hf-based ferroelectrics make them promising
candidates for CMOS integration.

• Process and materials compatibility [27]. Hf-based ferroelectrics can be fabricated
through atomic-layer deposition (ALD) that has been deployed for high-κ metal gate
process. HfO2 is the standard high-κ material in novel CMOS gate stacks, so relatively
few modifications to the mature process is needed for the integration of Hf-based FE
gate stack. Integration of Si-doped HfO2 ferroelectrics into the front end of 14nm
FinFET process has been demonstrated [28].

• Low critical thickness. Ferroelectricity has been demonstrated for Hafnium-Zirconium-
Oxide (HZO) films under 2nm [29], matching the gate stack thickness requirements for
3-D MOSFETs.

Substantially improved I-V characteristics and non-classical sub-threshold behavior have
been observed for NCFETs with HZO gate stack [30, 31, 32, 33, 34, 35] that has a polar
(ferroelectric or antiferroelectric) order [36, 37, 38].

One of the prospects of NCFET is to make Cg in eq. 1.2 negative, which can lead to a
sub-thermal sub-threshold swing (SS), a negative Drain-Induced Barrier Lowering (DIBL),
or a negative differential resistance [39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49]. However,
CSi is a strong function of the channel mobile charge, which makes it difficult to satisfy the
stabilization condition (1/CSi + 1/Cg)

−1 in the strong inversion region where CSi is large.
Unless Cg is also highly non-linear, a sub-60mV/dec SS achieved through negative Cg would
usually correspond to some degree of hysteresis [50]. Nevertheless, the benefit of the NC
gate stack is not restricted to apparently non-classical I-V characteristics. The NC effect
also opens an opportunity to reduce the gate stack EOT without scavenging the IL, which is
an already significant improvement that is sought after as discussed in section 1.1. EOTstack

lower than the IL thickness can be achieved with NC gate stack, while a chemically and
electrically stable IL maintains good mobility. Projections on the high-speed operation of
NCFET based on the experimental results will be discussed in chapter 5.

Negative Capacitance Switching Dynamics

Whether the negative capacitance response can be fast enough to support high-speed circuit
operations was another key aspect affecting the applicability of NCFET. Some research works
[51, 52, 53] aimed to answer this question by inferring the LK switching dissipation dynamics
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through electrical characterizations of MFM (Metal-FE-Metal stack) or MFMIM (Metal-
FE-Metal-DE-Metal) capacitors. However, the quasi-static NC effect is not expected to be
established in this class of systems as discussed in section 1.2 and experimentally confirmed
in [54], and the polarization responses will be largely dominated by the nucleation-limited
switching dynamics [55, 56] instead of the small-signal NC effect. Besides, some technical
limits in the capacitor characterization methods make it difficult to characterize the response
below the nanosecond regime that is however relevant to the high-speed circuit operations.
A relatively large capacitor area is required for the capacitive response signal to be detected,
which makes the measurement susceptible to parasitic resistance in the laboratory setup.
For example, the ρ value extracted in [51] would correspond to about 30Ω lumped resistance
for the whole system, which may include pessimism due to parasitic resistance that is of
the same order. The effect can be mitigated by reducing the capacitor size and by carefully
de-embedding the parasitics, and a much reduced polarization switching time below 1ns
[55] was reported accordingly, but accurate ρ extraction has yet to be reported through
this characterization method. Besides, as we will see in the following, the LK equation is
insufficient to describe the polarization dynamics in ultra-fast regime.

The authors of [57] revisited the theory of FE switching dynamics with Drude oscillator
model. The analysis reveals the importance of an inertia term that is associated the second-
order time derivative of PFE, and the LK equation is a low-speed approximation to the
complete dynamics which is valid when the oscillation frequency is low enough so that the
∂2PFE/(∂t)

2 can be neglected. The formalism enables extractions of the dynamical parame-
ters through infrared absorption measurements, and the authors estimated the NC response
time for logic device switching to be lower than 0.5ps [57]. Ring-oscillators consisting of
NCFETs reported in [28] are systematically analyzed in [58] to verify the prediction. Details
of the study will be discussed in chapter 2.

Anomalies of NCFET Electrical Characteristics

Sub-60 mV/decade operation and negative DIBL have been the major characteristics that
are used to identify negative capacitance operation in experimental data. It has not been
fully established whether this can be robustly achieved through quasi-static NC effect be-
cause of the difficulties discussed above. However, other interesting aspects of the potential
amplification effect due to the stabilized “S”-shaped PFE-EFE response can also lead to
characteristics that can not be explained with conventional dielectric theory. In particular,
we observed anomalously high improvements in the gate control for short channel devices in
terms of the gate-length scaling trend [59], and the behaviours are studied in chapter 3. On
another NCFET wafer [35], an unconventional SS-ID trend as opposed to the mobile charge
screening effect was observed [60], and this is analyzed in chapter 4.

To understand the origin of these behaviors, controlled experiments with conventional
gate stacks are first characterized to gather an understanding to the channel electrostatics
and hence the expectations for conventional EOT scaling (Fig. 1.5.) The discrepancies
between the expectations and the observed NCFET characteristics are then ascribed to
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Figure 1.5: NCFET modeling methodology flow with controlled experiments.

the introduction of the NC gate stack. Self-consistent NCFET simulations through TCAD
provides a systematic way to combine the understanding of the silicon channel and the
Landau phenomenological model which captures the NC effect. Through the method, it was
found in the studies [59, 60] that the anomalous characteristics can be explained by the non-
linear potential amplification effects, and the NCFET experimental results are successfully
reproduced by the TCAD models.

1.4 FeFET Memory

When the FE layer in the MOSFET gate stack is thick enough to overcome the depolarization
field, the remnant polarization states of the FE layer modulate the built-in electric field in
the gate stack and hence the MOSFET threshold voltage. Ferroelectric field-effect transistors
(FeFET) utilize this effect to realize non-volatile memory states. FeFETs have become an
area of intense research focus due to their compact cell size and the potential for low-power
nonvolatile memories [61]. Experimental designs, such as a 2T FeFET-based nonvolatile
memory with separate read and write paths, have been proposed [62]. Furthermore, the
potential of FeFETs is expanding, as once-common shortcomings in forming effective 1T-
FeFET memory arrays, such as low endurance, are overcome through experimentation in
design of material parameters and structure [63, 64, 65, 66]. Very high endurance exceeding
1010 cycles have been recently demonstrated on FDSOI wafers [67], which bodes well for
future in-memory computing applications. In chapter 6, the interplay between the excess
minority carriers for fully-depleted channel and the FE polarization will be analyzed, and
its implications on the FeFET design will be discussed.
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Chapter 2

Response Speed of Negative
Capacitance FinFETs

2.1 Introduction

One question was often raised as to the limit of speed of NC effect, especially regarding
whether it hampers the application to state-of-art CMOS logic of which the switching time
is of the order of picoseconds. Although theoretical analysis [57] has shown that the in-
trinsic response time is expected to be <0.5 ps, it is critical to validate the prediction on
a ferroeletric-dielectric thin-film stack, preferably on transistors fabricated with the process
flows of interest. In general, Ring Oscillators (ROs) fabricated with advanced technology
provide an appropriate platform to study the transient response of the CMOS transistor
and gate stack because of its relevance to real-world application and its well-engineered
properties.

• MOSFETs are charge sensors with high sensitivity. The NC switching response is
reflected in the channel charge and hence the drain current, which produces robust
signal that is easier to measure than the gate impedance.

• The RO operates with large signal ranging from the source rail voltage (VSS) to the
drain rail voltage (VDD) at the MOSFET gate node. Therefore, the response of gate
stack can be probed at a wide voltage range, and fine-grained information can be
extracted through measurements with varied supply voltages.

• The RO operates at a speed that best characterizes novel technologies. Typically, the
fan-out 3 (FO3) or fan-out 4 (FO4) structure are representative of the stage concatena-
tion in logic circuit design. As we will see in the following sections, the corresponding
stage delay is lower than 10 ps for the NCFET RO in this study, which is in the relevant
regime for circuit operation in foreseeable technology nodes [2].
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• The parasitic resistance in terms of gate stack charging is minimized throughout the
strong-inversion region of the MOSFET through extensive channel, source and drain,
and contact optimizations. This mitigates the current starvation problem that often
appears in laboratory setup with large capacitors.

In this context, we study the fabricated ROs at high speed. The postulate is that if the
NC gate stack cannot respond to these frequencies, one should observe an extra slowdown
beyond the usual circuit simulation. That is, the quasi-static I-V and C-V characterized at
DC would not be applicable to modeling high-speed operation in the ∼ 1011Hz regime, and
hence the RO characteristics would not be captured by SPICE simulations with the quasi-
static models. On the flip side, quasi-static behaviours at high frequency can be validated
if RO operations are successfully captured by the simulations without extra assumptions of
non-quasi-static (NQS) behaviors, indicating no slowdown for the NC effect introduced.

To test the hypothesis of fast NC response, we have first developed a compact model based
on the BSIM CMG framework that fits the DC transfer and output characteristics of the
NCFETs. Next, this compact model is fed into a RO simulator to extract the capacitances
in the RO by matching the measured speed and active current (IDDA) drawn by the RO.
Next, the RO characteristics reaching up to delay¡20ns are compared with simulation. We
find that the DC models accurately predicts these parameters, thereby demonstrating that
the circuit behavior at these high frequencies is reflective of the DC characteristics. This in
turn indicates that there is no discernible delay that can be attributed to the speed limit of
the NC effect down to the shortest measured delay, which in our case, was 7.2 ps. 1

2.2 Validation Methodology

In this section, we discuss the effect of supply voltages on the circuit statics and transients.
We then discuss how the trends in experimentally measurable RO characteristics, namely the
quiescent current (IDDQ), IDDA, and the effective capacitance (Ceff ), reflect the MOSFET
device characteristics. This provides a basis for the combined modeling-experimental study.

We start by defining the metrics. The RO test structure consists of an FO3 inverter
chain with 100 stages and a feedback connecting NAND-2 stage of which one input is the
enable pin (Fig. 2.1). IDDQ is characterized with the enable pin voltage set to logic 0 (VSS,
also defined as the reference voltage 0V), while IDDA is characterized with enable pin set to
logic 1 (VDD), and Ceff requires the knowledge of both.

Quiescent current

When the enable pin is set to 0, the output of the NAND gate is locked at logic 1, and the
subsequent inverters reach steady state with input and output alternating among logic 0’s
and 1’s. Under this circumstance, the static leakage current for each inverter is dominated by

1The content of this chapter is based on [58].
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Figure 2.1: Schematics of the 101-stage ring oscillator when it is disabled (left) for IDDQ
measurements and when it is enabled (right) for IDDA and delay measurements. Fan-out
loads are not shown.

the either the NFET (VGS=0V and VDS=VDD) or the PFET (VSG=0V and VSD=VDD), de-
pending on the bias of the inverter gate. The total leakage current drawn from the supply by
the driver inverters (excluding the fan-out loads) is defined as IDDQ. This characterizations
serve two purposes in this study.

• Because the DC model is characterized from a standalone test structure other than the
RO where no direct probing to single device is available. Checking whether the IDDQ
at various supply voltages agree with the DC model provides a reference as to whether
the RO devices are consistent with the standalone devices. Particularly, it verifies
the threshold voltages, the gate control in sub-threshold regime, and the gate-induced
drain leakage effect which reflect the doping profile.

• It offsets the current when the RO circuit is oscillating, and thus needs to be subtracted
when the effective switching current is extracted.

Active Current and Delay

When the enable pin is risen to logic 1, the NAND gate becomes logically an inverter for
the other input pin, and an switching at the NAND gate output is triggered. The switching
events at subsequent inverting stages are then triggered sequentially. As the total number of
inverting stages is odd (101) for the ring, the signal triggers a new series of switching events
with the opposite edge unateness when it propagates back to the original node, resulting in
self-sustaining oscillations. The IDDA is measured in the same way as IDDQ but under the
oscillatory operation and is averaged over time.

The active current is directly affected by the transistor conduction current and thus
is of central importance for validating the current response at high speed. A well known
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relationship for modeling the effective drive current (Ieff ) of CMOS inverter is [68]

Ieff = (IL + IH)/2 (2.1)

where IL is the drain current at VGS = VDD/2 and VDS = VDD and IH is the drain current
at VGS = VDD and VDS = VDD/2. While this will not be exactly applicable to modeling the
dynamic switching current of ring oscillator, it implies that IDDA is almost solely determined
by the I-V relationship. Therefore, one should expect that measured IDDA is captured by
SPICE simulations when the DC model is plugged in directly, regardless of the assumed
wire load which may affect the predicted delay. When the supply voltage is increased, the
bias voltages corresponding to Ieff is also increased, which allows for probing of the fast I-V
response at various bias combinations.

The gate stage delay (τ) is characterized as the RO oscillation period divided by the
number of stages (101). Note that each oscillation period consists of 202 switching events
because each internal node encounter one rising and one falling edge signal. Therefore, the
calculated τ equals to the summation of the characteristic delays of inverter node charging
through PFET and the discharging through NFET. The delay should be much higher than
the NC response time for the validation to be successful at the corresponding operation
condition.

Effective Resistance and Capacitance

During the active operation, only one stage is switching at a time, while the rest still draw
static leakage current from the supply. Therefore, the effective switching current is defined
as IDDA− IDDQ, and it can be used to characterize an effective resistance (Reff ) for the
circuit switching

Reff = VDD/(IDDA− IDDQ) (2.2)

The effective load capacitance is then defined as

Ceff =
τ

Reff

=
τ(IDDA− IDDQ)

VDD

(2.3)

Modeling of τ requires knowledge of the unknown wire load, and hence direct compar-
isons between the simulated and measured delay is inappropriate for the validation purpose.
However, the derived Ceff is an appropriate quantity for validating the fast response, as it
carries valuable information of transistor gate capacitance in its slope with respect to VDD.
To the first order, Ceff can be estimated as the average input capacitance of an FO3 stage
over the bias range (0V to VDD) at the gates. As the supply voltage increases, the ratio of
Vth/VDD reduces for both the NFET and PFET, and thus the relative bias regime under
which the device is in strong inversion is extended, resulting in a larger overall Ceff . There-
fore, the increase of Ceff as a function of VDD reflects the magnitude change of the MOSFET
gate capacitance from sub-threshold regime to strong inversion. Besides, the slope also ac-
counts for second order effects such as DIBL which reduces the Vth at large VDD. Therefore,
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Figure 2.2: (a) Vth-matched ID-VG characteristic of Control MOSFET and NCFET. For
comparison, simulated characteristics of devices with 3 nm DE is included. (b) A schematic
‘S’ curve of the ferroelectric showing the region of operation.

it is non-trivial to match the extracted slope to the simulation unless the capacitive response
of the gate at the RO frequency is consistent with the compact model. A good agreement
between the measurements and the quasistatic model would also imply insignificant gate
resistance, which may otherwise indicate a large dissipative term (ρ) of the LK equation.

2.3 Experiments and Models

State-of-the-art replacement gate 14nm FinFET devices with doped HfO2 ferroelectric layer
of 3 nm thicknesses were fabricated in a GlobalFoundries process. 101 stage FO3 ring
oscillators were used to study RO performance. The highest voltage to be applied (lowest
delay measured) was chosen so that it does not damage the devices.

NCFET Characteristics

Representative DC characteristics of an NC-NFET and NC-PFET with that of a control
with much thinner dielectric layers are shown in Fig. 2.2(a),(b). The steepening of the sub-
threshold swing is clearly evident for both cases despite a thicker gate stack. Note that,
for comparison, simulation of a NFET and PFET with 3 nm gate dielectric (DE) are also
included, where the thick DE thickness would lead to significantly degraded swing and on
current. Fig. 2.2(c) shows the regions of operation in terms of the ferroelectric ‘S’ curve. At
small VGS, the load line is in the NC region, leading to steeper swing. At large VGS, a large
capacitance can still be measured, while the NCFET ON current is lower than the Control.
Authors of [28] term such devices as ‘PCFET’, postulating that the NC-NFET operation
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Figure 2.3: Measured and modeled ID-VG for (left) an n-type NCFET and for (right) a
p-type NCFET. Both semi-log scale and linear scale current are plotted. Dotted and solid
lines represent measurements and modeling, respectively.

Figure 2.4: Measured and modeled (left) ID-VD at various VGS and (right) C-V at VDS = 0V
for both the NC-NFET and NC-PFET.

traverses in the “S” curve following ABC-CBA in Fig. 2.2(c). Note that the lower current
for the NCFET may also be a result of extra source and drain underlap due to the larger
side wall thickness for the FE layer. Nonetheless, the device shows hysteresis-free behaviors
with ferroelectric gate stack, indicative of the negative capacitance response.
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Figure 2.5: Simulated and measured (a) IDDQ and (b) IDDA on the 101 stage FO3 RO.
The simulation was performed with quasistatic models calibrated to the DC measurements.

Quasistatic Device and Circuit Model

The ID-IG, ID-VD, and C-V characteristics of both the NC-NFET and NC-PFET are mea-
sured from large FinFET arrays and calibrated to BSIM-CMG compact models (Fig. 2.3
and 2.4.) Excellent agreement between the model and the measurement is obtained. The
calibrated models are then used to simulate the 101-stage FO3 RO circuit through HSPICE
without any NQS modifications to predict IDDA, IDDQ, and Ceff .

RO Characterizations

Fig. 2.5 shows simulated and measured IDDQ and IDDA. The IDDQ at low VDD is under-
estimated by the simulation probably because of slight Vth variations of the RO devices and
the sensitive nature of OFF current to the threshold voltage. However, the increasing trend
of IDDQ with respect to VDD is captured by the the model, indicating that the DIBL and
the GIDL effects, and hence the device electrostatics, are consistent between the model and
the RO devices. The agreement of IDDA between simulation and measured data is a critical
result as it shows that IV and CV characteristics remain the same at these high frequencies
as DC. To resolve possible controversy that the matched results may not correspond to the
NC response but instead the “PC” region at high biases as discussed previously, we take a
close look at the voltage range where the maximum value of VDD is low enough so that the
PFET is still in the NC region (Fig. 2.6). This ensures that as the gate voltage goes up and
down the RO will always be in the NC region for at least one type of devices. The IDDA
simulated at such VDD closely matches the measured values, which confirms the efficacy of
the DC model in this low voltage region.

Next, we look into the calibration for the RO stage delay and derived Ceff (Fig. 2.7).
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Figure 2.6: (a) Operation range corresponding to a VDD where the PFET remains in NC
regime. (b) Simulated and measured IDDA at the VDD indicated in (a).

When the RO model is simulated without wire capacitance (Cwire), the model would predict
Ceff that is consistently 0.4fF lower than the experimental results over a wide range of
VDD. The significant observation from this comparison is that the slope of the Ceff -VDD

relationship from the experiment agrees with the model, showing that the variable capacitive
response of the gate is captured by the model at high speed. Note that the Ceff increasing
linearly with VDD is also a signature of the fact that the devices can respond to input signal
changes at the oscillation frequency. A good fit to the Ceff can therefore be achieved by
simply adding a 0.4fF Cwire to the fanout of each RC stage, which indeed shifts the Ceff -VDD

up by Cwire without affecting the slope. It worth emphasizing that the Cwire added to the
model affects the IDDA negligibly. Having achieved good matches for IDDA, IDDQ, and
Ceff , the RO stage delay is therefore successfully reproduced by the model.

RO Speed and Projections

The device model is calibrated to cover the bias ranges of RO simulations with VDD under the
shaded area in Fig. 2.8. As a result, the matching between the modeling and the experiments
indicates that there is no slowdown of NC effect at a gate stage delay (including both NMOS
and PMOS switching) slightly lower than 20 ps. Beyond the fitted regime, the measured RO
delay keeps decreasing and is lower than the simulation results. While this is outside of the
range of direct validation, we point out that this trend is consistent with conventional RO
operations, and we didn’t observe discernible extra delay that can be ascribed to the NC
response for gate stage delay down to 8.5 ps.

We also note that the RO is made with only n-type work function gate metal. As a result,
the Vth for the NC-PFET is significantly larger than the NC-NFET. To see the effect of this
mismatch, we have simulated the ROs with the same device parameters but by artificially
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Figure 2.7: The simulated and measured (left) Ceff and (right) gate stage delay τ for the
FO3 NCFET RO. (Left) The dashed line is simulated without wire load, and the solid line
is simulated with 0.4fF wire load. (Right) The delay is reproduced by the model with 0.4fF
wire load.

Figure 2.8: (Left) Simulated and measured gate stage delay. The shaded area stands for
the VDD range under which the device model is calibrated to DC measurements. (Right)
Simulated gate stage delay and the projection with matched Vth. The shaded area stands
for the trustworthy regime for matched-Vth simulations.
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Figure 2.9: (a) Measured Ceff and Reff from 4-fin NCFET ring oscillator. Behavior of Ceff

and Reff follow expected trends. (b) Delay vs. IDDA curves for 2 fin and 4 fin NC-FinFET
ring oscillators. Stage delay as small as 7.2 ps was measured.

increasing the PFET gate workfunction to match the Vth. This significantly improves delay
in the low VDD region (Fig. 2.8). At the very high speeds, the effect is smaller, indicating
that it is the series resistance and parasitic capacitance that limits the highest speed (8.5
ps) rather than the intrinsic device. Finally, we measured ROs made of 4 fin devices that
provide larger ON current. The ROs behave similarly to 2 fin ROs and a gate delay as small
as 7.2 ps can be measured (Fig. 2.9).

2.4 Conclusions

We have demonstrated that the behavior of the RO based on 14nm NCFETs can be predicted
from DC characteristic of the individual devices, just like conventional CMOS technology,
thereby demonstrating that there is no extra slowdown attributable to NC effect even at the
very high frequencies used in this study. Stage delay down up to 7.2 ps has been measured for
FO3 inverters and limited by resistance and capacitances of the circuit as usual. Therefore,
well optimized NCFETs should operate at very high frequencies at reduced power dissipation.
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Chapter 3

Modeling of the Anomalously
Beneficial Gate-Length Scaling Trend

3.1 Introduction

In this chapter, we show that the nonlinearity of NC effect, stemming from the S shape
of the polarization-electric field relationship, gives rise to an unconventional trend of gate
length (Lg) scaling that is not expected from conventional MOSFET theory. This effect
is a distinctive behavior of negative capacitance transistors. The increase of ferroelectric
polarization due to the inner fringing field [44, 69] contributes to the Lg-dependent potential
amplification effect, which translates to gate stack capacitance improvement in short-channel
NCFETs. This trend is exactly the opposite of what is seen in conventional MOSFETs, where
decreasing Lg leads to worsening of the gate capacitance. By comparing reference devices
and NCFETs across many gate lengths, we show this effect experimentally and confirm it
with TCAD numerical simulations. 1

3.2 Sub-threshold Scaling Trends

The device characteristics in the sub-threshold regime is well described by the equivalent
capacitance model [70]. At room temperature,

SS ≡
(
∂ log10 ID

∂VG

)−1

= m× 60(mV/dec) (3.1)

where m is the body factor. For an ultra-thin-body (UTB) short channel device,

m =
∂VG

∂ϕs

= 1 +
Cs + Cd

Cg

(3.2)

1The content of this chapter is based on [59].
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Figure 3.1: (a) Electrostatic potential profile and (b) current density profile of a short-
channel n-type SOI MOSFET biased in sub-threshold regime (VGS = 0V and VDS = 0.05V .)
Because of the built-in potential between the gate and the source and drain, the electrostatic
coupling causes the potential to be lower at the channel surface than at the bottom. As a
result, the leakage is dominated by the bottom path, which implies the TOB best describes
SS and DIBL is located at the bottom of the Si layer.

where ϕS is the electrostatic potential and Cs, Cd, and Cg are differential capacitance from
the top of the energy barrier (TOB) to the source, drain, and gate, respectively. Similarly,

DIBL ≡ −∂VG

∂VD

∣∣∣
ID

=
Cd

Cg

(3.3)

To the first order, changing the gate stack does not affect Cs and Cd. Therefore, for two
MOSFET devices with different gate stacks but the same geometry, m− 1 and DIBL ratios
are dominated by the ratio of Cg.

DIBL1

DIBL2

≈ m1 − 1

m2 − 1
≈ Cg2

Cg1

(3.4)

Conventional Trend for EOT Scaling

For electrically well-tempered transistors, the sub-threshold current is dominated by the
leakage path near the channel surface. In this case, the TOB is located at the near channel
surface, and therefore Cg is close to the constant capacitance of the gate stack (Cstack =
ϵSiO2/EOTstack.) For un-doped UTB transistors, little band bending exists in the channel in
the sub-threshold regime, which implies that the current paths at different channel depths
contribute similarly to the leakage. For each path across the depth, the current can be
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describe by a top-of-the-barrier model, and the overall m and DLBL is an average for all
the paths.

However, in a short-channel device, a considerable band bending can exist in the sub-
threshold regime (Fig. 3.1(a)) because of the electrostatic coupling to the source and the
drain. The electrostatic potential at the surface is lower than that at the bottom. Equiva-
lently, the conduction band energy at the surface is higher than that at the bottom, leading
to relatively increased leakage at the bottom. As the short-channel effect (SCE) is aggra-
vated, the sub-surface leakage path at the bottom starts to dominate the leakage (Fig. 3.1(b).)
Therefore, the weight of the bottom leakage path towards the overallDIBL andm is boosted
significantly. As a result, the TOB is moved from the interface into the silicon body, and an
extra segment of silicon body from of the SOI thickness directly degrades the Cg (Fig. 3.1(b).)
This not only decreases gate capacitance but also reduces the Cg2/Cg1 ratio for device 1 and
device 2 of the same geometry with EOT2 < EOT1. Therefore, for conventional MOSFETs,
the improvement ratios of m− 1 and DIBL due to a thinner EOT gate stack diminish as Lg

scales down.

Anomalous Experimental Results for NCFET

By contrast to the conventional electrostatics, we observe the opposite trend in the experi-
ments done on NCFETs and high-κ control transistors. NCFETs and high-κ (to be referred
to as the control) transistors were fabricated using FDSOI wafers. Fabrication steps and pro-
cesses (including thermal processing) are identical for both transistors except the NCFET
wafer has Zr doping in what would otherwise be a pure HfO2 layer. Detailed process flows
and characterization results are specified in [34]. Figure 3.2 summarizes the measurement
results at 300K of the control devices and NC devices. The NCFETs show a larger im-
provement of SCE, and the improvement ratios of m − 1 extracted from measured SS and
DIBL increase with decreasing Lg. As described above, this trend of improvement cannot
be simply attributed to a thinner EOT. The Cstack of NCFETs appears to increase for short
gate-length devices where a large Cstack is needed the most.

3.3 Modeling of the NCFET Scaling Trends

Relationship Between Polarization and Gate Capacitance

For a stabilized FE material with first-order phase transition, EFE = 2αPFE+4βP 3
FE+6γP 5

FE

where α < 0 and γ > 0. Accordingly, the capacitance of FE layer with thickness tFE and
dielectric constant ϵr is

CFE =

(
1

2α + 12βP 2
FE + 30γP 4

FE

+ ϵrϵ0

)
1

tFE

(3.5)

which can be negative for small PFE. Note that neglecting high order (β and γ) terms would
imply constant negative capacitance, which is not assumed in this work. The gate stack
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Figure 3.2: Extracted (a) SS scatter plot, (b) control-to-NC m− 1 ratio with error bar, (c)
DIBL scatter plot, and (d) control-to-NC DIBL ratio with error bar, measured for different
Lg devices. Each data point in (a) and (c) corresponds to one measured device, where a small
horizontal shift is used to separate control and NC results for better visualization. The bars
in (b) and (d) indicate the sample standard deviation of each ratio due to device-to-device
variations.
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Figure 3.3: Electric field profile of a short channel SOI MOSFET in sub-threshold regime.
The light color in the silicon channel near the source and the drain edge is due to the inner
fringing field coupling, and it does not fully decay at the middle of the channel. (b) is a
zoomed-in view of (a) from mid-channel region to the drain edge with arrows indicating the
field direction. The electric field on the gate stack is nearly vertical for the mid-channel
region.

capacitance, which forms the major component of Cg, can be expressed as

Cstack =

(
1

CFE

+
1

CIL

)−1

(3.6)

where CIL is a positive capacitance due to the interfacial layer. A less negative CFE gives
rise to a larger Cstack and Cg.

Relationship Between Inner Fringing Field and Polarization

The SCE is fundamentally associated with the increase of electrostatic coupling between the
channel and the source and drain, which is characterized as Cs and Cd in the TOB model.
In terms of electric field, the Cd and Cs is due to the inner-fringing-field coupling that is the
strongest near the source and the drain edges and gradually decays in the channel (Fig. 3.3.)
For devices with shrunk Lg, the inner fringing field may not fully decay in the middle of the
channel, which has two consequences for UTB devices.

• Increased Cs and Cd. Unless Cg is negative, this implies worsened SCE.

• Finite external vertical electric field at the gate stack below which the TOB resides.
The shorter the Lg, the less decayed the fringing field near the TOB, and thus the
larger the external field on the gate stack.
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Therefore, for UTB devices in the sub-threshold regime, reducing Lg increases the vertical
field on the gate stack near the TOB, which further polarizes the PFE that affects Cg [69].
Now, we identify two possible explanations for the anomalous scaling trends based on the
S-curve model of negative capacitance.

Model 1: First-Order Ferroelectricity

For ferroelectric material with first-order phase transition, the fourth-order energy coefficient
in the Landau model (β) is negative. As |PFE| is small and β is negative, increased |PFE|
due to the inner fringing field would increase the abvsolute value of the already negative-
denominator of the first term in the RHS in eq. 3.5. Therefore, reduced Lg may boost the
FE polarizability and results in less negative CFE and thus larger Cstack.

Model 2: Negative Fixed Interface Charges

It has not been settled in the literature whether the FE phase transition of thin-film Zr-
HfO2 is first-order or second-order. Therefore, we propose another model that relaxes the
assumption of negative β. Here we assume negative fixed charges at the SiO2/FE interface,
which induces a built-in electric field in the FE that polarizes large PFE in the sub-threshold
regime. In such systems, the inner fringing field would counterbalance the built-in oxide
field and reduce |PFE|. If the |PFE| in long channel devices is large so that the positive
highest-order (γ) term in eq. 3.5 dominates the P-E relations, a reduced |PFE| will result
in a strengthened NC effect. For both types of NCFET systems, reducing Lg results in
enhanced Cstack and potentially increases the m− 1 and DIBL improvement ratios.

3.4 Simulation Results

The NCFETs with Control experiments are self-consistently modeled according to the method-
ology outlined in Fig.1.5. Sentaurus TCAD [25] is used to numerically investigate the scaling
trends. To calibrate with experiment, FDSOI structures with 12nm silicon thickness and
thick buried SiO2 are simulated, with Lg varying from 30nm to 80nm and the source and
drain doping profile fixed. Control devices (EOT=2.31nm), “higher-κ” conventional devices
(EOT=1.73nm), and NCFETs, all having 3.5nm physical thickness, are simulated. The
NCFET gate stack is composed of a 2nm SiO2 interfacial layer and a 1.5nm ferroelectric
layer. For NCFETs, the Landau-Khalatnikov (L-K) equation with a negligible polarization
gradient energy term for ferroelectric polarization is solved self-consistently with Poisson
and transport equations. The resultant FE polarization profile changes gradually along the
channel in accordance with the external electric field. If a larger polarization gradient energy
term were adopted, the inner fringing field near the source and drain would have a larger
effect on the channel electrostatics [41], resulting in an even larger SCE improvement and
stronger anomalous scaling trend. For all the simulated ID-VG relations, SS is averaged over
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Figure 3.4: Simulated (a) SS, (b) m − 1 ratios of control devices to improved devices,
(c) DIBL, and (d) DIBL ratios of control devices to improved devices, as a function of
Lg. The control devices consist of 2.31nm-EOT gate stacks. Improved devices include
“higher-κ” conventional devices (EOT=1.73nm) and NC devices (α = −2.4 × 1011cm/F ,
β = 0cm5/(FC2), γ = 3.2× 1033cm9/(FC4), ϵr = 19, and SiO2/FE interface charge density
of −0.64µC/cm2).

4 decades of drain current in the deep sub-threshold regime, and DIBL is extracted as the
constant-current (1nA/µm) gate voltage change between VDS=50mV and VDS=1V.

Reproduction of Experimental Trends

Both “higher-κ” and NC devices present better SS and DIBL than the control devices.
However, the higher-κ simulations have more severe SCE than the NC simulations for Lg ≤
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Figure 3.5: Simulated out-of-plane electric field (Ey) in the interfacial layer of NCFETs with
different Lg as a function of position along the channel (x) from source edge (x = 0) to drain
edge (x = Lg) at VGS = 200mV and VDS = 50mV (in sub-threshold regime.)

40nm despite having better gate control for Lg ≥ 60nm (fig. 3.4 (a), (c)). The improvement
ratios relative to the control devices (fig. 3.4 (b), (d)) show opposite trends, where NCFETs
demonstrate increased Cg ratio as opposed to conventional MOSFET scaling theory. Both
the “higher-κ” and NC scaling trends confirms the above discussions.

Discussions

Figure 3.5 confirms that the inner fringing field near the top of the barrier increases as the
Lg of the NCFET shrinks. Figure 3.6 shows the simulated relations between gate charge
density and ferroelectric voltage at the mid-point between source and drain, which is known
to be close to the top of the energy barrier. If fixed charges of −0.64µC/cm2 exist at the
SiO2/FE interface, QG is approximately 0.64µC/cm2 in sub-threshold for an 80nm device
(Fig. 3.6 (a)). Scaling down of Lg reduces QG as well as PFE in sub-threshold, transitions
the FE from the positive-capacitance to negative-capacitance regime, and increases Cstack

(Fig. 3.6 (b)). When no fixed charges exist at the interface, QG and hence PFE are close to
zero in sub-threshold when Lg = 80nm (Fig. 3.6 (c)). When Lg is reduced, the increased
inner fringing field drives a larger |PFE|. This leads to a decrease of |CFE| and increase of
Cstack when β is negative (Fig. 3.6 (d)). Both mechanisms manifest as enhanced potential
amplification and gate control improvement as shown in Fig. 3.4.
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Figure 3.6: Simulated (a), (c) Q− V relations of the ferroelectric layer and (b), (d) C −Q
relations of the gate stack at the mid-channel of NCFETs with different Lg. For each Lg,
the gate voltage is ramped at which ID is from 10pA/µm to 100pA/µm at VDS=50mV.
For (a) and (b), the ferroelectric parameters are α = −2.4 × 1011cm/F , β = 0cm5/(FC2),
γ = 3.2 × 1033cm9/(FC4), and ϵr = 19. The devices in (a) and (b) are simulated with
−0.64µC/cm2 fixed charges at the SiO2/FE interface. For (c) and (d), the ferroelectric
parameters are α = −1.4×1011cm/F , β = −1.2×1022cm5/(FC2), γ = 8.0×1032cm9/(FC4),
and ϵr = 19. No interface charges are assumed in (c) and (d).

We also investigated an imaginary system where the FE material has nonlinear but pos-
itive capacitance, corresponding to positive α and β in the L-K equation. The nonlinear
positive capacitance layer would lead to neither a significant improvement of Cg nor ob-
servable scaling trends (Fig. 3.7). The simulations confirm that the anomalous trend is a
signature of the nonlinear NC effect.
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Figure 3.7: Simulated (a) m − 1 ratios (b) DIBL ratios between control MOSFETs and
ferroelectric FET with nonlinear positive-capacitance oxide. For the imaginary positive-
capacitance ferroelectric material, α = 4 × 1011cm/F , β = 1022cm5/(FC2), and γ =
1031cm9/(FC4).

3.5 Conclusion

Improved gate stack capacitance with decreasing channel length, opposite to the trend seen
in conventional MOSFETS, was observed in both simulations and experiments of NCFETs.
The results can be explained by the nonlinearity of negative capacitance and the increase of
the inner fringing field due to gate length reduction. This unique gate length dependency of
gate control provides a new way to distinguish NCFETs from conventional MOSFETs.
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Chapter 4

Modeling of the Near-Threshold
Swing Reduction Effect

4.1 Introduction

The objective of reducing supply voltage can be achieved by improving the swing near the
threshold, and this can be done without violating the condition necessary for zero hysteresis
[50]. NCFET so designed, even if does not show sub-thermal SS, can show other sub-
threshold behavior that are not expected classically. Understanding such behavior quanti-
tatively requires accounting for the non-linearity of the S-shaped Polarization-Electric Field
(P-E) relation [71, 72, 73, 74, 75] together with non-uniformity of polarization along the
channel that arises due to two-dimensional electric field. Specifically, the degree of suppres-
sion of the polarization and non-uniformity (domain formation) that play a critical role in
the stabilization and strength of the negative capacitance [54, 18, 13, 76, 24] will determine
the specific behavior observed in the current-voltage characteristic.

In this chapter, we present combined experiment-model study on Silicon-on-Insulator
(SOI) short-channel NCFET devices that demonstrates the non-classical behavior and ex-
plains the origin of it. The ferroelectric gate material is modeled using the Landau and
Devonshire theory [10] , which is solved self-consistently with the electrostatics and carrier
transport through the TCAD simulator to quantitatively reproduce the observed differences
between the Control experiments and the NCFET for multiple gate lengths (LG) and drain
biases (VDS.) This chapter is organized as follows. In 4.2 we discuss the experimental char-
acterization of the Control and NCFET devices and identify the non-linear characteristics of
the NCFET that are not expected conventionally. In section 4.3 we present the calibration
procedure of the model to the experiments with the aid of TCAD. The physical insights
behind the gate stack non-linearity in terms of both the LG and VD scaling as well as other
implications from the model are discussed in section 4.4, followed by a brief conclusion in
section 4.5. 1

1The content of this chapter is based on [60].



CHAPTER 4. MODELING OF THE NEAR-THRESHOLD SWING REDUCTION
EFFECT 35

Figure 4.1: (a) Schematic cross-section of the SOI n-MOSFETs. Both HfO2 (Control) and
HZO (NC) devices have the same geometry. (b) SS of HfO2 and HZO devices demonstrating
conventional and unconventional trend with respect to ID, respectively. (c) Equivalent circuit
diagram of the MOSFET in sub-threshold regime.

4.2 Device Characterizations

Experiments

Fig. 4.1(a) shows the schematic of the device being used in this study. NCFETs are fabri-
cated using laminated, atomic layer deposited layers of HfO2 and ZrO2 (HZO.) In comparison,
Control devices are made of HfO2 only. The thickness of the layer in both cases is 30 ALD
cycles. Details regarding the device fabrication and characterizations are discussed in [35].
In both cases, a SC1 induced ‘chemox’ interfacial layer (IL) is used (∼8A.) The IL synthesis
is common between both groups of transistors, and all other processing and annealing con-
ditions are also the same. For both groups, W is used as the gate metal. The gate stack
consists of no metal interlayer between the HZO and the IL. Substantially improved I-V
characteristics can be observed for NCFETs compared to the Control, systematically over
multiple channel lengths (Fig. 4.1(b) and 4.3, and 4.4.) Particularly interesting is the sub-
threshold behavior where the NCFETs show improving sub-threshold swing with increasing
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Figure 4.2: Demonstration of inversion symmetry breaking and switchable electric polar-
ization in 3 nm ZHO film. (a) Synchrotron in-plane grazing-incidence (IP-GiD) diffrac-
tion indexed to the polar orthorhombic phase (Pca21) associated with ferroelectric order
in HfO2-based systems. (b) Piezoresponse force microscopy (PFM) phase-contrast images
demonstrating stable, bipolar, remanent polarization states that can be overwritten into op-
posite polarization states.
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ID or gate voltage (Fig. 4.1(b).) Note that, according to classical electrostatics, a typical
dielectric at the gate cannot improve the sub-threshold swing with increasing current. This
is because increasing current with gate voltage is indication of increasing charge, which in
turn indicates an increasing semiconductor capacitance, leading to accompanied loss of gate
control. The improvement of SS with increasing current is thus unexpected. What we show
in the following is that this seemingly unusual behavior can be quantitatively explained using
a ferroelectric gate oxide and related non-linearity stemming from the S-shaped P-E relation.

We start with material characterization. The presence of polar phase in the NCFET
gate stack is confirmed by the synchrotron in-plane grazing-incidence diffraction (IP-GID)
and piezoresponse force microscopy (PFM) (Fig. 4.2.) The synchrotron IP GID allows us
to pick up clean signals of the polar orthorhombic phase from these thin films, while it is
hard to pinpoint these phases with standard XRD which is conventionally used for such
characterizations. Diffraction spectrum is plotted with respect to the Cu Kα wavelength.
The presence of the (120) reflection at ∼39◦ is forbidden by the higher-symmetry nonpolar
tetragonal polymorph (P42/nmc.) Additionally, the (111) reflection ∼29◦ rather than low-
symmetry-split reflections ∼27◦ and 31◦ eliminates the presence of the bulk-stable nonpolar
monoclinic phase (P21/c.) The spontaneous polarization can be characterized using the
standard box-in-a-box measurement of PFM [29] at large voltages (±5V) that are sufficient
to overcome the depolarization field that locks the NC state in a FE-DE combination [12].
Clear polarization switching in both directions can be seen, providing a further proof of
existence of the polar phase.

Anomalous Near-Threshold Behaviours

With the polar phase confirmed, in Fig. 4.3 we look at the I-V for different LG. While
the applied gate bias ranges from -0.4V to 1V in order to avoid stressing or switching the
gate stack, it is observed that for all LG at VDS=0.05V, the NCFET SS is similar to SS of
the Control of the same geometry at low drain current (ID=1pA/µm) but is lowered as the
gate bias increases. The ID at which NCFET sub-threshold swing reaches its minimum is
orders of magnitude larger than the OFF current. In addition, the difference in the sub-
threshold swing between Control and NCFET devices increases obviously from LG=100nm
to LG=50nm but decreases from LG=50nm to LG=30nm (Fig. 4.5.) Remarkably, these two
trends of the NCFETs cannot be explained by assuming a “higher-κ” dielectric gate stack
as discussed below.

In the non-degenerate limit, SS can be semi-classically modeled (Fig. 4.1(c)) as

SS ≈
(
1 +

Cs + Cd + CQ

Cg

)
× 60mV/dec (4.1)

where the electrostatic coupling between the top of the energy barrier and the source and the
drain (respectively Cs and Cd) strongly depends on the device geometry but are relatively
independent of the gate stack, the gate capacitance (Cg) is roughly a constant determined by
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Figure 4.3: Measured and TCAD-simulated SS-ID relations for Control and NC n-MOSFETs
of four gate lengths at VDS =50mV. Applied Vgs for measurement is -0.4V ∼ 1V. Multiple
devices are measured for each gate length, all of which exhibit negligible hysteresis.

the gate stack equivalent oxide thickness (EOT), and the quantum capacitance (CQ) depends
on the Fermi level in the channel. When Vgs is increased, the conduction band energy shift
increases both ID and CQ, which leads to increasing SS with increasing ID according to (4.1.)

For two devices of the same geometry at the same drain current, we have

SS1 − SS2 ≈ (Cs + Cd + CQ)× (1/Cg1 − 1/Cg2)× 60mV/dec (4.2)

Classically, this difference is dominated by the drastic increase of Cs and Cd as Lg shrinks,
resulting in monotonically increasing improvement of SS. The monotonic scaling trends are
also seen in simulation works that assume nearly linear ferroelectric P-E relation for NCFET
operation voltages [77], which gives rise to NCFET behaviors that can be largely explained
by a reduced gate stack EOT. The non-monotonic SS improvement due to NCFET is not
explainable with a better interface quality than the Control, either, as it would result in a
near-constant CQ reduction and therefore SS reduction over different LG. In contrast with
normal constant-κ dielectric, these anomalies indicate that NCFET gate capacitance (Cg)
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Figure 4.4: Measured and TCAD-simulated SS-ID relations for Control and NC n-MOSFETs
of four gate lengths at VDS =500mV. Applied Vgs for measurement is -0.4V ∼ 1V. Multiple
devices are measured for each gate length, all of which exhibit negligible hysteresis.

(Fig. 4.1(c)) is affected significantly by both VGS and LG, of which the explanation lies in
the non-linear polarization response to the applied electric field for the NCFET gate stack
layer [12, 22], i.e. electric field-induced permittivity enhancement.

4.3 TCAD Model

Sentaurus TCAD [25] simulator parameters are calibrated to C-V (Fig. 4.6) and I-V data
through the procedure in Fig. 1.5. The C-V of the gate stacks is first calibrated to an 1-D
model to extract the EOT for both the Control and the NC gate stacks. HfO2 MOSCAP ac-
cumulation C-V measurements can be well matched by a 1.1 nm EOT gate stack in the TCAD
model. The NC gate stack demonstrates a higher capacitance which could be naively fitted
with very high dielectric constant for the HZO stack. However, this hypothetical “super-
high-κ” dielectric would not be able to replicate the anomalous sub-threshold behaviors that
we observed. Instead, the capacitance boost is captured by the potential amplification effect
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[9, 12, 22] induced by the polar gate stack in the NCFET.

NC Gate Stack Model

NCFETs are simulated by introducing the Landau-Khalatnikov (LK) model for simulating
the gate stack with all non-gate-stack parameters unchanged from the Control devices. The
LK parameters are chosen such that the ferroelectric in the positive capacitance (PC) region
results in the same gate stack EOT (1.1 nm) as the Control. Therefore, the SS in the low ID
(1∼10pA/µm) region are matched between Control and NCFET devices. As the gate bias is
increased, the ferroelectric enters into the NC region, which results in a reduced gate stack
EOT of 0.9nm in accordance with the NC stack C-V. This transition from positive to negative
capacitance regime explains the SS reduction (Fig. 4.3) with respect to VGS or ID as well as
the non-monotonic SS improvement trend with respect to LG (Fig. 4.5(b).) The mechanism
is discussed in more details in the next section. Note that, although the non-monotonic
trend is captured, the SS improvement in (Fig. 4.5(b)) is systematically underestimated by
the TCAD model because of unmodelled sources of inter-wafer and inter-device variations.
The fitting can be further improved if the constraint of using EOT from C-V measurement is
lifted, but we present the constrained fitting which already gives quantitative match to the
experimental ranges, demonstrating the consistency between the MOSCAP and MOSFET
results.

Threshold Voltage and Fixed Charges

Fig. 4.6 shows measured transistor threshold voltage (Vt) and TCAD calibration results
with tungsten work-function set to 4.6eV as extracted from MOSCAP C-V data. Note
that Control MOSFET Vt would be underestimated by 0.18V if the effective gate work-
function is assumed to be the same as that of the MOSCAPs. We ascribe this discrepancy
between the MOSCAP and MOSFET wafers to transistor-specific fabrication processes (such
as interlayer dielectric deposition, deposition of via-metals) that include both thermal and
plasma processes, which potentially results in a combination of extra fixed charges, or change
of the metal work function. A fixed charge density of -0.67µC/cm2 at the Si/SiO2 interface
can not only account for the Vt shift but also explain the small measured Vt difference
between Control and NC devices. The voltage drop on the gate stack induced by the charges
is less for the NCFET than the Control because of its larger Cg, which results in a lower Vt

that is consistent with the experiments (Fig. 4.6(b).) Note that the introduction of negative
fixed charges into the model is consistent with the work as described in Chapter 3 where the
transistor fabrication process was the same as used in this study. Notably, the difference in
Vt between control and NCFETs could also be explained by change in the interface dipole
[78, 79], as the high-κ oxides are slightly different. This would result in a flat Vt shift for
each wafer across all Lg. However, as the short channel effects for both wafers are captured
by the TCAD model, these constant shifts would not change the main conclusion of this
work. The resultant TCAD model captures both the SS-ID and the ID-VG characteristics
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Figure 4.7: (a)-(b) Measured and TCAD-simulated ID-VG relations for Control and NC n-
MOSFETs with LG=30nm at VDS=0.5V. Each measurement curve characterizes one MOS-
FET. (c)-(d) Simulated SS-ID from transient gate-sweep TCAD simulations (LG=50nm.)
The forward and reverse gate voltage sweeps produce overlapping curves, implying zero hys-
teresis.

(Fig. 4.7(a)(b).) Importantly, the transient TCAD simulations for VGS sweep demonstrates
zero hysteresis (Fig. 4.7(c)(d)) in agreement with the experimental results and the concept
of NC stabilization.

4.4 Discussion

Nonlinear PC-NC Transitions

Fig. 4.8 and 4.9 show the transitions from positive to negative capacitance region of the
NC gate stack. When VGS ramps up, both ID and the external electric field on the gate
stack (Eext=QG/ϵ0) increases. The NC stack polarization starts in the positive capacitance
region. As the device enters the NC region, voltage amplification ensues and drives down the
sub-threshold swing (Fig. 4.8.) This explains why, for the NCFET, the sub-threshold swing
can become steeper as VGS and ID increases. To understand the observed anomalous LG

scaling trend, the inner fringing field discussed in Chap. 3 again plays a crucial role in the
capacitance matching effect. This field leads to the gate stack-to-source and gate stack-to-
drain capacitive coupling, which, in turn, reduces QG to balance the positively ionized source
and drain donor charges for n-MOSFET in the sub-threshold regime (Fig. 3.3.) Therefore,
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Figure 4.8: Extracted relations between external charge and net electric field for the polar
layer characterized at the mid-channel of NCFETs at VDS=50mV. For each gate length, the
gate voltage is ramped at which ID is from 0.1nA/µm to 1nA/µm.

Figure 4.9: Simulated relations between drain current and (left axis) local gate charge density
/ (right axis) local external electric field at (a) VDS=0.05V and (b) VDS=0.50V for NCFETs.
For each gate length, the solid line is extracted at mid-channel gate stack region, and the
dash line is extracted at the region 15nm laterally from mid-channel toward the drain. The
white-background region corresponds to bias conditions at which the polar layer exhibits
negative capacitance, while the dark background stands for positive-capacitance regime.
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Figure 4.10: Relations between small-signal capacitance-equivalent SiO2 thickness of the
gate stack and applied external electric field extracted at ID=0.1∼1nA/µm. Extractions are
made at different lateral positions under two drain biases.

the external field on the gate stack is a function of lateral position, bias voltages, and LG

(Fig. 4.9.) Each position in each LG device, at given VGS and VDS, experiences a different
external field (Fig. 3.5) and therefore a different electric-field enhanced EOT reduction as
shown in Fig. 4.10 and the SS reduction in Fig. 4.3 for small VDS.

The model also explains the absence of near-threshold swing reduction in VD = 500mV
measurements. For VDS=0.50V, the external field becomes a strong function of lateral po-
sition, and only a small portion of gate stack passes the nonlinear regime at a given bias
(Fig. 4.10(b) and (d).) As a result, a weaker VGS and ID dependence of SS is observed in
Fig. 4.4 than in the VDS=0.05V cases.

Explanations to SS Scaling Trends

The non-monotonic SS improvement in Fig. 4.5(b) can be explained with Fig. 4.8 and 4.10.
Although the mid-channel gate stack is in the negative capacitance regime for LG from 50nm
to 100nm at ID=1nA/µm, it remains in the positive capacitance regime in the 30nm case
(Fig. 4.10(a)-(b)) because of the strong inner fringing field. Therefore, the improvement in
the sub-threshold swing for NCFETs drops for LG=30nm as shown in Fig. 4.5(b).
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Figure 4.11: Simulated (a) SS and (b) DIBL for various LG with the Control gate stack
and a charge-engineered gate stack that exhibits sustained NC behavior. FinFET structures
with 7nm fin thickness are assumed according to the IRDS “5nm” node.

Charge-Shifted S-Curve

Notably, the extracted QG at which the NC gate stack starts to exhibit negative capacitance
is approximately 0.6µC/cm2 (Fig. 4.8-4.10.) In other words, the ‘S’ curve is shifted up in the
charge axis. The non-zero-centered S curve resembles the P-E relation of antiferroelectric
phases that possibly exist in the HZO system. In addition, a large HZO/SiO2 interface
trap density may also lead to such behavior for a ferroelectric system. In this case, due
to finite leakage through the IL, the trapped charge at FE/IL interfaces effectively screens
the depolarization field that could stabilize the NC state, and FE layer is expected to be
outside the NC regime in equilibrium [80]. The mechanism effectively shifts the S-curve when
viewed from outside. A similar shift has also been recently reported on the hysteresis curve
of Ferroelectric FET memory devices [81]. The difference between the extracted electrical
responses of the polar layers in this work and the previous chapter is possibly due to different
ALD recipes and cycling as well as the underlying SiO2 thicknesses which results in different
HZO film properties.

Projections With the NC Gate Stack

Finally, we have used our calibrated model to investigate ultra-scaled FinFETs for several LG

options (Fig. 4.11), using the IRDS “5nm” node parameters including 7nm-thick fin [82]. The
NCFET with the NC stack presented here and optimized fixed charges to enable sustained
NC effect in the operation regime can provide a 2∼3nm (about 15%) reduction of the physical
LG from the Control while achieving the same SS and DIBL. For our calibrated gate stack
model, this is achieved by adding approximately 0.65µC/cm2 or more negative fixed charges
to the HZO/SiO2 interface to push the HZO bias points upward in the gate charge and the
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external electric field axes, so that the device is in the NC region across all simulated bias
points and positions in the channel. There are multiple ways to control the fixed charge
induced shift, especially through gate work function metal engineering exploiting long-range
interface dipoles such as those described in [79]. Similar NC benefit to ultra-scaled GAA is
expected.

Note that the amount of charge shifts discussed in this section is based on the model
which assumes -0.67µC/cm2 fixed charges to solely explain the MOSFET Vt shift. Possible
existence of dipoles may change the number of fixed charges that is extracted from the
experiments and therefore the extracted charge shift of the S-curve. Apart from the actual
amount of charge quantities, the main conclusions and the drawn physical insights should
remain the same.

4.5 Conclusion

To conclude, we developed an FE model that simultaneously explains

1. SS getting steeper with increasing ID in the sub-threshold regime, and

2. non-monotonic LG dependence of SS improvement.

These trends cannot be explained by a classical “high-κ” scaling theory. The results show
that capacitance matching leads to observation 1, while the inner fringe field induces change
in the capacitance matching in short channel MOSFETs and leads to observation 2.

Discussion on NCFET has often focused on observation of < kT/q sub-threshold swing.
On the other hand, the S-shaped nonlinearity that leads to negative capacitance could man-
ifest in multiple ways. In fact, reduction in the required supply voltage, without giving up
the ION , depends substantially on a good capacitance matching near the threshold, by which
a substantial voltage reduction can be achieved even without going below the kT/q limit
in the sub-threshold region. The present work shows such an example of a near-threshold
capacitance matching. A quantitative model of the gate oxide opens up new opportunities
to exploit the NC effect for reduction in VDD and/or LG with appropriate device design.
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Chapter 5

Performance Modeling of
Quasi-Ballistic NCFET

5.1 Introduction

Besides the enhanced gate control at the sub-threshold region which benefits the OFF cur-
rent, the negative capacitance effect also promises improved gate capacitance in the ON
state. [83] has demonstrated 7Å gate stack EOT, lower than the physical thickness of the IL
layer, with laminated Hf-Zr-O gate stack deposited through CMOS-compatible atomic-layer
deposition (ALD) process. The large capacitance is observed in C-V at 1e13 mobile charge
in the channel, sufficient for both logic and RF applications. Besides, no significant mobility
degradation as compared with HfO2 control gate stack was observed. Recently, RF charac-
terizations on are reported on 90nm n-type SOI transistors with similar gate stack processing.
The intrinsic cutoff frequency (fti) falls on the conventional scaling trend, indicating that
the electron injection velocity agrees with conventional CMOS technologies.

Having a similar injection velocity to conventional devices, NCFET with enhanced in-
trinsic gate capacitance enables reduced operation voltage. Moreover, the increased gate
capacitance and hence the increased transconductance (gm) amortize the slowdown due to
parasitic capacitance that is extrinsic to the channel, benefiting both logic and RF appli-
cations. Such benefits can be characterized by increased extrinsic cutoff frequency (ft) due
to the NC gate stack. Based on the aforementioned experimental results, the work in this
chapter investigates the opportunity of applying NC gate stack to state-of-the-art transistor
processing technology. Careful assessments on the performance of scaled NCFET are carried
out through a combination of:

• Practical device structures from process simulations with well-established processing
steps and thermal cycle for advanced MOSFET fabrication.

• Self-consistent electrical simulations with gate stack model calibrated to NC stack
experiments.
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Figure 5.1: Overview of the front-end process flow in this study. The shown example corre-
sponds to the “faceted RSD” flow as described in [85], but is gate-last to accommodate the
low thermal budget of the ferroelectric-metal gate stack.

• Rigorous transport models for the quasi-ballistic channel simulation, with carrier scat-
tering rate calibrated to the long-channel experimental results.

The essential purpose of the study is to get a realistic prediction if the gate stack realized in
[83, 84] is integrated into available advanced technology. Given the physical parameters, we
explore the device design space in order to achieve a high cutoff frequency, which should shed
lights on future NCFET designs. The essential process steps taking thermal budgets into
consideration is described in the next section, followed by the device modeling methodology
and the projected performance.

5.2 Device Structure

In the interest of high-speed operations, potentially enabling next-generation RF applica-
tions, self-aligned SOI devices with epitaxially raised source and drain (RSD) are considered.
Technologies optimized for RF performance has been productionized, of which one notable
example is the 22nm FDSOI technology [86]. The assumed process in this work differs from
current SOI technology in that a replacement gate process is selected to accommodate the
thermal budget of the HZH gate stack. Fig. 5.1 outlines the simulated front-end process
flow. In the temporal order, the process steps and their relevance to device optimization for
are described below.

• First, the SOI wafer is prepared with the silicon layer thinned down to the desired
body thickness (4nm.) A 2nm padding SiO2 layer (padox) is uniformly deposited to
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protect the silicon from the later polysilicon gate and nitride processing.

• A polysilicon dummy gate stack is then deposited and lithographically defined, where
the feature size (the lithographical gate length) is 20nm. Afterwards, Si3N4 spacers
are formed through isotropic deposition and anisotropic etching, where the deposition
thickness is an adjustable parameter for device optimization.

• The padox is removed, followed by surface cleaning and epitaxial Si:P growth. Typ-
ically, this can be done at < 700◦C [87]. High in-situ doping (∼5e20cm−3) can be
achieved to reduce the series resistance and to form good silicide contacts. Typical
epitaxial growth would lead to nearly vertical side walls for the RSD. However, the
parasitic capacitance between the RSD and the gate can be greatly reduced by in-
troducing “faceted epitaxial” module to achieve a slanted slide wall [85]. Both RSD
structures are of interest to this study. For the vertical-wall RSD structure, the RSD
height is considered a parameter for device optimization.

• A dopant drive-in anneal is carried out at 800◦C. The entire flow is implant-free to
prevent silicon amorphization. Therefore, this is the key step to reduce the crowding
resistance and to reduce the gate underlap for the spacers. The drive-in time is also a
parameter that should be carefully optimized.

• SiO2 inter-layer dielectric (ILD) are formed through Chemical vapor deposited (CVD),
followed by chemical-mechanical polishing (CMP) to achieve a flat surface. The contact
hole etching and contact formation are then performed. The contact hole is placed
30nm from the outer edge of the spacer and is 30nm wide. Since low-resistivity contact
fabrication usually involves rapid thermal annealing at over 1000◦C to enhance the
dopant activation and silicidation at over 500◦C, the contact module should be placed
before the gate stack process which has a thermal budget of 200∼450◦C. The detailed
silicide contact module is not simulated in this work. However, since the module is
not expected to affect the doping profile near the channel, and the subtle change of
the device structure near the contact has small effects on the overall device electrical
characteristics, the prediction will be reasonable in temrs of performance as long as an
appropriate contact resistivity is assumed.

• Finally, the replacement gate stack is formed by etching out the dummy gate and the
padox underneath, forming ∼8A chemical interfacial SiO2, and then depositing the NC
gate stack through the ALD process described in [83, 84]. The laminated gate metal
stack is deposited through ALD and then CVD to achieve appropriate workfunction,
followed by CMP to remove excess gate stack materials outside the gate area.

Aside from the slanted side wall RSD structure, the parasitic capacitance can also be
reduced by introducing low-permittivity spacers. One notable example for such device opti-
mization is the air-gap spacer process which reduce the spacer permittivity to nearly unity
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Figure 5.2: Three types of devices studied in this work. (a) The typical RSD structure with
nitride spacer and nearly-vertical RSD side walls. (b) The air-gap spacer structure where the
nitride spacer is removed from (a). (c) The slanted-side-wall RSD structre formed through
specialized epi-Si:P module.

by etching out the nitride spacers after the above process flows [88, 89]. To obtain a com-
prehensive understanding to the efficacy of different designs which may require additional
development efforts, devices with all the three structures in Fig. 5.2 are simulated and ana-
lyzed in the following chapters. Note that the padox is not removed for the air-gap spacer
structure in this study to ensure that the SOI surface is protected.

5.3 Modeling Methodology

The cutoff frequency (ft) is the major figure of merit in this study because of its high relevance
to both RF and logic applications and its independence to external components such as the
gate resistance (rg) that depends on the layout and the technology. The equivalent small-
signal circuit of a MOSFET device (Fig. 5.3(a)) is used to solve for the transistor current gain
(H21) through nodal analysis given the values of equivalent circuit elements and an oscillation
frequency. Here rg does not affect the solution of H21 and thus can be left unknown. The ft
is then obtained by finding the frequency at which |H21| = 1.

Definition of Equivalent Circuit Elements

The intrinsic components gm, ro, Cgsi, and Cgdi are defined as the transconductance, out-
put conductance, gate-to-source capacitance, and gate-to-drain capacitance of the channel,
respectively. The channel is modeled as the internal region of the device which includes the
gate and the spacers and the SOI underneath (the area encompassed by the dashed dark red
box in Fig. 5.3(b).) The boundary of the channel (the inner S and inner D) is defined at the
junction of the spacer and the RSD. It is defined in such a way instead of at the boundary of
the gate and spacer because there can be large lateral and vertical electric field in the area
under the spacer which must be solved together with the channel area to obtain the correct
electrostatics. Details about the subject is discussed in 5.3. Note that there also exists a
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Figure 5.3: (a) The equivalent circuit diagram for modeling small-signal responses of the
SOI FET device. (b) Decomposition of the SOI FET into the intrinsic channel and the RSD
subsystems. (c) Simulated structure for extracting intrinsic components gm, ro, Cgsi, and
Cgdi. (d) Simulated structure for parasitic components associated with the raised source
(Cgse1, Cgse2, and rs) and the drain (Cgde1, Cgde2, and rd.)

finite source-to-drain capacitance for the intrinsic channel, but is negligible when compared
to other elements.

Extrinsic to the channel, the RSD can be modeled as a three-port RC network. To
model the region accurately without double counting capacitance, the gate, the contact
with appropriate interface resistivity, and the RSD must be included in the calculation for
related equivalent circuit elements, while the silicon area ascribed to the intrinsic channel
must be excluded. An appropriate representation of the RSD subsystem is shown as the
area encompassed by the dashed blue polygons in Fig. 5.3(b), where the boundary defining
the inner S/D coincides with that for the intrinsic channel. The characteristic frequencies
of the RSD subsystems are well above 1THz. Simulations up to 1THz reveal that the
gate-to-inner-S/D and the gate-to-external-S/D admittance are purely imaginative, while
the inner-to-external-S/D admittance is purely real, all with negligible frequency dispersion.
Therefore, the subsystems can be modeled as RC delay lines with lumped elements (Cgse1,
Cgse2, and rs for the source; Cgde1, Cgde2, and rd for the drain) as indicated in Fig. 5.3(a).
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Intrinsic Channel Simulation

The LG of 20nm leads to carrier transport in quasi-ballistic regime. The large electric
field in the channel results in rapid changes of spatial and energetic distribution of the
carriers. Therefore, it is important to base the prediction of the channel characteristics
on fundamental carrier dynamics in conjunction with the silicon band structure and the
scattering mechanisms. Valid only when the perturbation from equilibrium statistics is small,
mainstream drift-diffusion (DD) solvers in conventional simulators fail to capture the carrier
transport in this regime. To resolve the quasi-ballistic transport, the electron transport for
the channel is solved with the Synopsis Garand Monte Carlo (MC) Simulator [90]. The tool is
capable of simulating transient evolution of semi-classical electron ensembles by resolving the
evolution of three-dimensional position and wavevector of each particle. Detailed physical
models are described below.

• Contacts are assumed to be connected to equilibrated reservoirs. Particles are injected
with Fermi-Dirac distributions according to the Fermi level at the contact.

• Allowed states are described analytically for conduction band electrons. X, L, and G
valleys are included.

• The quantum confinement effect is resolved semi-classically through modulation of the
band energy according to the solution of the density-gradient equation.

• Self-consistency is achieved by recalculating the electrostatic potential according to the
carrier charges every time step (0.05fs), which in turn affects the carrier propagation.
As a result, Coulombic interactions between carriers are also resolved.

• Random scattering of the carriers are simulated with scattering rate described by the
Fermi’s golden rule for various mechanisms such as acoustic phonon, optical phonon,
ionized impuriy, and surface roughness scattering. In the event of a single scattering,
the momentum and the energy of the scattered particle is modified into the corre-
sponding allowed state. Both intra-valley or inter-valley scattering are possible.

An example of the transfer characteristics simulated with different solvers is provided in
Fig. 5.4. The drift-diffusion solver which fails to capture the quasi-ballistic transport would
significantly underestimate the drain current. One may also perform a “single-particle” MC
simulation which would only consider one carrier propagating in the device for a given sim-
ulation instance without self-consistently solving for the electrostatics at each time step.
By averaging over many simulation instances, the single-particle MC simulation would pro-
duce similar results to the self-consistent ensemble simulation. However, it would slightly
overestimate the current because of the lack of long-range Coulombic interaction between
carriers which is known to cause momentum transfer between source and channel electrons
[91, 92] and reduce the average velocity of channel electrons. To correctly account for the
mechanisms discussed above, ensemble MC simulations with self-consistent electrostatics is
adopted in this study.
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Figure 5.4: Simulated (a) ID-VGS and (b) gm-VGS at VDS=0.7V of the same device structure
through different transport solvers with similar low-field mobility and optical phonon scat-
tering models. The drift-diffusion simulation produces lower current than the more rigorous
solvers. The single-particle MC simulation produces a slightly higher current than the MC
simulation with self-consistent electrostatic potential.
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Figure 5.5: (a) The measured and MC-simulated low-field electron mobility for long channel
NCFET devices. (b) The simulated long-channel capacitance density.
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Simulation setup

The intrinsic channel transport are simulated with the structure in Fig. 5.2(c) through the
MC simulator. The overall device structure is cropped for the intrinsic channel area and
extruded into the width dimension. Besides, 2nm of highly-doped (2e20cm−3) extension
regions are added between the intrinsic channel region and the inner S/D contacts to stabilize
the boundary condition for particle injections. Note that the Fermi level at the contact is
dynamically determined according to the ensemble distribution, so the high doping of the
extension region does not enforce the distribution of carriers injected or significantly affect
the carrier profiles in the channel. Without the extra extension region, the solution for
contact carrier distribution can be unstable and give rise to unphysical results. Surface
orientation of (001) and channel direction in [110] are simulated. The scattering rate is
calibrated to the low-field mobility from NCFET experiments [84] in long-channel simulations
(Fig. 5.5(a).) The gate workfunction is assumed to be 4.35eV, and the EOT of the gate
stack is set to 7Å according to the measurement results in [83], which in conjunction with
the quantum confinement effects gives rise to long-channel capacitance density shown in
Fig. 5.5(b). For the 4nm-thick silicon body, the geometrical quantum confinement effect
would lead to approximately 100meV subband energy separation between the ∆4 and the
∆2 valleys. The energy offset is manually added into the analytical band profile and lifts the
6-fold X valley degeneracy.

Estimation of gmi and ro

For each simulated bias point, an initial solution is obtained from a drift-diffusion solver and
used to initialize the MC transient simulation. The MC simulation is carried out for at least
40000 time steps (2ps in the simulation domain) where the initial period of 30000 steps are
reserved for carrier redistribution to reach a steady state and thus not included in the electric
current estimation. After the initial period, the net flux of electrons for all subsequent time
steps are averaged to estimate the electric current. The simulation is considered converged
only if the standard deviation of the current estimate is within 1% of the average. The
gmi and ro can hence be calculated through differentiating the steady state results across
different bias points.

Estimation of Cgsi and Cgdi

The MC solver used in this study does not produce capacitance estimates, so the extrac-
tions of Cgsi and Cgdi are based on the drift-diffusion solution. Although failing to capture
the transport, the drift-diffusion solver gives plausible description to the electrostatics and
therefore should predict the capacitance reasonably. This is confirmed through the simi-
larity between the electron density profiles for the steady-state MC solution and the drift-
diffusion solution. The comparison also reveals that the sheet channel carrier density for
the drift-diffusion solutions is slightly higher than the MC solutions, which implies that the
drift-diffusion solver may slightly overestimate the Cgsi. Detailed comparisons are provided
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in 5.4. In terms of the performance study, this results in a mild pessimism, but we stress
that this is favored over optimism in the interest of reliable benchmarks.

Source and Drain Parasitics Simulations

The RSD-related parasitic elements are simulated with the structure in Fig. 5.3(c) through
drift-diffusion solvers. Generally, small electric field in the silicon suffices to drive a large
current for the RSD subsystem because of the high doping throughout. Therefore, drift-
diffusion equation describes the transport in RSD well for the operation biases of interest.
The mobility models accounting for phonon scatterings, Coulombic scattering, surface rough-
ness scattering, and degradation due to Si thickness fluctuations are simulated for electrons.
To capture the effect of the ohmic contact resistance, an interface resistance at the exter-
nal S/D contact is simulated in a spatially distributive manner. The contact resistivity is
assumed to be 1.5nΩcm2 which can be achieved through epitaxial Si:P, laser annealing, and
novel silicidation process [93].

For a given bias condition for the intrinsic channel, the gate voltage and the inner S/D
voltage is set accordingly, and the external S/D contact voltage is varied to search for the
RSD bias that is consistent with the drain current from the channel MC simulation. After the
DC bias point is determined, a linearized system analysis is performed to extract the small-
signal admittance matrix for the contacts, which can be translated into Cgse1, Cgde2, and rs
for the raised source and Cgde1, Cgde2, and rd for the raised drain according to the discussion
in the beginning of this section. Having calculated all the components in Fig. 5.3(a), the ft
can then be estimated accordingly.

5.4 Results

For the three types of structures in Fig. 5.2, the dopant diffusion time is varied between
2min and 15min, the spacer thickness is varied between 4nm and 8nm, and the RSD height
is varied between 20nm and 30nm. The three structures are optimized individually and
then compared. The RSD height has negligible effects on the doping profile of the intrinsic
channel including the spacer region, while all the three parameters have considerable effects
on the RSD characteristics.

Intrinsic Device

Carrier Dynamics

The MC steady-state averaged carrier profiles of a simulated transistor are shown in Fig. 5.6
and 5.7. Due to the effective potential accounting for the quantum confinement effect, the
electron density is lowered near the interfaces (Fig. 5.6(a).) The profiles for carriers traveling
in different directions can be summarized separately. The mobile electrons having a positive
velocity in the source-to-drain direction and thus contributing positively to ID are classified



CHAPTER 5. PERFORMANCE MODELING OF QUASI-BALLISTIC NCFET 56

Figure 5.6: MC steady-state profile of (a) conduction electron density and (b) electron
velocity in the transport direction for a 4nm-spacer NCFET at VGSi = 0.45V and VDSi =
0.7V . (c) The sheet density of the right-going electrons (Ne+) and the left-going electrons
(Ne−.) (d) The averaged velocity in the transport direction for the right-going electrons
(vey+) and the left-going electrons (vey−.) The x-axes for (c) and (d) represents the lateral
position from the inner source (-14nm) to the inner drain (14nm).
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as the “right-going” electrons, with local sheet density Ne+ and averaged velocity in the
transport direction vey+. The left-going electrons are defined vice versa, with sheet density
Ne− and averaged velocity ve−. Near the source and the drain where the electric field is low,
the population for Ne+ and Ne− are similar (Fig. 5.6(c),) close to the classical expectation
that is implicit in a drift-diffusion solver. Because of the low electric field, vey+ near the
source and vey− near the drain are expected to be close to the thermal injection velocity,
which appears to be around 1.5 × 107cm/s that is consistent with the calculation in [94].
This is larger than the injection velocity in the degenerate limit (about 1.2 × 107cm/s)
because of the degenerate carrier statistics due to high carrier density and the ∆4 energy
offset stemming from the quantum confinement effect.

The profiles in Fig. 5.6(c) and (d) are signature of quasi-ballistic transport phenomena.
As the carriers are injected into the channel, the electric field of the potential barriers gives
rise to a force that is opposite to the injection direction. Almost all mobile electrons injected
from the drain are reflected because of the large potential barrier formed by the gate-to-
drain voltage, leading to very low Ne− near the drain edge. In contrast, the gate-to-source
voltage forms a smaller potential barrier which partially reflects carriers injected from the
source, so Ne+ does not fully decay. The right-going electrons that are able to pass the top
of the potential barrier gets accelerated by the lateral electric field, which leads to increased
vey+ as the position increases. Meanwhile, scattering events change some of the right-going
electrons into the left-going states, leading to non-zero Ne− in the channel. vey− in the
channel is highly correlated to vey+ at the same position because the scattering event does
not fully relax the energy of the scattered carriers. When the right-going electrons enter the
drain, the acceleration due to the electric field has stopped, while significant optical phonon
scattering leads to quick relaxation of the high carrier energy and thus reduced vey+.

Comparisons with Drift-Diffusion

The quasi-ballistic MC simulations produce charge profiles (Ne) that are close to the DD
results (Fig. 5.7(a),) except that the Ne from MC simulations are smaller than the DD results
in the regions with high electric field (5nm to 10nm) in the figure. Correspondingly, the gate
capacitance from MC is lower than DD in the region (Fig. 5.7(b).) The MC simulation has
an increased capacitance density at the drain edge where significant energy and momentum
relaxations of the source-injected carriers take place. After integration, the overall Cgsi from
MC is slightly lower than that from DD, justifying the use of DD simulation for capacitance
estimations. The difference in the Ne for the two simulators can be understood through the
vey difference (Fig. 5.7(c).) For DD simulation, the velocity saturation model enforces vey
to be lower than 1 × 107cm/s, while the acceleration due to high field can result in non-
equilibrium statistics with vey that is much higher than the thermal injection velocity. As a
result, the DD model predicts prematurely the location at which vey saturates, preventing
Ne from decreasing after the velocity saturation point, while in MC simulations Ne keeps
decreasing because of the velocity increase.
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Figure 5.7: (a) The sheet conduction electron density (Ne,) (b) the local capacitance density
characterizing the response of the Ne to the change of VGSi, and (c) the averaged electron
velocity in the transport direction (vey) at VGSi = 0.4V and 0.5V . Results from different
transport simulators (DD and MC) are shown. (d) The vey and the ratio of the Ne+/Ne at
VGSi = 0.45V . The device is the same as that shown in Fig. 5.6, and the position follows the
same definition.
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Figure 5.8: Simulated (a) ID-VGSi, (b) gmi-VGSi, (c) (Cgsi + Cgdi)-VGSi, and (d) fti-VGSi at
VDSi=0.7V for faceted RSD devices with various spacer thicknesses and dopant diffusion
times. All subplots share the same legends. Small fluctuations of gmi and fti are due to the
random nature of MC simulations.

Operation Bias Voltages

The simulated transfer characteristics (Fig. 5.8) is nearly fully saturated at when VDSi, the
voltage between the inner D and S, is 0.7V. For all the simulated structures, the gmi starts to
saturate as VGSi, the voltage between the gate and inner S, reaches 0.4V. On the other hand,
the Cgsi keeps increasing because of redistribution of inversion charge as the gate voltage
increases. Classically, this can be understood as the reduction of pinch-off region that is
caused by the saturation drain bias. The cutoff frequency of the intrinsic device (fti) can be
estimated as

fti ≈
gmi

2π(Cgsi + Cgdi)
(5.1)

which gives maximal values at VGSi = 0.45V for all the simulated cases. Therefore, the
operation bias for ft optimization is determined at VGSi = 0.45V and VDSi = 0.7V , which
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Figure 5.9: Simulated (a) ID-VGSi, (b) VDSi/ID-1/Vovi, and (c) the extracted series resistance
for the intrinsic device at VDSi=0.05V for faceted RSD devices with various spacer thicknesses
and dopant diffusion times. The legend for (a) also applies to (b).

satisfies the requirement for low-voltage operations.
Note that the gmi slightly over 2.5mS/µm for 4nm-spacer devices can be explained with

the profiles in Fig. 5.7. According to Fig. 5.7(b), the inversion capacitance density (Cinv)
at the top of the barrier is approximately 2.5µF/cm2 at VGSi = 0.45V . The virtual source
velocity can be approximated with Fig. 5.7(d), where the location of the virtual source is
defined as the location where the Ne+/Ne ratio reaches the first peak (at about -4nm.) The
vey at the virtual source is slightly over 1×107cm/s. The gmi is expected to be Cinv multiplied
by the virtual source velocity, which is consistent with the observations in Fig. 5.8(d).

Effect of Extension Regions Under the Spacers

Note that while the symbol assignment in this study suggests “intrinsic”, the extractions
here include not only the gate-defined channel but also the effects of the extension regions
under the spacers, because it is an integral part of the MC simulations. Fig. 5.8(a) and
(b) demonstrate the importance of dopant engineering under the spacer region. When the
spacer is as wide as 8nm, a significant degradation of the drain current and transconduc-
tance from the other cases is observed. When the spacer thickness is small enough (e.g.
4nm,) a short diffusion time suffices to enable good electrostatics under the spacer. The
effect is studied in further details through the extraction of series resistance for the spacer
regions. MC simulations at a low VDSi (50mV) are performed (Fig. 5.9(a)), and the results
are characterized by extrapolating the relationship between the total large-signal resistance
(VDSi/ID) and the inverse of the intrinsic overdrive voltage 1/Vovi = 1/(VGSi − Vti) where
Vti is the threshold voltage extracted through the method in [95] (Fig. 5.9(b).) The series
resistance for 8nm-spacer devices is indeed larger than the counterparts, but the ∼ 50Ωµm
series resistance on each side does not fully explain the gm degradation that is shown to be
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Figure 5.10: The vertically-averaged conduction band energy for the SOI versus the lateral
position from inner S to inner D at various VGSi for (a) VDSi=50mV and (b) VDSi=0.7V.
Vertical dashed lines indicate the boundary for the gate stack and the spacers. The simulated
devices have 8nm spacers undergoing 2min (dashed curves) or 10min (solid curves) dopant
diffusion at 800◦C. The 2min-diffusion cases have the top of the potential barrier in the
spacer extension region at the source side and hence much weaker gate control of the barrier
height as compared to the 10min-diffusion cases.

more than 30% for the 8nm spacers.
Instead, the degradation is mainly ascribed to the worsened gate control that can be

induced by poorly engineered extension regions for short-channel devices. When the gate
underlap is large, the top of the channel potential barrier, which directly affects the current
flow, is dragged towards the source (Fig. 5.10.) When the top of the barrier is located
under the spacer, it is no longer controlled directly through the gate stack, but an additional
series capacitance through the spacer and padox reduces the gate capacitance seen by the
top of the potential barrier. Such effect is seen for both low and high VDSi in the 8nm-
spacer device simulations without sufficient dopant diffusion (dashed curves in Fig. 5.10(a)
and (b).) This is an intrinsic degradation to the channel gate control, and therefore would
not be characterized as the series resistance. However, it has strong implications for the
short-channel device optimizations to complement the improvements introduced by EOT
scaling.

Extractions Summary

At the chosen bias point, the drain current and small signal responses are summarized in
Fig. 5.11 and Fig. 5.12. The sub-threshold swing (SS) is also reported according to the drift-
diffusion simulations. Note that the drift-diffusion simulations captures the electrostatics
correctly when the electrostatic screening effect due to mobile carriers is weak. In general, the
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Figure 5.11: Extract (a)-(c) ID at VGSi=0.45V and VDSi=0.7V, (d)-(f) gmi at at VGSi=0.45V
and VDSi=0.7V, and (g)-(i) SS at VGSi=0V and VDSi=0.7V. The same column of subplots
represents the same type of device structure as indicated in (a)-(c).
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Figure 5.12: Extract (a)-(c) Cgsi and Cgdi at VGSi=0.45V and VDSi=0.7V, (d)-(f) fti at at
VGSi=0.45V and VDSi=0.7V. The same column of subplots represents the same type of device
structure as indicated in (a)-(c).

transfer characteristics follow expected trends with respect to the spacer profiles. Narrowed
spacers or extended dopant diffusion times lead to increased ID, gmi, and SS. Given the same
spacer width and diffusion time, the dopant diffusion is slightly deeper for the faceted RSD
structure than the other two, resulting in the slightly increased ID and gmi and degraded
SS. As compared to the nitride spacers, the air-gap spacer devices have slightly degraded
gate control and hence the ID, gmi and SS. However, when the spacer extension is doped
sufficiently, such degradation is minimal. The ro (not shown) is approximately 5∼10kΩµm
for the devices, which has small effects on the cutoff frequencies.

The relative changes of capacitance for different conditions are dominated by the outer
outer-fringing-field coupling between the gate and the S/D spacer extension regions. This
coupling is the strongest near the edge of the gate. Therefore, devices with increased exten-
sion doping near the gate edge have increased Cgsi and Cgdi. Notably, the air-gap spacers
effectively reduce the outer fringing field. Although the air-gap spacers have a much larger
impact to the RSD parasitics as compared to the intrinsic channel, its benefit can already
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be observed in Fig. Fig. 5.12(b) and (e) especially through the increase of fti.

Raised Source and Drain

Source and Drain Asymmetry

The RSD at the source and the drain sides are simulated separately (Fig. 5.13 and 5.14). The
same gate bias leads to slightly different carrier distributions between the source and the drain
sides. Because the silicon is biased at around 0V for the source and around 0.7V for the drain,
the 0.45V gate bias would induce surface accumulation of electrons for the source-side RSD,
while the drain side undergoes a slight surface depletion because VGDi = −0.25V . Therefore,
for the same device Rs is smaller than Rd (Fig. 5.13 and 5.14, (g)-(i).) Nevertheless, the
asymmetry is weak because the outer-fringing field induced by the gate is small, and the
abundant RSD carriers screen the field effect effectively.

Extractions Summary

Both the air-gap spacer and the faceted RSD structures significantly reduce the parasitic
capacitance (Fig. 5.13 and 5.14, (a)-(f).) For our setting, the air-gap spacer appears to be
more effective because it simultaneously enables lower series resistance (Fig. 5.13 and 5.14,
(g)-(i)) and lower parasitic capacitance than the faceted RSD structure. Therefore, it is
expected to achieve the highest performance among he three structures given that it also
provides the highest fti. Detailed effect of the process parameters will be discussed in the
next subsection.

Thanks to the high in-situ doping and the low contact resistivity, the series resistance
for the RSD is lower than 50Ωµm for all the simulated cases. This corresponds to less than
12% degradation for the DC transconductance (gmi/(1 + gmiRs)) from the intrinsic device.
Similarly, the RSD voltage drop to support the channel current in Fig. 5.11(a)-(c) is around
10∼25mV for each side (Fig. 5.13 and 5.14, (j)-(l).) Therefore, the external drain-to-source
voltage suggested by the study is generally less than VDSi+25mV ×2 = 0.75V . Because the
quasi-ballistic device is well saturated at VDSi = 0.7V , it may be further reduced without
significantly affecting the performance.

Summary and Design Perspectives

It is important to balance different equivalent circuit elements to maximize the performance
through fine-tuning the device design. Increasing the RSD thickness is beneficial to the
series resistance, but comes at a cost of increasing the parasitic capacitance. While reduced
spacer thickness is effective for increasing gmi (Fig. 5.11(d)-(f),) it also increases the RSD
capacitance (Fig. 5.13 and 5.14, (a)-(f).) To achieve a high gmi, another effective strategy
is to use a moderate spacer thickness and to diffuse the dopants for a sufficient time to
eliminate source and drain doping underlap. Meanwhile, increased diffusion time reduces
the doping concentration in the RSD, which increases the Rs and Rd (Fig. 5.13 and 5.14,
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Figure 5.13: Extract (a)-(c) Cgse1, (d)-(f) Cgse2, (g)-(i) rs, and (j)-(l) the voltage drop on
the RSD for the source side at VGSi=0.45V and VDSi=0.7V. The same column of subplots
represents the same type of device structure as indicated in (a)-(c).
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Figure 5.14: Extract (a)-(c) Cgde1, (d)-(f) Cgde2, and (g)-(i) rd, and (j)-(l) the voltage drop
on the RSD for the drain side at VGSi=0.45V and VDSi=0.7V. The same column of subplots
represents the same type of device structure as indicated in (a)-(c).
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(c) Nitride Spacer + Faceted RSD
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Figure 5.15: Extracted ft at at VGSi=0.45V and VDSi=0.7V for various device structures and
process parameters. Legends are shared by all the subplots. The same column of subplots
represents the same type of device structure as indicated in (a)-(c).

(g)-(i).) Since a generally low series resistance can be achieved for the RSD structure, the
performance degradation due to RSD is dominated by the parasitic capacitance. Therefore,
a relatively thin RSD, a moderate spacer thickness, and a sufficient dopant diffusion time are
preferred to reduce the parasitic capacitance while maintaining a high intrinsic performance.
However, the diffusion time also affects the short channel effect (Fig. 5.11(g)-(i)) and the
outer fringing field capacitance for the spacer extension regions (Fig. 5.12). It should be
carefully controlled to ensure well-engineered spacer regions without causing significant S/D
overlaps.

Fig. 5.15 summarizes the overall performance. For simulations with vertical RSD, the
6nm spacer thickness is ideal for maximizing the ft because of the trade-offs between parasitic
capacitance and gmi (Fig. 5.15(a)(b),) while a narrower spacer is preferred for the faceted
RSD structure because the thickness has a smaller impact on the RSD parasitic components
(Fig. 5.15(c).) There also exists a trade-off between the SS and the gmi and hence the
fti through adjusting the spacer thickness and dopant diffusion time (Fig. 5.15(d)-(f).) For



CHAPTER 5. PERFORMANCE MODELING OF QUASI-BALLISTIC NCFET 68

vertical RSD structures, an increased spacer thickness helps reduce the SS given the same ft.
The simulations with 6nm air-gap spacers, 10∼15min dopant diffusion time, and 20nm-thick
RSD achieves the highest ft without sacrificing the SS (Fig. 5.15(b)(e)) within the explored
design space. The design provides ft over 650GHz, while the SS is about 73mV/dec. The
simulations with conventional RSD and nitride spacer reaches ft over 400GHz, which is
about 20% improvements from the state of the art with a similar device structure at room
temperature [86].

5.5 Conclusion

Process simulations combined with experimentally-calibrated device models are used to pre-
dict NCFET performance fabricated with modern nanoscale CMOS technology. The channel
characteristics are realistically estimated through MC simulations which captures the quasi-
ballistic carrier transport. The high intrinsic performance and the reduced susceptibility to
parasitic capacitance due to the NC gate stack enable high ft that outperforms the state of
the art. Further design space explorations with different RSD structures indicates that ft
as high as 650GHz can be achieved in a structure optimized with air-gap spacers, which is
suitable for the next-generation high-speed electronics.



69

Chapter 6

Dynamical Effect of Excess Carriers
On SOI FeFET Memory Operations

6.1 Introduction

Prior works on FeFET devices have focused on modeling the physics of the ferroelectric layer
to enable larger memory windows and thereby demonstrate concepts for high-performance
memory alternatives [96, 97, 98, 99]. These works have emphasized the precise modeling of
ferroelectric switching and domain dynamics through matching experimental parameters to
fit either Preisach’s or Landau-Khalatnikov’s (LK) model [100]. As a result of this focus,
the charges in the silicon channel are usually assumed to instantly redistribute and achieve
the steady state. However, such assumptions about the channel dynamics may not hold
for all devices, such as those exhibiting SOI characteristics. For example, in SOI devices,
applying a negative VG leads to large hole accumulation and while these carriers remain,
the device experiences associated decay transients. This is the same phenomenon commonly
observed in capacitor-less (0-C) DRAM cells [101, 102, 103]. Our work focuses on this aspect
and hence on the interplay between the ferroelectric-induced electrostatics and the channel
carrier dynamics in SOI-based FeFETs, a class of compact FeFETs that can potentially
be integrated into advanced CMOS platforms. The physics-based simulations are targeted
at understanding the channel physics which does not require precise modeling of the FE
switching, and a single-domain LK-based model for the FE layer suits our purpose to generate
a clean physical picture. Nevertheless, the insights drawn from our simulations are generally
applicable to FE models with more complicated domain structures and dimensions [104,
105]. 1

Our findings suggest that the GIDL-induced hole generation increases the electric field
experienced by the ferroelectric layer, thereby accelerating the device’s program (PGM)
operation. The holes generated are also retained during the zero-bias hold and readout
phases due to weak diffusion/recombination effects, causing reduced depolarization via car-

1The content of this chapter is based on [106].
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Figure 6.1: 2D schematic of the TCAD-simulated SOI-FeFET device.

rier screening [107, 108, 109]. The study of these excess hole dynamics and FE polarization
transients provides new insight into the device physics governing the behavior of the FeFET,
particularly regarding potential benefits utilizing the SOI structure. This in turn informs
the future design of optimal FeFETs and their integration into modern CMOS technology
as a superior memory alternative.

This chapter is organized as follows. In section 6.2, we discuss the simulation model and
outline the FeFET device parameters. In section 6.3, we present our simulation results on
the hole generation and retention, followed by further investigation on the device readout.
We then discuss design takeaways drawn from our results in section 6.4. Finally, section 6.5
concludes the article.

6.2 FeFET Design and Simulation Model

We use Sentaurus TCAD [25] to simulate an n-type FDSOI FeFET shown in Fig. 6.1. The
ferroelectric switching is modeled with the LK equation with a small domain-interaction
term. The use of the LK model for domain switching in ultra-scaled ferroelectric devices
was previously demonstrated [105]. The coefficients in the LK equation are set to match the
parameters specified in table 6.1, which were selected based on experimental demonstrations
of HfO2 -based ferroelectrics reported previously [65, 67, 110, 111, 112].

Experimentally, material parameters such as the remanent polarization and permittivity
can be tuned by varying the ferroelectric doping and deposition methods [110, 113, 114].
The ferroelectric thickness and gate length are selected to follow our previous experimental
results, and the gate metal work function is matched to tungsten (W). For the silicon channel,
drift-diffusion carrier transport models are solved self-consistently with SRH recombination
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Parameter Value
Gate Length (LG) 90 nm
Ferroelectric Thickness (tFE) 5 nm
Ferroelectric Permittivity (εFE) 27.3 ε0
Coercive Field (EC) 1MV cm−1

Remanant Polarization (Pr) 4 µCcm−2

Channel Doping (NCH) 1× 1017 (p)
Source/Drain Doping (NS, ND) 1× 1020 (n)
Interfacial Oxide Thickness (tox) 0.7 nm
SOI Thickness (tSi) 12 nm
Contact Resistance (R) 1 kΩ − µm

Table 6.1: Selected device paramters

and non-local path band-to-band tunneling. The SRH recombination lifetime in our setting
is 2 ns for both electrons and holes to give a conservative estimate of excess carrier lifetime.

6.3 Results and Observations

To demonstrate low-power operations, we use relatively small PGM and erase (ERS) voltages
of ±1.5V in our simulations. Here, we define our PGM state as the low-current, high-VT

“OFF” state when a negative VGS is applied, and vice-versa for the ERS state. The device
is first programmed for 5 µs to ensure saturated polarization. The required PGM/ERS time
for this device varies with applied VGS and VDS, but is generally less than 3 µs. The device
is then held at VGS = VDS = 0V (defined as the “zero-bias hold” or interchangeably as the
“hold” stage). The time for which this bias is maintained will be henceforth referred to as
the “zero-bias-hold time” or interchangeably as the “hold time” (TH0).

GIDL-Induced Hole Accumulation

Fig. 6.2 shows the ID-VG characteristics of our simulated device after different hold times.
The waveform used here follows the fast VG-ramp readout scheme described in Ref.[115].
A notable observation from Fig. 6.2 is the shift in VT with hold time during the high-VT

state, while the threshold voltage during the low-VT state remains constant for hold times
sufficient for the polarization to switch in our settings (in this case, roughly greater than
1 µs). The shift in VT suggests unusual carrier dynamics, which prompts us to look into the
carrier distribution and electrostatics during the PGM phase.

Fig. 6.3a shows the lateral band diagram after PGM at a region close to the silicon/oxide
interface. Due to the large electric field at the interface induced by the −1.5V gate bias
and the 0.5V drain bias, a band-to-band (B2B) tunneling path is generated at the channel-
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Figure 6.2: ID-VG readout after different zero-bias-hold times. Solid: high-VT phase.
Dashed: low-VT phase. The rapid waveform ramp time of 5 nsV−1 ensures no polarization
switching occurs during the readout. The magenta curve shows slightly different polarization
values than the other curves due to a short hold time which is insufficient for the ferroelectric
to reach its equilibrium polarization at VGS = 0V.

(a) (b)

Figure 6.3: (a) Band energies (blue) and hole band-to-band generation rate (green) of a
horizontal cross-section taken in the silicon channel (Y= 11 nm, 1 nm from the interfacial
oxide.) A large hole generation is observed in the channel close to drain, due to band-to-band
tunneling. (b) A 2D plot showing the hole concentration of the entire device. A large hole
concentration on the order of 1020 cm−3 is observed at the cross section where (a) is taken.
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drain edge [116]. Since the channel hole quasi-Fermi level (Efp) is higher than the drain
electron quasi-Fermi level (Efn) at the bias condition, there is a tunneling of electrons from
the channel valence band into the drain conduction band, or effectively, hole tunneling into
the channel. As the channel hole concentration increases, channel valence band energy (Ev)
and Efp are brought down, reducing the junction field and the carrier distribution difference
between the channel and the drain. The device eventually reaches a steady state where the
hole injection through tunneling balances with the small hole outflow into the source through
diffusion, as indicated by the proximity of the quasi-Fermi levels in Fig. 6.3a at the end of
PGM. As a result of the SOI floating body effect, the channel hole concentration (Fig. 6.3b)
reaches an extremely high value of 7.3 × 1020 cm−3 at the channel/gate stack interface, far
exceeding the near-equilibrium carrier statistics of a bulk device. This provides a boost to the
programming electric field on the ferroelectric layer, resulting in a larger polarization window
at a given PGM voltage. Notably, this GIDL-induced hole accumulation is also observed
for low-VDS PGM operations (VDS = 0.05V). When the band-to-band tunneling model is
turned off in the simulation, the electric field during the PGM phase becomes insufficient for
the ferroelectric polarization to switch, which proves the importance of hole accumulation to
enable low-voltage switching for SOI FeFET. The GIDL-induced hole accumulation in SOI
devices has been observed experimentally, and is known to be the main operation principle
for capacitor-less DRAM technology [102, 101]. Due to this large number of excess holes,
the effect of hole dynamics on the FeFET device operation is not negligible for the PGM
state.

Extended Hole Retention Time

To investigate the effect of hole dynamics on the device operation, we adapt a transient
program-readout pulse sequence, shown in Fig. 6.4. A readout VGS of 1V (VDS = 0.5V) is
selected to give the maximum read margin based on the ID-VG characteristics in Fig. 6.2.
The device is then held at VGS = VDS = 0V before the readout pulse is applied. The voltage
waveform described here is similar to that used in Section III A, but with a constant VGS

pulse for readout. The carrier dynamics during the zero-bias hold are examined in Fig. 6.5.
During the hold in the low-VT (i.e. ERS) state, the time required to reach steady-state hole
concentration and FE polarization mainly varies with ρ, a term describing the polarization-
switching time in the LK equation [117, 118, 57, 119]. This trend suggests that polarization
switching is the dominant mechanism in the ERS state. In the high-VT phase, however, the
excess holes generated by GIDL during the PGM operation are retained throughout the 1 s
hold (Fig. 6.5a). Unlike in the low-VT phase, the high hole concentration is not strongly
affected by ferroelectric switching, as seen from its invariance with ρ. The polarization boost
for the PGM state due to the excess holes is retained during the hold, but slowly decays
(Fig. 6.5b) as the hole concentration decays.

In contrast, no excess-carrier related evolution was observed for FE polarization in the
ERS state which is associated with low hole concentrations. The large hole retention time
can be explained by the weak channel hole leakage effects in the activated models. The hole
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(a) (b)

Figure 6.4: Waveform schematics for writing and reading (a) high-VT (PGM) and (b) low-
VT (ERS) states. The hold operation is defined as the stage where VGS = 0V. The readouts
for both states are conducted at VGS = 1V and VDS = 0.5V. The read time is on the order
of ns.

(a) (b)

Figure 6.5: Transient evolution of (a) Hole density in the Si channel and (b) Ferroelectric
polarization during zero-bias hold with different ρ. Solid curve: high-VT phase, dashed
curve: low-VT phase. Reduced hole screening causes the polarization to degrade during hold
of high-VT phase, while the polarization during the low-VT phase remains at a constant
value during longer holds.
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Figure 6.6: A demonstration of the device’s VT shift; as the zero-bias hold time TH0 increases
from 10 µs to 1 s, the PGM VT (red) steadily decreases from 1.12V to 1.02V, while the ERS
VT (black) remains unchanged.

diffusion current through the source and drain is limited by the potential barrier formed at
the body p-n junction interface and hence remains low during the hold. The band-to-band
recombination is weak during the hold due to the insufficient electric field at the channel-
drain junction. Finally, even though the SRH recombination lifetime is set on the order of
ns, we observe a hole retention time far beyond the nominal carrier lifetime as the carrier
recombination is dominated by the low electron concentration. The recombination rate is
further reduced by changes in barrier heights, which will be explained in the next subsection.

For PGM state during hold, the reduction of channel holes (Fig. 6.5a) should lead to
increased conduction band energy at a given bias and hence increased VT , but the corre-
sponding reduction of the FE polarization (Fig. 6.5b) is expected to have the opposite effect.
The polarization effect on the VT outweighs the hole electrostatic effects in our setting as
the overall VT decreases during hold (Fig. 6.6) for TH0 in a regime that is dominated by
excess hole dynamics. For ERS state, the VT is unchanged at the corresponding TH0 as the
device is in steady state. As a result, the memory window reduces during hold, which can
also be interpreted as the excess holes resulting in temporary boost to the memory window.

Effect of Carrier Dynamics on the Device Readout

To further investigate the effect of hole dynamics, we plot the device readout transients
after different zero-bias hold times. Fig. 6.7a shows the resulting read margins. While the
readout current remains roughly flat in the low-VT phase, there is a sub-ns delay in the high-
VT readout before reaching a quasi-steady-state current which remains almost unchanged
in ns time scales. This delay can be explained by the hole diffusion-limited mechanism,
resulting from the large number of channel excess holes during the readout (Fig. 6.8a). To
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(a) (b)

Figure 6.7: (a) Log drain current during readout (defined as the readout current) after
different zero-bias-hold times, ρ = 2.25 × 105. Solid: high-VT , dashed: low-VT . The low-
VT readout currents for hold times greater than the polarization switching time are identical
and remain flat throughout. The plot is zoomed-in to sub-ns for better visualization of the
decay. (b) Maximum read margin, defined as the ID ratio of the quasi-steady-state drain
current for the two states in (a), as a function of hold time. The arrows to the right show
the time scale dominated by the LK equation, while the arrows to the left indicate the hole-
dynamics-dominated zone, particularly during the high-VT phase.

understand the different carrier contributions to the readout current, we visualize the source
hole and electron currents separately. Fig. 6.8b shows a large hole current from channel
to source that is consistent with the initial decay in the overall readout, suggesting non-
negligible hole diffusion outflow due to a large concentration gradient and reduced junction
field. Fig. 6.9 further illustrates the hole diffusion-initiated carrier dynamics. As holes flow
from the channel into the source, the reduction in the net positive charges causes an increase
in the conduction band energy (Ec). Because the potential barrier rises, fewer electrons
are injected from the source into the channel. As a result, the source electron current
(Fig. 6.10a) continues to decrease until a quasi-steady-state hole concentration is reached.
The barrier modulation effect also extends the hole lifetime during hold and readout. Since
the electron statistics in the channel are dominated by the source Fermi level, the increase
in the channel Ec results in a lowered channel electron concentration, hence reducing the
carrier recombination rate.

As the hold time increases, the quasi-steady-state readout current in the high-VT phase
increases, which reduces the maximum read margin. This is explained by the effect of ferro-
electric polarization on the source electron injection current. Fig. 6.7b shows the maximum
read margin as a function of hold time, and these variables are plotted for different ρ values
to distinguish the effect of polarization switching from the carrier dynamics. We find these
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(a) (b)

Figure 6.8: (a) Log hole density vs. time during readout in the high-VT phase for different
zero-bias-hold times. The hole density reaches quasi-steady state within 0.5 ns. (b) Hole
source current during readout of the high-VT phase. The hole current decreases with in-
creasing hold time due to lower hole concentration, hence diffusion. The quasi-steady-state
hole current at TH0 = 100 ns is slightly lower than TH0 = 10 µs because of incomplete polar-
ization switching in the ferroelectric at short time scales.

Figure 6.9: Energy band diagram at the start (dashed) and end (solid) of the high-VT state
readout. The increases as holes (purple) flow into the source, which increases the energy
barrier for the injection of source electrons.
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(a) (b)

Figure 6.10: (a) Electron source current during readout of the high-VT phase. The quasi-
steady-state electron current increases with increasing zero-bias-hold time. (b) Conduction
band energy of a vertical cross section showing the Si/SiO2/FE stack at the end of high-
VT readout. The electron quasi-Fermi levels at the source are aligned for all the cases.
The reduces as the hold time increases because of reduced polarization, which leads to an
increased quasi-steady-state electron source current in (a).

characteristics highly correlated to the polarization difference between PGM and ERS states
in Fig. 6.5b. The initial drops in the characteristics are due to the polarization responses to
the change of VGS from the write voltages to 0V, as governed by the LK model. For the PGM
state, the polarization continues to decrease beyond the LK switching point because of re-
duced hole screening during the hold. This effect can be quite pronounced as seen in Fig. 6.5b
in which the read margin is reduced by more than a half with the increase of hold time. The
effect of polarization screening on the carrier transport during readout is further illustrated
in Fig. 6.10b. As the hold time increases and the excess hold concentration reduces, the
corresponding reduction in the ferroelectric polarization leads to a lowered conduction-band
energy in the silicon channel and therefore a higher electron injection current from the source
in quasi-steady state (Fig. 6.10a).

6.4 Design Perspectives

Benefits Due to the Hole Accumulation

The accumulation of holes in the channel enables low-VGS switching, accelerates the PGM
operation, and boosts the polarization window through the increased electric field experi-
enced by the ferroelectric layer. Due to extended hole retention, the boosted polarization is
retained throughout the hold stage. Despite the initial transient read delay due to excess
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hole dynamics, the augmented polarization window offers some crucial design advantages
over bulk devices with an MFIS gate stack, where the depolarization effect has been known
to cause retention degradation due to incomplete charge screening [108]. In our SOI struc-
ture, the accumulated holes in the channel effectively compensate the depolarization field
during the readout, leading to larger read margins over short hold times [107].

Strategies for Removing the Excess Carriers

Another important point of discussion is the ability to remove the excess holes in the channel
during the high-VT state, which may be desirable in order to avoid the read delay or to
ensure a constant read margin regardless of hold time. One potential method is to create
a tunneling path for hole outflow by applying a drain bias, which requires two conditions
to hold. Firstly, the electric field at the drain edge has to be large enough, and typically
band-to-band tunneling does not occur unless the channel Ev is higher than the drain Ec.
Secondly, the channel EFp has to be lower than the drain EFn so that the net electron flow
is from the drain conduction band to the channel valance band. A narrow window of VDS

can satisfy both conditions at the same time, as the first condition fails if VDS is too low
(Fig. 6.11a), and the second condition fails if VDS is too high (Fig. 6.11c). Furthermore, a
carefully chosen VDS (Fig. 6.11b) will still result in a minimal hole outflow, and the outflow
diminishes as the initial reduction of channel hole concentration results in raised EFp. In
Fig. 6.11d, the hole concentration remains at the order of 1020cm−3 during hold regardless
of the VDS . The small tunneling outflow at VDS =0.8V contributes to negligible difference
to the initial hole evolution, while the increased VDS blocks the hole diffusion into the drain
side and hence results in reduced total hole outflow in the long run. The results suggest
that applying a large VDS during hold will not be effective for removing holes in this device
configuration, but might be a good way to retain memory window. Alternatively, the hole
outflows through diffusion can be modulated through the gate voltage as demonstrated in
III-C where an increased VGS leads to rapid hole removal. Therefore, the excess holes removal
during hold can be achieved through gate bias or work function engineering to reduce the
potential barrier height for the holes in the PGM state.

Summary and Trade-Offs

In summary, the hole accumulation in SOI-FeFETs can give rise to potential benefits in the
programming and retention of the device. To optimize these benefits in real designs, one
needs to keep in mind the caveats regarding transient read delay and hold-time-dependent
read margin caused by the excess carrier dynamics discussed in the previous section. By
changing the bias conditions, it is also possible to control the carrier dynamics in other
stages and hence extend the application space and efficiency of such devices. Nevertheless,
effective control of the carrier dynamics will require more precise designs on the electrostatics
and other physical parameters.



CHAPTER 6. DYNAMICAL EFFECT OF EXCESS CARRIERS ON SOI FEFET
MEMORY OPERATIONS 80

(a) (b)

(c) (d)

Figure 6.11: Lateral band diagrams with quasi-Fermi levels taken at Y= 0.011 during the 0
VGS hold with applied drain bias. (a) VDS = 0.5V (b) VDS = 0.8V, and (c) VDS = 1.0V.
(d) The channel hole concentration as a function of zero-bias hold time, for the 3 different
VD values. Note that the point at which the hole concentration begins to level off varies
significantly with the chosen drain voltage. The high hole concentration and associated ∆Vt

below 1 µs is related to incomplete polarization switching.
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6.5 Conclusion

We have modeled an n-type SOI-FeFET in TCAD and observed GIDL-induced channel
hole accumulation at a negative VG for device programming. The GIDL-induced hole ac-
cumulation increases the ferroelectric electric field, and hence enables low-VGS , fast PGM
operations, and enhanced memory windows. The hole retention time is found beyond ms due
to weak diffusion and recombination effects during the zero-bias hold. Hence, the extended
hole retention, and thus the polarization boost, are carried over to the readout stage. The
conclusions can be easily generalized to p-type SOI-FeFET memories which benefit from the
extended retention of excess electrons. Despite some caveats on the initial readout delay and
hold-dependent read margin, with careful considerations and optimizations on the electro-
statics, designers can potentially utilize the carrier dynamics in this device configuration to
obtain improved operation speed and memory retention.
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Chapter 7

Conclusions

7.1 Chapters Summary

The main motivation of this dissertation is to understand the physics of the Ferroelectric and
NC gate stack, to analyze its interplay with the channel electrostatics for scaled MOSFETs,
and to shed lights on the device optimizations based on the understandings. Chapter 1 pro-
vides an overview of the background and prospects of the advanced gate stack researches.
The fundamental principles of the negative capacitance effect and multi-domain considera-
tions are discussed, followed by a review of the research progress for NCFETs and FeFETs
with Hf-based ferroelectric gate stack. Such systems show promising prospects for both
process and structural integration, enabling reduced-voltage operations.

Modeling of NCFET Experiments

In chapters 2, 3, and 4, combined modeling-experimental studies were focused on CMOS-
compatible NCFET structures demonstrating potential amplification effects without hystere-
sis. In chapter 2, the fast response of the NC effect is confirmed through the Ring Oscillator
(RO) modeling and experiments. The consistency between the device characteristics in DC
and the RO transient response was demonstrated over multiple VDD with per-stage delay
down to less than 10ps. This is the experimental validation for the response speed of NCFETs
at the shortest time scale that has been reported to date.

In chapters 3 and 4, we focused on anomalous transistor characteristics that are not
explainable with classical “higher-κ” gate stack scaling trend. The experimental results
described in chapter 3 are characterized by a Cg increase for the NCFET as the Lg reduces.
This is in contrast with the Cg decrease due to subsurface leakages for FDSOI devices with
linear gate dielectrics. The experimental results described in chapter 4 are characterized
by a reversed trend for SS as a function of ID, and the non-monotonic improvements of
gate control from the controlled MOSFET to the NCFET as a function of Lg. TCAD
models are developed to capture the polarization responses in the NC gate stacks through
the calibration to controlled and NCFET experiments. For each of the studies, the TCAD
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model successfully captured the difference between the controlled MOSFET and NCFET
and quantitatively reproduces the experimental results over multiple Lg and VDS through
a Landau model with consistent parameters across all the NCFET simulations. The non-
conventional trends can be explained with the non-linear potential amplification effect as
described by the “S-shaped” polarization-electric field response of the FE layer, a distinct
behaviour of the NC state that has been theoretically predicted and measured from simple
material stack systems [21, 22].

NCFET Design

The non-linearity discovered in chapter 3 and 4 have important implications on the NCFET
design. As the NC effect depends on the external electric field, an optimized NCFET should
have the maximized potential amplification effect at the operation biases. We pointed out in
chapter 4 that this could be achieved by introducing fixed charges or long-range dipoles into
the gate stack, which effectively modulates the built-in electric field in the FE layer. When
this can be achieved, the NC gate stack can lead to substantial improvements in ultra-scaled
devices.

In chapter 5, the performance for short-channel SOI NCFET devices are projected with
a realistic setting based on existing technologies, NCFET experimental results, and self-
consistent device calculations with Monte-Carlo simulations for carrier transport. The im-
proved EOT from the state of the art SOI technology and the non-degraded low-field mobility
lead to ft over 400GHz with the same type of spacer and raised source and drain modules
as [86]. With the help of air-gap spacers, ft over 650GHz is expected for the optimized
NCFET. The relatively low susceptibility to the parasitic capacitance of the NCFET is the
key enabler to the high-speed operation.

SOI FeFET Modeling and Design

In chapter 8, we pointed out the importance of the excess minority carrier in the program
operation for SOI FeFET. The excess hole accumulation induced by the GIDL effect is a
phenomenon specific to the n-type SOI MOSFET structure, and we investigated the op-
portunity to exploit it and enhance the memory writeability. We found that the effect can
provide a significant boost to the electric field in the FE layer during programming, but is
accompanied with hole transients that affect the read operation. Design insights are drawn
from the findings, and strategies for device design with the awareness to the excess carrier
effects are discussed. When the devices are designed properly, this unique property of SOI
memory devices can be utilized to improve the FeFET write speed and retention.
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7.2 Future Works

Extended Validation of NC Response Speed

The NC response speed study in chapter 2 is based on the distinguishable difference in the
RO currents and delay that would otherwise not exist without the NC effect. The study
in this dissertation was limited by the lower ON current of the RO NCFET devices than
the control FinFET for large VGS, making it unclear whether the NC effect persists at high
VDD. Therefore, the validation was focused on relatively low VDD at which an NC effect
could be confidently identified. To extend the validated delay and operation bias range, it
would be ideal to test the RO that is made with well-engineered NCFETs that show clear
NC effects at high biases in the DC measurements. This would allow for the validation to be
confidently applied to high VDD which corresponds to reduced per-stage delay. Alternatively,
response speed of the NC effect can be studied through RF transistor measurements, and
[84] demonstrated gain measurements with oscillations up to the order of 10GHz. Further
optimizing the RF transistors with the design discussed in chapter 5 would reduce the effect
of unwanted parasitics and hence enable probing of the NC speed at increased frequency.

Future Directions for NCFET Optimizations

The device optimizations in chapter 5 where focused on the performance in the ON state.
The EOT was assumed to be a constant based on the CV measurements that could be
captured by linear gate stack simulations. However, as shown in chapter 4, it is possible that
non-linearity is present in the sub-threshold regime, and careful analysis of the complete
transfer characteristics is required to identify these effects. When the OFF current is at
stake, one may engineer the fixed charge of long-range dipoles in the gate stack to maximize
the capacitance matching effect in the sub-threshold regime. Another possible way to further
optimize the device is through the gate stack. While the gate stack is fixed in chapter 5,
additional design parameters such as the IL thickness might have a significant impact on the
performance. For example, a moderately reduced IL thickness through SiO2 scavanging may
degrade the mobility but enhance the intrinsic capacitance, and the overall effects for short
channel devices have yet to be understood. Besides, enhanced NC effect stronger than that
in the present study is possible and may allow for further scaling and hence performance
improvements. Extensive experimental works on the CV and mobility are required for such
investigations, but the methodology developed in this study will be generally applicable with
the measured characteristics.

Realistic FeFET Modeling

The SOI FeFET study is focused on the channel carrier dynamics and its effect on the
electric field in the gate stack, while the FE model was intentionally idealized to allow for a
clean analysis of the effects of interest. While the conclusion was expected to be qualitatively
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applicable to realistic FE memory, the impact of the excess carrier effect on multi-domain FE
polarization states has not been quantitatively understood. The modeling of multi-domain
FE states in scaled transistor itself is a topic that requires extensive researches, and it is the
key to study and engineer the variations of FeFET memories and thus establishing relevance
of this technology.

Concluding Remarks

The modeling and simulation works are intended to provide guidelines to design and under-
stand future experiments. Therefore, the majority of the works in this dissertation should
be substantiated by experiments which further test or utilize the models. These can also
result in possible extensions or corrections of the models as discussed above.
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