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Mono and bilayer graphene are novel carbon materials with many remark-
able properties. Their electronic properties, including the basic band structure,
can be tuned by electrostatic gating. Calculation of the effect of the gate requires
solving self-consistent screening problem. An overview of the electronic properties
of graphene system is given in Chapter 1. Chapter 2 illustrates the physics of Dirac
fermion on the example of a graphene p-n junction. The results are shown to be
essential for experimental verification of Klein tunneling in graphene. Chapter 3
discusses the effect of gating on bilayer graphene and how their signatures have
been observed by the IR spectroscopy. Chapter 4 discusses the theory of semiclas-
sical Landau quantization in bilayer subject to both electric and magnetic fields.
This explains the role of the Berry phase, valley polarization.
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Chapter 1

Overview and Introduction

1.1 Introduction

Carbon based systems have shown tremendously versatilities in that not
only is carbon atom the base of all organic chemistry, the flexibility in the bond-
ing behavior allows for an unlimited number of structures with a large variety of
physical characteristics. This work study a system that consists only of carbon
atoms, graphene–a two dimensional allotrope of carbon–which is the basis for the
understanding of the electronic properties in other carbon-only system. The car-
bon atoms in graphene occupy a honeycomb structure or equivalently that it has
a hexagonal crystal structure with two atoms per unit cell.

Graphene is the basic building block of other carbon-only systems with
perhaps the exception of diamond. For example, Fullerenes are molecules in which
carbon atoms are arranged spherically and therefore is a zero-dimensional object.
Fullerenes can be thought of as wrapped-up graphene because it can be obtained
from graphene with the introduction of pentagons defects that creates positive
curvature. Carbon nanotubes are obtained by rolling a graphene sheet along a
particular direction. Carbon nanotube also consists only of hexagon and can be
thought of as a one dimensional object. Finally, graphite, the most common form
of carbon, is obtained by stacking graphene layers with only the weak van der
Waals force coupling between the layers. This weakness of interlayer coupling is
what makes pencil useful.

1
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Being such an abundant material, it is perhaps somewhat surprising that
only centuries [5] later a single atomic flake of graphene was finally isolated in the
laboratory. In order to isolate and identify graphene flakes, one would first need
the experimental tools to search for one-atom-thick [6]. The optical effects that
graphene sitting on top of SiO2 substrates [5] finally allows its observation with
optical microscopy [7].

The band structure of graphene was first written by P. R. Wallas who
showed that graphene is a gapless semimetal. [8]. His work was done in the con-
text of research in graphite. During the ensuing years, the study of graphite cul-
minated with the Slonczewski-Weiss-McClure (SWMc) band theory of graphite,
which describes the electronic property of this material [9, 10] and agrees well
with the experimental data [11, 12, 13, 14, 15, 16]. The SWM model is however
unable to describe the van der Waals-like interactions between graphene planes,
a problem that requires the understanding of many-body effects that go beyond
the band-structure description [17, 18, 19]. This issue of course do not concern
graphene monolayer but would be present in the cased of stacked graphene system
such as bilayer or trilayer. Stacking can therefore change the electronic properties
of considerably and as we will see in Chapter 3 and 4.

A major reason that graphene has attracted much attention, especially by
theoreticians, is that its low-energy excitations are massless, chiral, Dirac fermions.
The low energy spectrum of graphene is that of two Dirac cones and in neutral
graphene the chemical potential is at exactly the Dirac point where the tip of the
two cones meet (see Sec. 1.2). The low energy dispersion then mimics the physics
of quantum electrodynamics (QED) for massless fermion except that the fermion
in graphene moves with Fermi velocity vF , which is a about 300 times smaller than
the speed of light c. As a result, graphene is a condensed matter system in which
one can potentially observe many of the unusual properties of QED, albeit with
the slower “light speed”[20, 21, 22].

One such interesting feature of Dirac fermion is their behavior under an
external electrostatic potential due to the so-called Klein paradox. That is, under
an external potential, the Dirac fermions can be transmitted with probability one
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through a classically forbidden region [23, 24]. In QED where the charged fermion
electron is massive, Klein tunneling occurs only for large electric field that creates a
potential energy difference of order mec

2 within the tunneling distance, an impos-
sible feat. In graphene where we have massively quasiparticle, however, it is clearly
possible. Indeed, Klein tunneling is the basis on which the transport properties of
graphene p-n junction can be explain (See Chapter 2). It’s been noted [24] that
Dirac fermion behave unusually in the presence of a confining potentials, leading
to the phenomenon of Zitterbewegung, or jittery motion of the wave function. In
graphene, confining potential of electron and hole is always present due to unavoid-
able disorder in any material. Therefore, the effect of disorder on the electrons in
graphene and its transport properties has attracted a lot of interests. The starting
point of all these is the band structure of graphene, which one can obtain from a
tight-binding description.

1.2 Single Layer Tight-binding Hamiltonian

Here we give a quick overview of the Dirac particle nature of graphene’s low
energy Hamiltonian. Wallace [8] first computed the band structure of graphene in
the context of the study of graphite. The lattice stucture and the corresponding
first Brillouin zone in the reciprocal lattice space shown in Fig. 1.1 Within the tight-
binding model, graphene monolayer has the following Hamiltonian as function of
reciprocal space vector q:

HMLG = −γ0

 0 Sq

S∗q 0

 , (1.1)

where γ0 ≈ 3.0eV is the nearest neighbor hopping integral. Here, as in Wallace[8],
we define the dimensionless in-plane hopping amplitude

Sq = exp (−i δ1 · q) + exp (−i δ2 · q) + exp (−i δ3 · q) , (1.2)

in which δ1 =
(
−
√

3
2 ,−

1
2

)
δ0, δ2 =

(√
3

2 ,−
1
2

)
δ0, and δ3 = (0, 1) δ0 are the three

lattice vectors (Fig. 1.1).
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Figure 1.1: Atomic lattice vectors and first Brillouin zone of the corresponding
reciprocal lattice space of graphene. The lattice constant δ0 ≈ 1.44Å. Since there
are two atoms per unit cell, the six corners of the Brillouin zone consists of two
classes of inequivalent points called valley, denoted K+ and K−

The monolayer graphene Hamiltonian Eq. (1.1) can be diagonalized to yield
the band structure. We find that E (q) = ±γ0|Sq (q) |, and

|Sq|2 = 3 + 2 cos
(√

3py
)

+ 4 cos
(3

2px
)

cos
(√

3
2 py

)
(1.3)

A plot of the band along few edges of the Brillouin zone is plotted in Fig. 1.2.
The low energy behavior of graphene is dominated by excitation near the

two inequivalent K-points (valleys). Expanding Sq about each:

Sq (±K + p) ' −3
2 (± px + ipy) , (1.4)

in which we take the +[−] sign for the K+[K−] valley. The Hamiltonian near each
valley takes the form:

H±MLG = v0

 0 π±

(π±)∗ 0

 , (1.5)

where π± = ±px + ipy = ± pe±iϕp and v0 = 3
2
γ0δ0
~ is the Fermi velocity. v0 ≈ 108.

Eq. (1.5) is the Hamiltonian for a massless Dirac particle. It can be rewrit-
ten as

H± = σ± · p (1.6)

with σ± ≡ ±σx x̂ − σy ŷ. σx and σy are the Dirac matrices. Eq. (1.6) is not
manifestly covariant. For completeness, the full time-dependent Schrödinger-Dirac
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Figure 1.2: Monolayer graphene energy band along few edges of the Brillouin
zone.

equation in Lorentz covariant form is:

0 = γµ∂µ ϕ , (1.7)

with γ0 = σz, γ1 = i σy, and γ2 = −i σx. Written in this form, one can easily
perform a Lorentz boost by using the matrix in spinor space:

Λspinor (θ, n̂) = exp
(
θ

2 n̂ · σ
)
. (1.8)

Eq. (1.8) corresponds to boost in the n̂ direction with speed β = tanh θ.

1.2.1 Zero magnetic field

Well known from previous literature [25], the band structure of bilayer
graphene is shown in Fig. 1.3. In this section we summarize its main properties,
focusing on analytic results.

The unit cell of a graphene bilayer, depicted in Fig. 1.4, consists of four
atoms, which we label u, v, ũ, and ṽ. The underlying Bravais lattice is the trian-
gular Bravais lattice of either honeycomb monolayer (Fig. 1.1). The Bravais lattice
sites are at locations R = n1 a1 + n2 a2, where a1 = a0 x̂ and a2 = a0

(
1
2 x̂ +

√
3

2 ŷ
)

are primitive direct lattice vectors, n1,2 are integers, and a0 = 2.461Å is again
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Figure 1.3: BLG band dispersion as a function of εk = ~v0k, where k is the
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degenerate. The dashed curves show their dispersion calculated from Eq. (1.14)
for the interlayer bias 2U = 240meV. In a finite field, the bands acquire a pseudo-
Zeeman shift, Eq. (4.36), opposite in the two valleys. The solid curves show the
result for K+ at B = 5T.
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the lattice constant. The corresponding elementary reciprocal lattice vectors are
b1 = 4π

a0
√

3

(√
3

2 x̂ −
1
2 ŷ
)
and b2 = 4π

a0
√

3 ŷ. The three nearest neighbor separation
vectors δ1,2,3 are given by δ1 = −1

3 a1− 1
3a2, δ2 = 2

3 a1− 1
3a2, and δ3 = −1

3 a1 + 2
3a2,

each of length |δj| = a0/
√

3 = 1.42Å. The in-plane locations of the four sublattices
are then given by the subscripts: uR, vR+δ1

, ũR+δ1
, and ṽR−δ1

, and the separation
between the (u, v) and (ũ, ṽ) planes is d = 3.35Å. The (ũ, ṽ) layer (B) is shifted
by δ1 relative to the (u, v) layer (A), a configuration known as Bernal stacking.

Repeating the Bernal stacking ABABAB. . . generates the common form
of graphite. In graphite, the v and ũ sublattices form one-dimensional chains,
while the u and ṽ sites lie above and below hexagon centers in neighboring planes.
The electronic structure of graphite dates to the seminal work of Wallace[8] and
subsequent work by McClure[9] and by Slonczewski and Weiss[10], known as the
Slonczewski-Weiss-McClure (SWMc) model. The SWMc model is equivalent to
a seven-parameter tight binding model which describes nearest neighbor in-plane
hopping (amplitude −γ0), three interplane hopping processes (γ1, γ3, γ4), two next-
nearest plane hoppings (γ2, γ5), and an on-site energy shift ∆′ which distinguishes
the chain sites (v, ũ) from the non-chain sites (u, ṽ) in each unit cell1. The numer-
ical values we assume are: γ0 = 3.0 eV, γ1 = 0.41 eV, γ3 = 0.3 eV, γ4 = 0.15 eV,
and ∆′ = 0.018 eV. For the interpretation of these parameters within the tight-
binding picture, see Fig. 1.4. For a discussion of their numerical values, including
the uncertainties, see Ref. [1]. Finally, to describe a gated bilayer, we include a
scalar potential ±U on the different monolayers.

The Hamiltonian in second quantized notation is written as Ĥ = ∑
q Ψ†q Hq Ψq,

where
Ψ†q =

(
u†q v†q ũ†q ṽ†q

)
, (1.9)

1The SWMC parameter ∆ combines the intrinsic on-site energy shift ∆′ with the hopping
parameters γs and γ5, with ∆′ = ∆ − γ2 + γ5. In bilayer graphene, the hoppings γ2 and γ5 do
not enter, and we are left with five parameters. One further expects[1] ∆′

BLG = 1
2 ∆′

graphite.



8

−γ0

γ1 γ3

γ4

γ4

−U

U

∆′

∆′

u
v

ũ
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Figure 1.4: Crystal structure of bilayer graphene. We label four sublattices by
u, v, ũ, ṽ. Also shown is the assignment of the hopping parameters γj of the
tight-binding model. The labels ±U indicate the electrostatic potential energies
of the layers.

is a four (sublattice) component creation operator with crystal momentum q, and

Hq =



−U −γ0 Sq γ4 Sq γ3 S
∗
q

−γ0 S
∗
q −U + ∆′ γ1 γ4 Sq

γ4 S
∗
q γ1 U + ∆′ −γ0 Sq

γ3 Sq γ4 S
∗
q −γ0 S

∗
q U

 . (1.10)

In the vicinity of the two inequivalent Brillouin zone corners q = ±K (see Fig. 1.1),
the function Sq vanishes, and writing q = ±K + k one finds

SK+k = −
√

3
2
(
kx − iky

)
a0 +O(k2) , (1.11)

S−K+k = +
√

3
2
(
kx + iky

)
a0 +O(k2) . (1.12)

Setting all parameters but γ0 to zero, one obtains the monolayer dispersion,

εk = γ0|Sq| = ~v0|k|+O(k2) , (1.13)

where v0 =
√

3γ0a0/2~ ≈ 1.0× 108 cm/s is the Fermi velocity.
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If we turn on the interlayer hopping γ1 and the interlayer potential U ,
keeping γ3 = γ4 = ∆′ = 0, we obtain2 the spectrum

Es1s2,k
= s1

√
1
2γ

2
1 + U2 + ε2 + s2 Λ

2(εk) , (1.14)

Λ(ε) ≡
[1
4γ

4
1 + (γ2

1 + 4U2) ε2
]1/4

. (1.15)

Here s1 and s2 label the four bands as follows: s1 = ± labels the conduction and
valence bands, respectively, while s2 = +1 for the outer bands and s2 = −1 for
the inner bands. Thus, the ordering of levels is

E−+ < E−− ≤ E+− < E++ . (1.16)

(For aesthetic reasons, we will usually abbreviate s1,2 = ± in the subscripts, as
above.)

Due to particle - hole symmetry when γ4 = ∆′ = 0, we may restrict our
attention to the conduction bands s1 = +1. In this case, the shape of the energy
bands is as follows. For the outer band, E++ is a monotonic function of ε, starting
at q = ±K, where E++ = E� ≡

√
γ2

1 + U2 and extending to E++(0) ≈ 3γ0

(assuming γ0 � γ1, U). We will be interested mainly in the inner (s2 = −1)
bands, shaped as the Mexican hats near q = K± , i.e., k = 0. For example, the
conduction band E+−,k has a local maximum at εk = 0, where E+− = U and a
local minimum at εk = ε?, where

ε? =
√
U2 + E2

? , E? = γ1U√
γ2

1 + 4U2
. (1.17)

Thus, this minimum is attained on circles of radius k? = ε?/~v0, centered at the
zone corners.

Inverting the relation between E and ε, and suppressing the labels s1,2, one
finds

ε2
k = E2

k + U2 − s3Γ
2(Ek) , (1.18)

Γ (E) ≡
[
(γ2

1 + 4U2)E2 − γ2
1 U

2
]1/4

, (1.19)

2The main effect of finite γ4 and ∆′ is to produce a small but measurable electron-hole
asymmetry. [1]
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where s3 = ±1. This equation has no solutions when E2 < E2
? , which is the band

gap. There are two solutions when E? ≤ |E| ≤ U , both in the inner (s2 = −1)
band. For U ≤ |E| ≤ E� ≡

√
U2 + γ2

1 , the energy is between the local maximum
of the inner band and the minimum of the outer band, and there is one solution.
Finally, for |E| > E� there are again two solutions, one with s2 = −1 and one with
s2 = +1. As we shall see in Sec. 4.4.1, the existence of two solutions E within the
inner band — one on the inside and the other on the outside of the Mexican hat
— gives rise to multiple level crossings when magnetic field is turned on.

If one is interested only in the inner bands and low energies, |Es1,−,k| � γ1,
one can implement a unitary transformation, discussed in Appendix 4.7.1, which
decouples the inner (s2 = −1) and outer (s2 = +1) bands. [26, 27] The results of
this procedure are further described in Sec. 4.2.1.



Chapter 2

Nonlinear screening and ballistic
transport in a graphene p-n
junction

As reviewed in Chapter 1, a monolayer graphene is a gapless two-dimensional
(2D) semiconductor whose quasiparticles (electrons and holes) move with a con-
stant speed of v ≈ 106 m/s. The densities of these “Dirac” quasiparticles can be
controlled by external electric fields. Recently, using miniature gates, graphene
p-n junctions (GPNJ) have been realized experimentally [28]. In such junctions
the electron density ρ(x) changes gradually between two limiting values, ρ1 < 0
and ρ2 > 0, as a function of position x. This change occurs over a lengthscale D
determined by the device geometry. For a junction created near an edge of a wide
gate (Fig. 2.1), D is of the order of the distance to this gate.

Besides opening the door for device applications, the study of transport
through GPNJ may also test intriguing predictions of Klein tunneling [29, 30], Vese-
lago lensing [31], microwave-induced [32] and Andreev [33] reflection. Klein tunnel-
ing in graphene is both similar and different from its counterpart for massive Dirac
quasiparticles studied much earlier in semiconductor tunneling diodes. In such
diodes the quasiparticle tunneling probability is given by [34] T = exp(−π∆2/ e~v|Fpn|),
where Fpn is the electric field in the gapped region (presumed to be uniform). The
single-particle problem for a massless case is mathematically equivalent, except the

11
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role of the gap ∆ is played by ~vky. Integrating T (ky) over the transverse momen-
tum ky to get conductance and then inverting it, one finds the ballistic resistance
R per unit width of the GPNJ to be [30]

R = (π/2)(h/e2)
√
~v / e|Fpn| . (2.1)

Therefore, the absence of a finite energy gap prevents R from becoming exponen-
tially large. This makes GPNJs orders of magnitude less resistive than tunneling
diodes, in a qualitative agreement with experiment [28]. However quantitative
accuracy of Eq. (2.1) is dubious because of many-body effects. The model of a
uniform electric field, which is crucial for the validity of Eq. (2.1), is simply not
correct in real graphene devices. First, the absence of a gap and second, the non-
linear nature of screening due to strong density gradients in a GPNJ invalidate
such an approximation. Furthermore, since the massless electrons and holes can
approach the p-n interface very closely, their coherent recombination takes place
inside a “Dirac” strip of some characteristic width xTF (Fig. 2.1) whose properties
inherit the properties of the Dirac vacuum. Those can be profoundly affected by
strong Coulomb interactions and presently remain not fully understood.

Below we show that a controlled analysis of this problem is nevertheless
possible if one treats the dimensionless strength of Coulomb interactions α =
e2/κ0~v as a small parameter. Here κ0 is the effective dielectric constant. Small α
can be realized using HfO2 and similar large-κ0 substrates or simply liquid water,
κ0 ∼ 80. For graphene on a conventional SiO2 substrate, κ0 ≈ 2.4 and α ≈ 0.9.
For such α we expect nonnegligible corrections to our analytic theory, perhaps,
25% or so.

Our main results are as follows. The electric field at the p-n interface is
given by

e|Fpn| = 2.5 ~v α1/3(ρ′cl)2/3 , (2.2)

where ρ′cl > 0 is the density gradient at the p-n interface computed according to
classical electrostatics. Equation (2.2) implies that e|Fpn| exceeds a naive estimate
e|Fpn| = ~vkF (ρ1)/D, where kF =

√
π|ρ| is the Fermi wavevector, by a paramet-

rically large factor (αkFD)1/3 � 1 (which in practice may approach ∼ 10). The
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− − − − −

Figure 2.1: Device geometry. The semi-infinite gate on the left side (beneath
the graphene sheet) controls the density drop ρ2 − ρ1 across the junction, while
another infinite “backgate” above the sheet (not shown) fixes the density ρ2 at far
right. The smooth curves with the arrows depict typical ballistic trajectories of an
electron (−) and a hole (+). The wavy curve symbolizes their recombination via
quantum tunneling.

enhancement is caused by the lack of screening at this interface where the quasipar-
ticle density is very small. As shown below, the calculation of Fpn requires going
beyond the usual linear-response approach [35] to screening [36]. We demonstrate
that Eq. (2.1) is rigorously valid if α� 1, in which case it is legitimate to substitute
Fpn from Eq. (2.2) in Eq. (2.1) to obtain1

R = (1.0± 0.1) (h/e2)α−1/6 (ρ′cl)−1/3 . (2.3)

This value of R is parametrically larger than (π/2)(h/e2)
√
kF (ρ1)/D that one

would obtain from Eq. (2.1) using the aforementioned naive estimate of e|Fpn|2.
This, however, only amplifies the result (considered paradoxical in the early days
of quantum electrodynamics) that larger barriers are more transparent for Klein
tunneling.

Note that Eq. (2.3) is universal. It is independent of the number, shape, or
size of the external gates that control the profile of ρ(x) far from the junction. It
is instructive however to illustrate Eq. (2.3) on some example. Consider therefore
a prototypical geometry depicted in Fig. 2.1. The voltage difference −Vg between
graphene and the semi-infinite gate with the edge at x = xg determines the total
density drop ρ2 − ρ1 = −κ0Vg/4πeD. The density ρ2 is assumed to be fixed by

1Disorder, unavoidable in real systems, may produce correction to this formula, see [37].
2These incorrect values of F and R could be inferred from Ref. [30] if D is incautiously

identified with parameter d therein, as Fig. 1 of that paper indeed prompts one to do.
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other means, e.g., a global “backgate” on the opposite side of the graphene sheet
(not shown in Fig. 2.1). This model is a reasonable approximation to the available
experimental setups [28]. An analytical expression for ρcl(x) follows from the
solution of a textbook electrostatics problem, Eq. (10.2.51) of Ref. [38]. It predicts
that function ρcl(x) crosses zero at the point xpn = xg + (D/π)[1 + (|ρ1|/ρ2) +
ln(|ρ1|/ρ2)]. Thus, for obvious physical reasons, the position xpn of the p-n interface
is gate-voltage dependent3. Taking the derivative of ρcl at x = xpn and substituting
the result into Eq. (2.3), we obtain

R = 0.7
α1/6

h

e2

(
1− ρ1

ρ2

)2/3 ∣∣∣∣∣Dρ1

∣∣∣∣∣
1/3

, |ρ1| �
1
D2 . (2.4)

At fixed ρ2, R(ρ1) has an asymmetric minimum at ρ1 = −ρ2. Away from this mini-
mum, the more dramatic R(ρ1) dependence (of potential use in device applications)
occurs at the ρ1 → 0 side where R diverges. The reason for this behavior of R is
vanishing of the density gradient ρ′cl(x) at far left (above the gate). Equation (2.4)
becomes invalid at |ρ1| . 1/D2 where the gradual junction approximation breaks
down. At this point R ∼ (h/e2)D.

Let us now turn to the derivation of the general formula (2.3). Our starting
point is the basic principle of electrostatics, according to which we can replace
the potential due to the external gates with that created by the fictitious in-plane
charge density ρcl(x). Shifting the origin to x = xpn, we have the expansion
ρcl(x) ' ρ′clx for |x| � D. The induced charge density ρ(x) attempts to screen the
external one to preserve charge neutrality; thus, a p-n interface forms at x = 0.
We wish to compute the deviation from the perfect screening σ(x) ≡ ρcl(x)− ρ(x)
caused by the quantum motion of the Dirac quasiparticles.
Thomas-Fermi domain.— Consider the region |x| � xs,

xs ≡ (1/π)(α2ρ′cl)−1/3 . (2.5)

At such x the screening is still very effective, |σ(x)| � |ρcl(x)| because the lo-
cal screening length rs(x) is smaller than the characteristic scale over which the

3One can manipulate xpn by the backgate voltage, which shiftsρcl(x) by a constant affecting
neither ρ′

cl(x) nor R.
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background charge density ρcl(x) varies, in this case min{|x| , D}. Indeed, the
Thomas-Fermi (TF) screening length for graphene is [36] rs = (κ0/ 2πe2)(dµ/ dρ) ∼
1/ α

√
|ρ|, where µ is the chemical potential

µ(ρ) = sign(ρ)
√
π~v|ρ|1/2 (2.6)

appropriate for the two-dimensional Dirac spectrum. Substituting ρcl(x) for ρ, we
obtain rs ∼ |α2ρ′clx|−1/2 at |x| � D. Therefore, at |x| � xs the condition rs � |x|
that ensures the nearly perfect screening is satisfied.

The behavior of the screened potential V (x) and the electric field F (x) =
−dV/ dx at |x| � xs can now be easily calculated within the TF approximation,

µ[ρ(x)]− eV (x) = 0 . (2.7)

It leads to the relation

eF (x) ' −~v
√
π/4 (ρ′cl/|x|)1/2 , xs � |x| � D , (2.8)

which explicitly demonstrates the aforementioned enhancement of |F (x)| near the
junction. The TF approximation is valid if k−1

F (x) � min{|x| , D}. For α ∼ 1,
this criterion is met if |x| � xs. For α � 1, the TF domain extends down to
|x| = xTF ∼

√
αxs, see below.

A more formal derivation of the above results is as follows. From 2D elec-
trostatics [38], we know that

σ(x) ≡ ρcl(x)− ρ(x) = κ0

2π2e
P
∫ dz

z − x
F (z) . (2.9)

Combined with Eqs. (2.6) and (2.7), this yields

ρ(x)− ρ′clx =
√
ρ′clx

3
s P

∞∫
0

xdz

z2 − x2
d

dz

√
|ρ(z)| . (2.10)

Here the upper integration limit was extended to infinity, which is legitimate if
D � xs. The solution for ρ(x) can now be developed as a series expansion in
1/x. The leading correction to the perfect screening is obtained by substituting
ρ(x) = ρ′clx into the integral, yielding σ(x)/ρ(x) ' (π/4) |xs/x|3/2. In accord with
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the arguments above, this correction is small at |x| � xs. Furthermore, it falls off
sufficiently fast with x to ensure that to the order O(xs/D) the results for V (x)
and ρ(x) at the origin are insensitive to the large-x behavior. In the opposite limit,
|x| � xs, one can show that

ρTF(x) ' c2ρ′cl
x2

xs
, e|FTF| ' cπ~v α1/3(ρ′cl)2/3 , (2.11)

where c ∼ 1 is a numerical coefficient. (The subscripts serve as a reminder that
these results are obtained within the TF approximation.)

Unsuccessful in finding c analytically, we turned to numerical simulations.
To this end we reformulated the problem as the minimization of the TF energy
functional

E[V (x)] = E0 +
∫
eV (x)

[1
2σ(x)− ρcl(x)

]
dx , (2.12)

E0 = e3

3π~2v2

∫
|V (x)|3dx , (2.13)

where σ(x) is defined by Eq. (2.9). The convolution integral in that equation was
implemented by means of a discrete Fourier transform (FT) over a finite interval
−D ≤ x < D. Similarly, the integral in Eq. (2.12) was implemented as a discrete
sum. Since the FT effectively imposes the periodic boundary conditions on the
system, we chose the background charge density in the form

ρcl(x) = ρ0 sin(πx/D) , (2.14)

so that the p-n interfaces occur at all x = nD, where n is an integer. Starting
from the initial guess σ ≡ 0, the solution for ρ(x) and V (x) within a unit cell
−D ≤ x < D was found by a standard iterative algorithm4. As shown in Fig. 2.2,
at large x the TF density profile is close to Eq. (2.14). At small x, it is consistent
with Eq. (2.11) using c = 0.8± 0.05, cf. Fig. 2.4.
Dirac domain.— Let us now discuss the immediate vicinity of the p-n interface,
|x| < xTF ∼

√
αxs (the precise definition of xTF is given below). At such x the

TF approximation is invalid and instead we have to use the true quasiparticle
wavefunctions to compute ρ and V . For a gradual junction the two inequivalent

4Function fminunc of MATLAB, c©MathWorks, Inc.
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Figure 2.2: Electron density in units of 4/D2 for α = 1, ρ0 = 75 and α = 0.1,
ρ0 = 100. Thicker blue curves are from minimizing the TF functional, Eqs. (2.12)–
(2.14); thinner red lines are from replacing E0 in this functional by the ground-state
energy of Hamiltonian (2.15). The p-n interface is at x = 0.
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Figure 2.4: Enlarged view of the α = 0.1 data from Fig. 2.2 and the numerically
evaluated Eq. (2.17).

Dirac points (“valleys”) of graphene [5] are decoupled and the wavefunctions can be
chosen to be two-component spinors exp(ikyy) [ψ1(x) ψ2(x)]T (their two elements
represent the amplitudes of the wavefunction on the two sublattices of graphene).
Here we already took advantage of the translational invariance in the y-direction
and introduced the conserved momentum ky. The effective Hamiltonian we need
to diagonalize has the Dirac form

H = ~v(−iτ1∂x + τ2ky)− eV (x) , (2.15)

where τ1 and τ2 are the Pauli matrices. At the end of the calculation we will need
to multiply the results for ρ(x) by the total spin-valley degeneracy factor g = 4.

The solution of this problem can be obtained analytically under the con-
dition α � 1. This is possible ultimately because for such α the electric field is
nearly uniform, |Fpn − F (x)| � |Fpn|, inside the strip |x| � xs. The reason is
this strip in almost empty of charge. Let us elaborate. Since the potential V (x)
is small near the interface and the spectrum is gapless, ρ(x) must be smooth and
have a regular Taylor expansion at x→ 0,

ρ(x) = a1x+ a3x
3 + . . . (2.16)
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Requiring the leading term to match with the TF Eq. (2.11) at the common
boundary x = xTF ∼

√
αxs of their validity, we get a1 ∼

√
α ρ′cl. This means

that the net charge per unit length of the interface on the n-side of the junc-
tion is somewhat smaller than the TF approximation predicts, by the amount of
∆Q = e

∫∞
0 [ρ(x) − ρTF(x)]dx ∼

√
αρ′clx

2
TF. In turn, the true |Fpn| is lower than

|FTF| by ∼ ∆Q/κ0xTF. nowever for α � 1 this is only a small, O(α) relative
correction.

As soon the legitimacy of the linearization V (x) ' −Fpnx is established,
wavefunctions ψ1 and ψ2 for arbitraty energy ε are readily found. Since ε enters
the Dirac equation only in the combination −eV (x)−ε = eFpn(x−xε), the energy-
ε eigenfunctions are the ε = 0 eigenfunctions shifted by xε ≡ ε/(eFpn) in x. In
turn, these are known from the literature: they are expressed in terms of confluent
hypergeometric functions Φ(a; b; z) [39]. These solutions were rediscovered multiple
times in the past, both in solid-state and in particle physics. The earliest instance
known to us is Ref. [34]; the latest examples are Refs. [30] and [40]. The sought
electron density ρ(x) can now be obtained by a straightforward summation over
the occupied states (ε ≤ 0), which leads us to5

ρ = g

x2
TF

∫ dky
2π

x∫
0

dz

πe2πν

∣∣∣∣∣Φ
(
iν; 1

2;− iz2

x2
TF

)∣∣∣∣∣
2

− 1
2

 , (2.17)

where ν = k2
yx

2
TF/4 and xTF ≡

√
~v/ |Fpn| ∼

√
αxs. This formula is fully consis-

tent with Eq. (2.16): the Taylor expansion of the integrand yields, after a simple
algebra, a1 = g/(

√
2π2x3

TF), a3 = g
√

2/(3π3x5
TF), etc. Using the known integral

representations of the function Φ [39], one can also deduce the behavior of ρ(x) at
x� xTF. The leading term is precisely the TF result ρTF(x) = gx2/ 4πx4

TF. There-
fore, Eq. (2.17) seamlessly connects to Eq. (2.11) at x ∼ xs. (At such x corrections
to ρTF(x), including Friedel-type oscillations6, are suppressed by extra powers of
parameter α.) We conclude that for α � 1 we have obtained the complete and
rigorous solution for ρ(x), V (x), and Fpn [Eq. (2.2)], in particular. As discussed

5A similar expression was derived in Ref. [40] in the context of carbon nanotube p-n junctions.
The only difference is that no integration over ky is present there.

6The undulations of F (x) seen on the α = 1 curves in Fig. 2.3 may be the aforementioned
Friedel oscillations but we cannot exclude numerical artifacts either.
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in the beginning, it immediately justifies the validity of Eq. (2.1) and leads to our
result for the ballistic resistance, Eq. (2.3). However, in current experiments α ∼ 1
and in the remainder of this Letter we offer a preliminary discussion of what can
be expected there.

Since it is the strip |x| < xTF that controls the ballistic transport across
the junction [30], the constancy of the electric field in this strip is crucial for the
accuracy of Eq. (2.1). This is assured if α � 1 but at α ∼ 1 the buffer zone
between xTF and xs vanishes, and so we expect F (xTF) and F (0) = Fpn to differ
by some numerical factor.

To investigate this question we again turned to numerical simulations.
We implemented a lattice version of the Dirac Hamiltonian by replacing −i∂x
in Eq. (2.15) with a finite difference on a uniform grid. We also replaced E0

in Eq. (2.13) by the ground-state energy of H, taken with the negative sign:
E0 = −L−1

y

∑
j εj/ [1 + exp(βεj)]. Here εj are the eigenvalues of H (computed

numerically) and the β is a computational parameter (typically, four orders of
magnitude larger than 1/max e|V |). We have minimized thus modified functional
E by the same algorithm7, which produced the results shown in Fig. 2.2-2.4. As
one can see, for α = 0.1 the agreement between analytical theory and simulations
is very good. However for α = 1 we find that |Fpn| is approximately 25% smaller
than given by Eq. (2.2). Note also that for α = 1 the electric field is noticeably
nonuniform near the junction, in agreement with the above discussion . Therefore,
Eq. (2.1) should also acquire some corrections. In principle, we could compute
numerically the transmission coefficients T (ky) for this more complicated profile
of F (x). However this would not be the ultimate answer to this problem. Indeed,
at α ∼ 1 electron interactions are not weak, and so exchange and correlation ef-
fects are likely to produce further corrections to the self-consistent single-particle
scheme we employed thus far, which may be quite nontrivial inside the Dirac strip
|x| < xTF. We leave this issue for future investigation.

7Function fminunc of MATLAB, c©MathWorks, Inc.
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Chapter 3

Electronic structure of bilayer
graphene from infrared
spectroscopy

3.1 Introduction

As discussed in the introduction chapter, graphene is the basic building
block of other types of carbon materials. Indeed, the first calculation of its band
structure by Wallace [8] was motivated by his studies of graphite. Extending that
work, Slonczewski and Weiss, [10] McClure, [9, 10] and others [41] have devel-
oped the now commonly used Slonczewski-Weiss-McClure (SWMc) model for the
low-energy electron properties of graphite. This model, which is equivalent to a
tight-binding model with seven parameters, [42] has proven to be a very useful
analytical tool. It permitted theoretical calculations of a vast number of proper-
ties of graphite, including its diamagnetic susceptibility, de Haas-van Alfven effect,
magnetooptical response, cyclotron resonance, and so on. These properties were
actively studied experimentally until the late 70’s and lead to accurate estimates of
the principal SWMc parameters, γ0 through γ3. Still, it proved challenging to un-
ambiguously determine the remaining three SWMc constants γ4, γ5, and ∆, which
are measured in tens of meV. For illustration, in Table 3.1 we list inequivalent pa-

22
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rameter sets from the latest original sources, Refs. [43] (reprinted as Ref. [44]) and
[15]. Subsequently, the issue was further confounded by numerous misprints in ref-
erence books and reviews 1. The density-functional theory calculations, [48, 17, 49]
which normally have accuracy of ∼ 0.1 eV for quasiparticle dispersion, have not
yet settled this discrepancy.

In view of the reinvigorated interest to graphene, it has become an impor-
tant question to obtain the SWMc constants for a few layer graphene and also
to compare them with those for bulk graphite. Thus, some difference between
the graphite and a graphene bilayer was recently reported, based on the analysis
of Raman scattering. [45] Several ab initio calculations of these parameters for
the bilayer have also been done. [50, 51, 52, 53, 54] Unfortunately, they have not
explicitly discussed the less accurately known SWMc parameters.

The bilayer is a system intermediate between graphene and bulk graphite.
Its lattice structure (for the case of the Bernal or AB stacking) is illustrated in
Fig. 3.1(a). The corresponding band structure, [26, 56, 27] shown in Fig. 3.1(b),
consists of four bands. These bands arise from splitting and hybridization of the
Dirac cones of the individual layers by the interlayer hopping matrix element γ1

and by the electrostatic potential difference Vb = 2U between the two layers. [26,
57] The latter can be controlled experimentally by varying the voltage Vg of a
nearby metallic gate [58, 59] or by doping. [60] This degree of tunability makes
the bilayer graphene an extremely interesting material for both fundamental study
and applications.

In this paper we show that γ1, v4 ≡ γ4/γ0, and ∆ can be directly extracted
from the dynamical conductivity measured in zero magnetic field. This is in con-
trast to the bulk graphite where determination of the SWMc constants was never
straightforward and almost invariably required the use of strong magnetic fields.

The dynamical conductivity σ(Ω) is determined by the six possible tran-
sitions among the four bands, see Fig. 3.1(c). They have energies of the order

1For example, in the often cited [27, 45] book of Brandt et al. [16] the sign of ∆ is shown as
positive whereas the original source [46, 44] is very clear on it being negative. Another recent
review [47], which is otherwise fairly up-to-date, chose nevertheless to cite an early [14] (later
revised [44]) parameter determination from the MIT group.
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Figure 3.1: (a) Crystal structure of the graphene bilayer with the relevant SWMc
hopping parameters shown. (b) Band structure of a biased bilayer (lines), which
can be considered as hybridization of two shifted Dirac cones (dots). Numbers on
the right label the four bands. (c) Examples of the allowed optical transitions for
the chemical potential indicated by the dashed line. Occupied states are shown by
the thicker lines. The dots and the arrows mark the initial and the final states, re-
spectively, of the transitions that produce features at frequencies Ej, j = 1, 2, . . . , 6
in Fig. 3.2(a) below. E0 is the intraband transition (Drude peak).
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of a few 10−1 eV, which is in the infrared optical range. Recently, experimental
measurements of the infrared response of the bilayers have been carried out by
our [61] and other [62, 63] groups. Below we identify and explain the key findings
of these experiments based on how different combinations of the interband tran-
sitions are either activated or suppressed by the Pauli exclusion principle. Our
theory enables us to reach a quantitative agreement with the experiment using
SWMc γ0, γ1, γ4, and ∆, and also the phenomenological broadening constant Γ
as adjustable parameters. The values of the SWMc parameters that give the best
fit are given in the second column of Table 3.1. Note that the next-nearest layer
hopping parameters γ2 and γ5 are irrelevant for the bilayer. The parameter γ3

cannot be reliably estimated from these particular experiments because it has an
effect similar to the simple broadening (Γ) in the range of carrier concentrations
suitable for our analysis.

Previous theoretical studies of the optical conductivity of bilayer graphene [56,
64, 27, 65, 66] used a simplified model in which only γ0 and γ1 were taken into
account. This model successfully explains the major features of σ(Ω) as well as its
dependence on the gate voltage Vg, and we qualitatively summarize it as follows.
Conduction and valence bands are symmetric. In the absence of the electrostatic
potential difference Vb between the layers the two conduction (valence) bands have
the same shape and are shifted by γ1. Except the range of very small momenta k,
their shape remain nearly identical even in the presence of a finite Vb. As a result,
there is a high optical density of states for transitions between the two pairs of
bands at frequency γ1/~, which gives rise to a sharp peak in the real part of the
conductivity Re σ(Ω) at Ω = γ1/~ ≈ 3200 cm−1 (using γ1 = 0.40 eV). Other tran-
sitions give more gradually varying contributions to Reσ(Ω), eventually leading to
the asymptotic “universal” value [67, 56, 64, 27, 65, 66, 68] σ = e2/2~ at high fre-
quency (which is twice the value for the monolayer [69]). Finally, in real graphene
systems the conductivity features are never sharp because of a finite lifetime due
to, e.g., disorder scattering. This broadens the peaks and can also merge together
several features that are close in energy, see Fig. 3.2.

Our recent infrared experiments [61] as well as measurements by another
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for the gate voltage δV = −100V. The solid curves are for broadening Γ = 0.02γ1.
The dashed curve is for Γ = 0.002γ1.



28

group [63] have largely confirmed this picture but also found features that cannot
be explained within this simple model. In particular, the conductivity peaks on
the electron and the hole sides are displaced in energy from γ1 by about 10%
in opposite directions. [Electron and hole doping is identified with, respectively,
positive and negative δV = Vg − VCN, where VCN is the gate voltage at which the
bilayer is tuned to the charge-neutrality (CN) point.]

In order to investigate the origin of these features in this paper we carry
out a combined experimental-theoretical study of the infrared response of a bilayer
graphene. We attribute the observed electron-hole asymmetry to the effect of γ4

and ∆. We find that including these parameters is essential for a more accurate
discussion of σ(Ω) of the bilayer. Besides differences in the optical response, γ4

and ∆ also make effective masses for electrons and holes unequal 15, in agreement
with the findings from the Raman scattering. [45]

In our experiments, we have measured the optical reflection R(Ω, Vg) and
transmission T (Ω, Vg) as a function of the frequency Ω and the gate voltage Vg.
From R and T we extracted the real and imaginary part of the conductivity using
a commercial software package. Some of these experimental results were reported
previously. [61]

In this paper we present more extensive experimental data and we also com-
pute the same three quantities — σ, R, and T — theoretically. The calculation
requires accounting for the interplay of several physical phenomena: (a) electro-
static charging of the layers (b) their dynamical conductivity, (c) disorder, and (d)
the optical properties of the environment (sample, substrate, and the gate). Each
of these ingredients has been studied in the past. [70, 56, 64, 27, 65, 66, 58, 71]
Here we carry out all these calculations in a single paper albeit we include dis-
order broadening in a very simple way. This enables us to directly compare our
theoretical results with the measurements.

The remainder of the paper is organized as follows. In Sec. 3.2 we summa-
rize our results. Theoretical derivation is outlined in Sec. 3.3. Section 3.4 contains

15Another important source for the effective mass asymmetry is the in-plane next-nearest
neighbor hopping [8] γ′

0 ∼ 0.1γ1. However, it does not change the optical transition energies, and
so has virtually no effect on σ(Ω).
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comparison of the theory and experiment, discussion, and conclusions. Some cal-
culational details are relegated to the Appendix.

3.2 Results

To measure the optical response of the bilayer we employed synchrotron
infrared radiation, as described previously. [72, 61] Understandably, the two-atom
thick sample has a rather small optical signal. The quantity which can be ex-
tracted most reliably from the current experiments is the relative transmission
T (Ω, Vg)/T (Ω, VCN) and reflection R(Ω, Vg)/R(Ω, VCN). All measurements were
done at the temperature of 45K. The data for the largest |δV | = |Vg − VCN|
are depicted in Fig. 3.3. The main feature in the relative transmission spectra is
a small but clearly visible dip around Ω = 3200 cm−1. Away from the dip, the
relative transmission is slightly higher than unity. The relative reflection spectra
are characterized by a dip-peak structure. Transmission and reflection spectra are
asymmetric between positive and negative δV , which correspond, respectively, to
doping of electrons and holes in bilayer graphene.

From the transmission and reflection data, we extracted the optical con-
ductivity. [73, 72, 61] The dominant feature in the conductivity spectra is a strong
peak at Ω ≈ 3200 cm−1, see Fig. 3.4(c). Below the main peak, we observed a broad-
ened threshold feature, which shifts systematically with δV . The most intriguing
observation is again the electron-hole asymmetry in the optical conductivity. For
instance, the frequencies of the main peak in Reσ(Ω) and its voltage dependence
are noticeably different for electrons and holes, see Fig. 3.4(c). Also, while the
peak is quite symmetric at large positive voltages, at high negative δV , it is not.
The most probable reason is the existence of a secondary peak at a slightly larger
Ω, see below.

On the theory side, we calculated σ, T , and R, using the SWMc con-
stants and Γ as adjustable parameters. Results for the conductivity are shown in
Fig. 3.4(b). The reflection and transmission are plotted in Fig. 3.3. The calcula-
tional parameters were adjusted to reproduce the frequency positions and widths
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of the main features of the experimental data. Interestingly, in this way of fitting,
it was not possible to achieve an equally good agreement for the vertical scale of
the observed features. Still their qualitative trend as a function of δV is reproduced
well.

Both in experiment and in calculations the carrier concentrations are always
smaller than the characteristic value n0 given by

n0 = γ2
1

~2v2 = 3.7× 1013 cm−2 . (3.1)

Here and below we assume that γ0 = 3.0 eV, which corresponds to v = (3/2)γ0a/~ =
1.0× 108 cm/s. (Based on other results in the literature, this value should be ac-
curate to about 10%.) At concentrations |n| < n0 the high energy bands 1 and 4
have no free carriers and Re σ(Ω) has a pronounced peak at Ω ≈ 3200 cm−1. As
explained above, this feature corresponds to transition between band pairs that are
nearly parallel: bands 3 and 4 for µ > 0 or bands 1 and 2 for µ < 0, see Fig. 3.1.

The evolution of the infrared response with Vg can be understood as follows.
As the gate voltage deviates further away from VCN, the electron concentration

n = CbδV/e (3.2)

and the chemical potential µ increase by the absolute value. Here Cb is the capac-
itance between the bilayer and the gate. As a result of an increased |n|, the peak
become more pronounced. Simultaneously, near the higher frequency side of the
peak a depletion of conductivity develops. One can say that the optical weight
is increasingly transfered from the high frequencies to the γ1 peak. Larger con-
ductivity is directly associated with decreased optical transmission. Therefore one
observes an increasing dip in the transmission near γ1 and a higher transmission
at higher Ω, see Fig. 3.3. Similar features appear in the reflection but they are
more difficult to interpret as they are also affected by Imσ(Ω).

Very important for our analysis are the aforementioned small shifts in the
position of the γ1 peak as a function of δV . Within the SWMc model, their origin
is as follows. In the absence of broadening, the peak arises from the absorption in
the range of frequencies, E2 < ~Ω < E3, see Figs. 3.1 and 3.2. Since the optical
weight at E3 is higher, the conductivity peak occurs at energy E3. However, if the
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Figure 3.4: (a), (b) Theoretical and (c) experimental results for the conductivity
Reσ, in units of σ0 = 4e2/~, as a function of frequency Ω. The deviation δV of
the gate voltage from the charge neutrality point is indicated next to each curve.
For clarity, the curves are offset vertically by 0.5σ0 from one another. The SWMc
parameters for plot (b) are given in Table 3.1. In (a) they are the same, except
γ3 is set to zero. The dashed curves superimposed on the δV = +50V (−50V)
traces in (a) and (b) are the arithmetic means of all the positive (negative) δV
curves. Their significance is discussed in Sec. 3.4. The estimated uncertainty of
the measured Reσ is 0.125σ0 at Ω ∼ 8000 cm−1 and 0.0625σ0 at Ω ∼ 3000 cm−1.
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broadening is large enough, the optical weight becomes distributed more uniformly,
and the peak position moves to the midpoint of E2 and E3, see Fig. 3.5. Energies
E2 and E3 themselves vary with the gate voltage (or n). For positive δV (positive
n), E2 ≡ E+

2 is the energy difference between the bands 3 and 4 at k = 0. The
energy E3 ≡ E+

3 is the corresponding difference at k = kF , where

kF = sign (n)
√
π|n| (3.3)

is the Fermi momentum. For δV < 0 we denote E2 and E3 by, respectively, E−2
and E−3 and they are computed using the bands 1 and 2 instead of 3 and 4.

From the band structure, [56, 27] we can find the following approximate
expressions valid for n� n0:

E±2 ' γ1 −
Vb
2 ±∆ , (3.4)

E±3 ' γ1

√
1 + 2π|n|

n0
−
√
Vb2

4 +
(
πγ1n

n0

)2

±∆∓ 2 (2v4γ1 + ∆) π|n|
n0

. (3.5)

Here Vb = Vb(n) as well as the chemical potential µ = µ(n) are determined self-
consistently by the electrostatics of the system, [70] see Sec. 3.3. These equations
indicate that the parameters primarily responsible for electron-hole asymmetry are
γ4 and ∆.

Parameter ∆ is the difference of the on-site electron energies of the A
and the B sites [41, 42] [the stacked and unstacked sublattices, respectively, see
Fig. 3.1(a)]. It has two effects: first, it lifts the k = 0 energy for bands 1 and 4;
second, it adds a k dependent perturbation to the two band dispersion. Parameter
v4 = vγ4/γ0 of dimension of velocity characterizes hopping between a stacked atom
and its the three unstacked neighbors of its stacking partner. It also introduces
difference between the valence and conduction bands. To the leading order in k,
this hopping shifts the two middle bands (2 and 3) upward by a term proportional
to v4k

2 and shifts the two outer bands (1 and 4) downward by the same amount.
These effects of ∆ and v4 are illustrated in Fig. 3.6.

Additional electron-hole asymmetry can in principle come from extrinsic
sources, e.g., charged impurities that can be present on or between the layers.
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Figure 3.5: Position of the γ1 peak vs. gate voltage for the two values of the
broadening: (a) Γ = 0.02γ1 and (b) Γ = 0.002γ1. The solid lines are our numerical
results from the conductivity; the thick lines are from the relative transmission.
The dashed lines show E3 and (E2 + E3)/2 in the cases (a) and (b), respectively.
The SWMc parameters used in the calculation are listed in the first column of
Table 3.1, except in (a) γ3 is set to zero. The symbols are the peak positions
determined from the measured conductivity (squares) and transmission (triangles).
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Besides creating a finite VCN, these charges also move Vb = 0 point away from
the charge neutrality point n = 0. To the first approximation, [70] this introduces
an offset of the interlayer bias: Vb(n) → Vb(n) + V0. However, our calculations
suggest that for reasonable V0 this effect has a smaller influence on the electron-hole
asymmetry of the optical response than ∆ and γ4.

0

Γ1+D

-Γ1+D

k

Ε HkL

Γ4>0
Γ4=0

Figure 3.6: The effect of γ4 and ∆ on the band structure. Parameter ∆ raises
the bands 1 and 4. The interlayer neighbor hopping term γ4 gives a contribution
quadratic in k opposite in sign for the conduction and the valence bands. The
solid (dashed) lines are the bands with positive (zero) value of γ4.

Based on the above discussion, we can predict qualitatively how the position
of the main conductivity peak should vary as a function of δV . For example, on
the electron side, and for v4 > 0, the peak should move to lower frequencies as δV
increases. Alternatively, this can be seen from Fig. 3.6: the top two bands move
closer to each other as k = kF increases.

For the quantitative analysis, we use a full numerical calculation of σ and
T , which is discussed in Sec. 3.3 below. It demonstrates that for the case of small
Γ the energy E3 is indeed in a good agreement with the computed peak position
Ω0. However, the broadening observed in experiments [61, 62, 63] is appreciable,
in which case the formula Ω0 = (E2 + E3)/2 is more accurate. Of course, for
fairly large Γ other nearby transitions, E1 and E4, start to influence the lineshape
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of the main peak. This is especially noticeable on the hole side, where the E4-
peak is right next to the main one. In the calculations this two-peak structure is
unmistakable, see Fig. 3.4(b). In the experiment, where the main peak is for some
reason strongly enhanced compared to the calculation, the E4 peak is somewhat
disguised. As pointed out by Kuzmenko, [63] the difference between E4 and E2

can in principle provide a direct spectroscopic measurement of the energy gap Vb.
For detailed comparison with experiment we use our numerical results

rather than Eqs. (3.4) and (3.5). Fitting them to the data, see Fig. 3.5, we have ob-
tained estimates of γ1, γ4, and ∆ listed in Table 3.1. This fitting procedure proved
to be very straightforward. For example, ∆ is determined mostly by the splitting
of the peak positions on the electron and the holes sides of the charge neutrality
point. Parameter γ1 is essentially the average of the two. Finally, γ4 controls the
slope of the Ω0(Vg) curves away from VCN. Therefore, all these parameters can be
uniquely determined.

In Table 3.1 we also list SWMc values suggested in prior literature. They
mainly agree with ours for the principal SWMc parameters γ0 and γ1 but show
some deviations for the more subtle quantities γ4 and ∆ we have been discussing
here. Possible reasons for these differences are given in Sec. 3.4.

3.3 Derivation

3.3.1 Band structure

The bilayer is two monolayers stacked together, see Fig. 3.1(a). In the
bulk graphite the preferential stacking is the AB (Bernal) one, such that only one
sublattice of each layer is bonded to each other. In order to achieve agreement with
experiments, [61] we have to assume that in the bilayer the stacking is the same.
We use the basis {Ψu,Ψv,Ψũ,Ψṽ}, where the letter stands for the sublattice label
and the number represents the layer index. In this basis the SWMc tight-binding
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Hamiltonian for the bilayer becomes [27]

H =



−Vb
2 + ∆ φ γ1 −v4φ

∗

φ∗ −Vb
2 −v4φ

∗ v3φ

γ1 −v4φ
Vb
2 + ∆ φ∗

−v4φ v3φ
∗ φ Vb

2

 , (3.6)

where φ = −i(kx + iky) and (kx, ky) is the deviation of the quasimomentum from
the K point.

Given Vb, it is easy to obtain the four band energies εα(k) and the cor-
responding eigenstates |α,k〉 numerically. However, as mentioned in Sec. 3.2, Vb
should be determined self-consistently as a function of Vg, or equivalently, the total
carrier concentration n. The algorithm for doing so is given next.

3.3.2 Electrostatics

As discussed in the literature, [70, 27] the electric field of the gate has two
major effects on the bilayer graphene. First, it modifies the bands by introducing a
potential difference between the layers and as a consequence opens up the energy
gap. Second, it induces charge carriers. Electric field of the charged impurities
can play a similar role: it creates a layer asymmetry V0 and opens a gap at the
charge neutral point much like an external gate. But the more important effect of
the impurities is presumably the broadening of the electron energy states, which
we describe by a phenomenological constant Γ. For example, if the impurities are
distributed symmetrically between the two layers, then V0 is zero but Γ is still
finite. We assume Γ to be real and independent of energy, momentum, or a band
index. This is certainly a very rudimentary treatment of disorder compared to,
e.g., self-consistent schemes. [67, 27, 74] However, since the source of disorder in
graphene is still debated, we think that this simple approach is adequate for our
purposes as long as Γ is treated as another adjustable parameter.

To compute V (n) and µ(n) we set up a system of equations similar to those
in Refs. [70] and [56]. These equations capture the dominant Hartree term of the
interaction but neglect exchange and correlation energies. [53] The first equation
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Figure 3.7: (a) Interlayer bias Vb as a function of total density n. Three sets of
curves correspond to (from top to bottom) V0 = 0.1γ1, 0, and −0.1γ1. The dashed
lines are computed from Eq. (3.12). (b) Chemical potential vs. n for V0 = −0.1γ1.
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is [cf. Eq. (3.2)]
n = nt + nb = CbδV/e , (3.7)

where nt and nb are the carrier concentrations of the top and bottom layers, and
Cb is the capacitance to the gate. Second, the electrostatic potential difference
between the two layers Vb is given by

Vb = 4πe2

κ
(nt − nb)c0 , (3.8)

where κ is the dielectric constant and c0 is the distance between the layers. Next,
the Hamiltonian and hence the wavefunction and the layer density nt and nb depend
on Vb. Therefore the quantities Vb, nt, and nb must be solved for self-consistently. If
the broadening Γ is neglected, this can be done analytically in the limit Vb, µ� γ1,
which gives V ' V(n, V0), where [70, 56]

V(n, V0) = Xγ1 + V0

Λ−1 + |X| − 1
2 ln |X| , X = πn

n0
, (3.9)

n0 is defined by Eq. (3.1), and Λ ≡ e2c0n0/(πκγ1) is the dimensionless strength
of the interlayer screening. Using the typical parameter values, one estimates [70]
Λ ∼ 1, and so the interlayer screening is significant. [70, 53]

For experimentally relevant broadening Γ ∼ 0.02γ1, the approximation lead-
ing to Eq. (3.9) is no longer accurate. Therefore, we computed the dependence of
nt and nb on Vb numerically as follows. We first define the retarded Green’s func-
tion GR by the analytic continuation GR (ε) = G (ε→ ε+ iΓ) of the following
expression

G(ε) =
4∑

α=1

1
ε− εα (k) |α,k〉 〈α,k| . (3.10)

Then we compute nt from

nt = −
∫ d2k

(2π)2

µ∫
−∞

dε

π
Im[GR

11(k, ε) +GR
22(k, ε)] , (3.11)

using numerical quadrature. Similarly, the formula for nb is obtained by replacing
G11 +G22 with G33 +G44.

The system of nonlinear equations (3.7), (3.8), and (3.11) is solved by an
iterative procedure. For a given chemical potential µ we start from some initial
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guess on Vb. Then we diagonalize the Hamiltonian and compute GR, nt, and nb.
Substituting them into Eq. (3.8), we get the value of Vb for the next iteration.
(Actually, we use not this value directly but a certain linear combination of the
new and old Vb to achieve convergence.) The iterations terminate when the values
of Vb changes by less than a desired relative accuracy (typically, 10−5). The results
of these calculations are in a good agreement with Eq. (3.9) for Γ = 0, and so are
not shown. On the other hand, the results for Γ = 0.02γ1, which are plotted in
Fig. 3.7, appreciably deviate from Eq. (3.9). The agreement greatly improves (see
Fig. 3.7) if instead of Eq. (3.9) we use, on heuristic grounds, the following formula:

V (n) = V(n∗, V0)− V(nΓ, 0) , (3.12)

n∗ = sign(n)
√
n2 + n2

Γ , nΓ = sign(n)2Γn0

πγ1
. (3.13)

3.3.3 Dynamical conductivity

The above procedure enables us to compute Vb and n for a given chemi-
cal potential µ. With the former determining the Hamiltonian and therefore its
eigenstates, and the latter determining their occupancy, we can now compute the
dynamical conductivity by the Kubo formula [75]

σxx (Ω) = i
ΠR
xx(Ω)− ΠR

xx(0)
Ω + i0 , (3.14)

where the polarization operator ΠR
xx(Ω) is given by

ΠR
xx(Ω) = ig

e2

~2

∫ d2k

(2π)2

µ∫
−∞

dε

2πTr
{
vx
[
GR (k, ε)−GA (k, ε)

]
·vx

[
GR (k, ε+ Ω) + GA (k, ε− Ω)

]}
.

(3.15)

In this equation g = 4 is the spin-valley degeneracy of graphene, vx = ~−1∂H/∂kx

is the velocity operator, and GR,A at the retarded and the advanced Green’s func-
tions. Assuming again that the broadening is momentum and energy indepen-
dent, these functions are obtained by the analytic continuation of G in Eq. (3.10):
GR,A (ε) = G (ε→ ε± iΓ). After some algebra, we find

ΠR
xx (Ω) = ig

(
e

~

)2 ∫ d2k

(2π)2
∑
α,β

|Mαβ(k)|2
∑

ξ,ζ=±1
ξK [εβ (k)− iΓξ, εα (k)− (iΓ + Ω) ζ] ,

(3.16)
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where Mαβ (k) = 〈α,k |vx| β,k〉 are the transition matrix elements and
function K is defined by

K(z1, z2) = ln(µ− z1)− ln(µ− z2)
2π(z1 − z2) (3.17)

with the branch cut for ln z taken to be (−∞, 0].
For vanishing Vb and Γ the conductivity can be computed in the closed form,

see Appendix 3.5.2. For other cases, we evaluated it numerically. The results are
shown in Figs. 3.2 and 3.4. To demonstrate agreement with previous theoretical
calculations, [64, 27, 66, 56] we present σ(Ω) computed for a very small broadening
Γ in Fig. 3.2. In this case one can easily identify all six transitions. As explained
above, the sharp features at Ω ≈ 3200 cm−1 are due to the high optical density of
states at energies E2 < ~Ω < E3. The other prominent feature at Ω = 0 is the
intraband Drude peak. (Its height is related to the transport mobility.) In Fig. 3.4
the calculation is done for much larger Γ to match the experimental data. This
Figure has been discussed in detail in Sec. 3.2.

3.4 Discussion

In this paper we presented a joint experimental and theoretical study of
the infrared response of a bilayer graphene. Our results demonstrate a complex
interplay among various interband transitions and their disorder-induced broad-
ening. Nevertheless, by means of a careful analysis, we have been able to explain
the majority of the observed features within the conventional SWMc model. The
corresponding SWMc parameters are given in Table 3.1, together with their esti-
mated uncertainties. In particular, our γ1 should have a very high accuracy: about
100 cm−1, i.e., 3%. The uncertainty in γ1 comes predominantly from an unknown
systematic error that we make by neglecting the renormalization of the spectrum
by scattering processes. Since we assume that the imaginary part Γ ≈ 65 cm−1 of
the electron self-energy due to scattering is constant, its real part has to vanish by
the Kramers-Krönig relations. In fact, this real part, which is generally finite, [27]
can shift the observed transition frequencies by an amount that scales with Γ.
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Let us now compare our SWMc parameters with those found in previous
work on bilayers and bulk graphite. For the bilayer case there is at present only
one other experimental determination [45] of γj’s. From Table 3.1 we see that the
difference between our and their values is primarily in γ1. Actually, our SWMc
parameters can describe the Raman data equally well 16 as those given in Ref. [45].
Our parameter values have smaller estimated errors and should be considered more
accurate.

In comparison with bulk graphite, the strongest discrepancy is in the value
of ∆. The difference is significantly larger than the uncertainty of ∆graphite quoted
in the early [15, 44] and the recent experimental work, [55] which makes a strong
case that ∆bilayer differs from ∆graphite both in sign and in magnitude. To judge
the true significance of this result, one should recall that the physical meaning
of ∆bilayer is the difference in the onsite energies of the A and B sublattices. [41]
However, in graphite the role of the same quantity is played not by ∆ but by the
linear combination [42]

∆′graphite ≡ ∆graphite − γ2 + γ5 . (3.18)

For the sake of convenience, let us set γ2 = γ5 = 0 in the bilayer, so that the A-B
energy difference is equal to ∆′ in both materials. Taking the most commonly
used [44] parameter values for graphite, we arrive at the remarkable empirical
relation

∆′graphite ≈ 37meV ≈ 2∆′bilayer , (3.19)

which is much easier to interpret. Indeed, the physical origin of ∆′ is the short-
range (exponentially decaying with distance) repulsion due to exchange and corre-
lation effects between the electron states of the stacked atoms. (Neither Coulomb
nor even the van der Waals interaction have short enough range to effectively dis-
criminate between the two sublattices, [76, 77] given the relatively large interlayer
distance.) Since in the bilayer each A atom has a single stacking partner while
in the Bernal graphite it has two of them, Eq. (3.19) is exactly what one would
expect. More precisely, it is expected if the interlayer distance in the bilayer and

16J. Nilsson, private communication.
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in the graphite are nearly the same. The validity of Eq. (3.19) can be considered
an experimental evidence that this is indeed so.

Another SWMc constant, which may seem to be different in the bilayer and
the bulk graphite is γ4. As mentioned in Sec. 3.1, this is one of the parameters that
in the past have been difficult to determine very accurately. Our estimate of γ4 can
be defended on the grounds that (i) it agrees with the Raman experiments [45] and
(ii) it is comparable to the accepted value of γ3. These two parameters describe
hopping between pairs of atoms at equal distances in the lattice, see Fig. 3.1(a),
and theoretically are not expected to be vastly different from each other. Large
difference of γ4 between the bilayer and the bulk graphite is not expected either.
Indeed, even when they disagree about the order of magnitude (or sign) of ∆, all
electronic structure calculations to date find that γ4 ∼ γ3 and are of the same
order of magnitude in the two systems, see Table 3.1.

SWMc Parameter γ3 itself cannot be reliably extracted from the experi-
mental data [61] we analyzed here. At the relevant carrier concentrations the main
effect of γ3 is to produce a weak trigonal warping of the band dispersion. [44] This
warping averages out over the Fermi surface, and so has an effect similar to the
broadening Γ: it makes the γ1 conductivity peak more symmetric and shifts it to-
wards the midpoint of E2 and E3, i.e., to slightly lower frequencies, cf. Figs. 3.4(a)
and (b). Thus, it is difficult to separate the effect of γ3 from the broadening due
to disorder.

Regarding the latter, the dc mobility that we find from our numerically
computed σ(0) using Γ = 0.02γ1 ≈ 8meV is µ ≈ 3900 cm2 /Vs. This is close to
the transport mobility typical for bilayer graphene, supporting our interpretation
that Γ arises mainly due to disorder.

Concluding the paper, we wish to draw attention to several features of
the experimental data that are not accounted for by our model. One of them
is an unexpectedly large amount of the optical weight in a range of frequencies
below the γ1 peak. It is present between the Drude peak and 2µ, i.e., twice the
chemical potential. For the chosen Γ, our calculation predicts Reσ(Ω) ∼ 0.02e2/~
at such Ω, see Fig. 3.3, whereas the measured value is several times larger. [61]
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This extra weight is present also in the monolayer graphene, in the same range of
frequencies. [72] A related issue is a very gradual rise of Reσ(Ω) around the point
Ω = 2µ compared to a sharp threshold expected theoretically. These features can
be in part due to electron-phonon interaction [74] or midgap states [74, 78] but
other effects seem to be involved as well.

One very simple explanation would be to attribute both the broadening
of the Ω = 2µ threshold and the extra weight at Ω < 2µ to long-range density
inhomogeneities in the sample. They can be caused by charge impurities and
remnants of the photoresist used in the sample processing. The presence of such
inhomogeneities would modulate the local chemical potential, and so in the infrared
response one would see a certain average of the σ (Ω) taken at different δV . We
illustrate this argument by calculating the arithmetic mean of σ (Ω)’s for positive
(negative) δV and superimposing the results (shown by the dashed lines) on the
σ (Ω) traces for δV = +50V (−50V) in Fig. 3.4(b). Such averaged conductivities
indeed resemble the experimental data [Fig. 3.4(b)] more faithfully.

Another discrepancy between the experiment and the present theory is the
lineshape of the γ1-peak. By varying Γ, we can fit either the width or the height of
the peak but not both. For example, in Fig. 3.4, where we chose to fit the width,
the measured height of the peak is sometimes nearly twice larger than the theory
predicts. The extra optical weight of the peaks appears to have been transferred
from their high-frequency sides, which are suppressed in experiment compared
to the calculations. These lineshape differences are significant enough to make
us think that some essential physics is still missing in the simple single-particle
picture presented in this paper. We speculate that including many-body effects
may be truly necessary for bringing theory and experiment to better agreement.

3.5 Appendix

3.5.1 Reflection and Transmission

To compute the transmission coefficient T and the reflection coefficient R
we follow the standard procedure. [79] In general, the result depends on the angle
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of incidence and on the polarization of light. Abergel and Fal’ko [7] derived the
formulas for R and T for the S-polarization where the electric field is perpendicular
to the plane of incidence (and parallel to the sample surface). We reproduce them
here with a slight change in notation:

R =
∣∣∣∣∣−C n1 cos θ1 −D [cos θ0 − 4πσ]
C n1 cos θ1 +D [cos θ0 + 4πσ]

∣∣∣∣∣
2

,

T =
∣∣∣∣∣− 2 cos θ0 n1 cos θ1 n2 cos θ2

C n1 cos θ1 +D [cos θ0 + 4πσ]

∣∣∣∣∣
2

,

(3.20)

where A, B, C, and D are given by

A = cos θ2 sin δ2 + in2 cos θ0 cos δ2 ,

B = i cos θ2 cos δ2 + n2 cos θ0 sin δ2 ,

C = An1 cos θ2 sin δ1 + iB n2 cos θ1 cos δ1 ,

D = iAn1 cos θ2 cos δ1 +B n2 cos θ1 sin δ1 .

(3.21)

In Eqs. (3.20) and (3.21), the index j = 0, 1, 2 represents vacuum, SiO2, and Si
layers respectively, nj are the index of refraction of each layer, and θj are the angles
the light ray makes with the surface normal in each layer. They satisfy Snell’s law
nj sin θj = const. Finally, δj = kLjnj cos θj is the phase the light picks up as it
makes one pass across the layer of thickness Lj.

For the other, P -polarization, where the electric field is not exactly parallel
to the surface of the sample, we find a different expression:

R =
∣∣∣∣∣C n1 cos θ0 −D cos θ1 (1− 4πσ cos θ0)
C n1 cos θ0 +D cos θ1 [1 + 4πσ cos θ0]

∣∣∣∣∣
2

,

T =
∣∣∣∣∣ −2 cos θ0 n1 cos θ1 n2 cos θ2

C n1 cos θ0 +D cos θ1 [1 + 4πσ cos θ0]

∣∣∣∣∣
2

.

(3.22)

For this polarization the conductivity enters R and T multiplied by the cosine of
the angle of incidence, i.e., its effect is reduced. In our experiments, we typically
have θ0 ∼ 30◦, and so this reduction is quite small. Its role is further diminished
by the presence of both polarizations in the infrared beam. Thus, we decided not
to include it in the analysis and do all the calculation assuming the S-polarization
only.
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3.5.2 Conductivity of an unbiased bilayer at vanishing broad-

ening

The conductivity for the case Γ = Vb = 0 was computed previously in
Refs. [64] and [7]. In our attempt to reproduce their formula we discovered that it
contains a typographical sign error 17. For future reference, we give the corrected
expression below.

In the limit of zero broadening, Γ → 0, Eqs. (3.14)–(3.17) reduce to the
following expression for the conductivity:

σ (Ω) = ge2v2

2iπ~ P
∞∫
0

dω

ω

Ω|Mαβ|2

ω2 − (Ω + i0)2

∑
j

kj(ω)k′j(ω) , (3.23)

where P means principal value and the integration variable ω = |εα − εβ| is the
energy difference between two states. The sum in Eq. (3.23) is over all values
of momentum kj(ω) of which two states differing in energy ω exist. For V = 0
where the the matrix elements Mαβ take a simple form, the integration over ω in
Eq. (3.23) can be done analytically. The result can be written as a sum of three
terms:

σ (Ω)
σ0

= σ̃0 (Ω) + σ̃γ1 (Ω) + σ̃2γ1 (Ω) , (3.24)

where σ0 = e2/~ is the unit of conductivity, σ̃0 is contribution from transitions
between bands 2 and 3 that turn on at Ω = 0, σ̃γ1 is contribution from transitions
between bands 1 and 3 and bands 2 and 4 that turn on at Ω = γ1, σ̃2γ1 is contri-
bution from transition between bands 1 and 4 that turn on at Ω = 2γ1. They are
given by

σ̃0 = g

8

[
1
2

Ω + 2γ1

Ω + γ1
− i

π

Ωγ1

γ2
1 − Ω2 ln

∣∣∣∣∣Ωγ1

∣∣∣∣∣
]
, (3.25a)

σ̃γ1 = g

8

[
γ2

1
Ω2 Θ (Ω− γ1)+ i

π

(
2γ1

Ω − γ2
1

Ω2 ln
∣∣∣∣∣γ1 + Ω
γ1 − Ω

∣∣∣∣∣
)]

, (3.25b)

σ̃2γ1 = g

8

[
1
2

Ω− 2γ1

Ω− γ1
Θ (Ω− 2γ1)− i

π

(
1
2

Ω2 − 2γ2
1

Ω2 − γ2
1

× ln
∣∣∣∣∣2γ1 + Ω
2γ1 − Ω

∣∣∣∣∣+ 1
2

Ωγ1

Ω2 − γ2
1

ln
∣∣∣∣∣4γ2

1 − Ω2

γ2
1

∣∣∣∣∣
)]

, (3.25c)

where, for ease of notation, Ω stands for ~Ω and g = 4.
17D. Abergel and V. I. Fal’ko, private communication.
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Chapter 4

Landau level dispersion, Berry
phase, and magnetoelectric
coupling in a biased bilayer
graphene

4.1 Introduction

We have already seen that an unique feature of bilayer graphene (BLG)
is its tunable band structure: the symmetric bilayer is gapless but when an in-
terlayer potential difference U is induced, a band gap opens. The low-energy
regions affected by the gap are situated at the Brillouin zone corners, e.g., points
K± = ± 4π

3a0
x̂ henceforth referred to as K± valleys, near which the band dispersion

acquires a “Mexican hat” shape [26, 80] (see Fig. 1.3), where a0 = 2.461Å is the
lattice constant for the underlying triangular Bravais lattice.

Although there have been interesting theoretical predictions that electron
interactions can spontaneously generate layer polarization and a band gap [81, 82,
83, 84, 85, 86], they have yet to be verified experimentally. 1 The proven ways

1Some encouraging results in this direction have been reported in Refs. [87]. However, the
observed gap is comparable to that in the single-particle picture, see Fig. 4.4 in Sec. 4.2. The gaps
measured in another experiment [88] are even smaller, possibly due to much stronger disorder.

48
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of creating an interlayer bias U include doping and gating. The latter enables
one to change U continuously, although the dependence of U on the gate voltage is
nontrivial. [70, 58] In most of experimental studies of bilayer graphene a single gate
electrode was used. [89, 90, 60, 58, 91, 72, 92, 63, 93, 94, 88] In such devices the
interlayer bias U and the induced electron density n vary concomitantly with the
gate voltage. Separate control of U and n can be achieved with two gates. [95, 96]
Experiments with dual-gate devices [59, 95, 97, 87, 98] have been reported recently.

Another intriguing property of graphene is that its low-energy quasipar-
ticles are endowed with a pseudospin-1

2 degree of freedom, associated with the
sublattice structure of each monolayer, whose dynamics is linked to their orbital
motion. [25] When a quasiparticle traces a closed-loop trajectory in momentum
space, its pseudospin sweeps out a certain solid angle, just as in the canonical
Berry phase setting. [99, 100] Such orbits naturally occur when an external mag-
netic field B is present — they are the cyclotron orbits. In monolayer graphene
the corresponding Berry phase is equal to π = 1

2 × (2π) at all energies. [101]
This property is the reason for the 1

2 -shift in the Landau level (LL) filling factor
ν = 4 × (N + 1

2) at which N th magnetoconductance minimum occurs. [102, 103]
Here the factor of four is the spin-valley degeneracy, assuming it is preserved.

Given the unusual band structure of BLG, it is interesting to consider the
effects of the Berry phase and other pseudospin-related phenomena on the Landau
levels and the magnetic response in this material. Indeed, it is known [104, 105]
that the pseudospin generates a linear coupling to the transverse component Bz of
the magnetic field, similar to a real spin.

Note that such a pseudo-Zeeman coupling does not violate the time reversal
symmetry of the system at B = 0. Since this symmetry operation interchanges the
valleys, it is only the sum M+

z +M−
z of the corresponding magnetic moments that

must vanish. Further symmetry considerations require the pseudo-Zeeman shift of
the energy eigenvalue Eq to be linear in both applied fields,

∆Eq ∝ −EzBz cos 3φq , (4.1)

where φq is the polar angle in reciprocal space relative to the zone center q = 0.
This expression conforms to the following valley-interchanging operations: (i) a
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reflection O1 with respect to the y-z plane, and (ii) a composite operation O2

consisting of a rotation through angle π around x-axis in the midplane, followed
by time reversal. Both of these operations leave the crystal structure invariant (see
Fig. 1.4). The first one keeps Ez the same but reverses the sign of Bz (because B
is a pseudovector). The second changes the sign of Ez but keeps Bz the same.

Equation (4.1) constitutes a magnetoelectric effect in bilayer graphene. It
implies that the valley symmetry cannot be broken solely by Bz or by Ez alone.
Rather, both fields must be nonzero simultaneously. (It is also reminiscent of the
Chern-Simons term which occurs in topological insulators. [106]) Below we study
this kind of valley-symmetry breaking analytically, focusing on the question how
it modifies the Landau level dispersion.

Prior theoretical studies [26] have already showed that Landau levels in
bilayer graphene become valley split at finite U . This was explained by noting that
the quasiparticle wavefunctions of the two valleys have different dipole moments
in the z-direction. Equation (4.1) offers a complementary interpretation: the two
valleys in a biased bilayer graphene have different magnetic moments. [104, 105]

The ratio of the pseudo-Zeeman term (4.1) and the Zeeman energy due to
real spin determine the effective g-factor of bilayer graphene. We show below that
g can be an order of magnitude higher than its bare value g = 2. This resembles
the situation in Bi, another low band gap material. In fact, there is a mathematical
similarity of the low-energy theories [107] of the two materials. (Of course, Bi is
three-dimensional.)

The dependence of Landau level energies in bilayer graphene on Bz and U
is known to be quite complicated (see, e.g., Refs. [108, 109, 110]). We show that
it can be understood if one applies quasiclassical quantization to the Mexican hat
band structure. This procedure requires calculating the phase shifts Φc acquired
by quasiparticles on their cyclotron orbits. Both the pseudo-Zeeman term and
the Berry phase contribute to Φc. As a result, Φc generally is not an integer
multiple of the monolayer value π. When it does become equal to π, at certain
values of U , an interesting phenomenon occurs: adjacent Landau levels of opposite
valleys become degenerate. Therefore, there are an infinite number of Landau level
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crossings within the same band.
Landau level crossings in the two dimensional electron gas (2DEG) has pre-

viously attracted much theoretical [111, 112, 113, 114, 115, 116, 117] and experi-
mental [118, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 129] interest because
the 2DEG then exhibits many of the properties found in ferromagnets. Therefore,
BLG may be a promising system for studying quantum Hall ferromagnetism.

The remainder of this article is organized as follows. A brief summary of
BLG band structure properties is given in Sec. 4.2. The quasiclassical approxi-
mation is discussed in Sec. 4.3. Illustrative Landau level spectra are presented in
Sec. 4.4. The anomalous Hall conductivity of the BLG is computed in Sec. 4.5.
Concluding remarks are given in Sec. 4.6. Technical notes are gathered in the
Appendix.

4.2 Analytic results from prior work

4.2.1 Quantizing magnetic field

In the presence of a magnetic field B = Bẑ, the two components of the
wavevector no longer commute. Near the zone corners, we invoke the Kohn-
Luttinger substitution ki → πi such that [πx, πy] = −i/`2

B, where `B =
√
~c/e|B|

is the magnetic length. We define the ladder operators,

a = − `B√
2

(πx − iπy) , a† = − `B√
2

(πx + iπy) , (4.2)

which satisfy the commutation relation
[
a , a†

]
= sgn(B) . (4.3)

Using Eqs. (1.10) and (4.2), we find the Hamiltonian of K+ valley to be

H+(U) =



−U −ω0 a η4 ω0 a η3 ω0 a
†

−ω0 a
† −U + ∆′ γ1 η4 ω0 a

η4 ω0 a
† γ1 U + ∆′ −ω0 a

η3 ω0 a η4 ω0 a
† −ω0 a

† U

 , (4.4)
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Figure 4.1: Landau level energies vs. magnetic field for U = 0 (left) and U =
80meV (right). Solid lines correspond to the K+ valley and broken lines to the
K− valley. The color distinguishes the spectra of Ha (black), Hb (red), and Hc
(blue), where Ha,b,c are defined in Appendix B.

where η3 = γ3/γ0 = 0.1, η4 = γ4/γ0 = 0.05, and

ω0 =
√

2 ~v0
`B
≈ 35meV

√
|B(T)| . (4.5)

Throughout we shall ignore the effects of real Zeeman splitting, which are small
due to the value of the Bohr magneton, µB = e~/2mec = 57.9µeV/T. At the
highest fields in the relevant experiments (B ≈ 30T) the real Zeeman splitting
is on the order of a few millivolts, which is much smaller than even the smallest
of the SWMc energy scales. (As we shall see, the pseudo-Zeeman effect can be
significantly larger.)

The HamiltonianH− ofK− valley is obtained fromH+ via the replacements

R : a→ −a† , a† → −a , (4.6)
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which is the reflection in the y–z plane. The commutation relation (4.3) between
a and a† and therefore the energy spectrum is preserved if we additionally reverse
the magnetic field,

RB : B → −B . (4.7)

Taken together, these replacements implement the symmetry operation O1 = RRB

discussed in Sec. 4.1. The other valley-interchanging operator O2 is represented in
terms of the unitary matrix

V =
 0 σx

σx 0

 (4.8)

and the time-reversal operation Sq → (Sq)∗, i.e.,

RT : a→ −a , a† → −a† , B → −B . (4.9)

It is easy to see that

H−(U) = RTRB

[
V†H+(−U)V

]
. (4.10)

Since RTRB does not change the commutation relation (4.3), the spectra of H−(U)
and H+(−U) coincide. Thus, it suffices to discuss the spectrum of H+, from which
one can obtain the spectrum of H− by reversing the sign of either U or B.

These symmetries further imply that at B = 0 the two valleys are degener-
ate in energy and that additionally, each valley is symmetric under U → −U . On
the other hand, at finite B, the valleys are degenerate only if U = 0. Note also
that the total spectrum, including both valleys, is particle-hole symmetric when
∆′ = γ4 = 0.

Making use of the eigenvectors |n〉 of the number operator a†a, we write
the general bilayer wavefunction as

|Ψ〉 =
∞∑
n=0



un |n〉
vn |n〉
ũn |n〉
ṽn |n〉

 . (4.11)

The structure of the resulting Hamiltonian is discussed in Appendix B. If all SWMc
parameters are kept, it can be diagonalized only numerically. Some results are
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Figure 4.2: Landau level energies vs. magnetic field B for the case γ3 = γ4 =
U = 0. The labeling of the states corresponds to that in the text.

shown in Figs. 4.1, 4.2, and 4.3, which illustrate that the spectrum can be rather
complicated. In the remainder of this section we review certain limits where some
analytical progress can also be made, which helps with physical understanding of
these results.

γ3 = 0 limit

It is simplest to consider the case where γ3 = 0, which turns out to be an
excellent approximation at large fields. When γ3 = 0, the eigenstates of H+ fall
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into one of three classes:

∣∣∣ψ−1

〉
=



0
0
0
|0〉

 , |ψ0〉 =



0
v0 |0〉
ũ0 |0〉
ṽ1 |1〉

 , (4.12)

and

|ψn〉 =



un−1 |n− 1〉
vn |n〉
ũn |n〉

ṽn+1 |n+ 1〉

 , (4.13)

with n ≥ 1. Clearly
∣∣∣ψ−1

〉
is an eigenstate with eigenvalue E = U . Applying H+

to |ψ0〉, one obtains the 3× 3 Hamiltonian for the ψ0 sector,

H0 =


−U + ∆′ γ1 η4 ω0

γ1 U + ∆′ −ω0

η4 ω0 −ω0 U

 . (4.14)

Finally, the spectrum for the |ψn〉 states (n ≥ 1) is given by the eigenvalues of the
4× 4 Hamiltonian

Hn =



−U −Wn η4Wn 0
−Wn −U + ∆′ γ1 η4Wn+1

η4Wn γ1 U + ∆′ −Wn+1

0 η4Wn+1 −Wn+1 U

 , (4.15)

where
Wn ≡

√
n ω0 . (4.16)

To label the states, it is helpful to consider the case γ3 = γ4 = ∆′ = U = 0,
corresponding to a pure nearest-neighbor hopping model with constant (zero) local
site energies. One then finds the following (valley-degenerate) spectrum:

E−1 = E0 = 0 , E0,s1,+
= s1γ1

√
1 + β , (4.17)

En,s1,s2
= s1γ1

√
1
2 +

(
n+ 1

2

)
β + s2Cn , (4.18)
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Figure 4.3: Landau level energies vs. interlayer bias U for a field value B = 5T.
Solid lines correspond to the K+ valley and broken lines to the K− valley. The
color distinguishes the spectra of Ha (black), Hb (red), and Hc (blue). At an
accidental degeneracy (level crossing), the color and the line type cannot both be
identical. The shaded area indicates the energy gap at B = 0.
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where

β =
(
ω0
γ1

)2

= B

136T (4.19)

and
Cn =

√
1
4 +

(
n+ 1

2

)
β + 1

4β
2 . (4.20)

Note that the n = −1 and n = 0 states require a separate labeling convention.
For the full model, with γ3, γ4, and ∆′ restored, particle-hole symmetry

is broken by the γ4 and ∆′ terms. These are relatively small however, so there
remains an approximate particle-hole symmetry, as shown in Fig. 4.3. The state
labels are then defined by adiabatic continuity with the γ3 = γ4 = ∆′ = 0 limit.

Low energy effective theory

As mentioned above, at low energies one can implement a unitary trans-
formation, which decouples the inner (s2 = −1) and outer (s2 = +1) bands
order by order in S, which vanishes at the zone corners. [26, 27] Here S =
∓(
√

3/2)a0(kx ∓ iky) and the upper (lower) sign denotes the K+ (K−) valley.
To order S2 one obtains

H̃ =


λ
(
∆̃ + 2U

)
SS† − U γ3S

† − γ2
0
γ1
S2

γ3S −
γ2

0
γ1
S†2 λ

(
∆̃− 2U

)
S†S + U

 , (4.21)

where λ = (γ0/γ1)2 ≈ 53.5 and

∆̃ = ∆′ + 2γ1γ4
γ0
≈ 59 meV (4.22)

is a composite parameter describing electron-hole symmetry breaking effects of
∆′ and γ4. Anticipating the introduction of an external magnetic field, we have
allowed for the possibility that S and S† do not commute, cf. Appendix 4.7.1 for
derivation.
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The eigenvalues of H̃ to leading order in γ3 are 2

Ẽ±s1,−,k
= ε2

k

γ2
1

∆̃

+ s1

√√√√(2ε2
k

γ2
1
− 1

)2

U2 + ε4
k

γ2
1
± 2γ3 ε

3
k

γ0γ1
cos 3ϕ ,

(4.23)

where ϕ is the polar angle of k. This agrees with Eq. (1.14) in the appropriate
limit.

The 2 × 2 form of matrix H̃ in Eq. (4.21) naturally leads to the concept
of a pseudospin-1

2 degree of freedom which simplifies calculations somewhat. We
use this approach sparingly for the following reasons. First, in experiments U is
not necessarily much smaller than γ1, in which case the reduction to a two-band
effective Hamiltonian is not valid. Second, the calculation of the pseudospin-related
effects are not difficult even when all four bands are kept. Finally, the low-energy
theory does not produce accurate results for the Berry phase. A brief discussion
of this technical issue is also given in Appendix 4.7.1.

In a nonzero magnetic field, H̃+ becomes
β
(
∆̃ + 2U

)
aa† − U γ3

γ0
ω0 a

† − βγ1a
2

γ3
γ0
ω0 a− βγ1a

†2 β
(
∆̃− 2U

)
a†a+ U

 , (4.24)

while H̃− is obtained via substitutions (4.6). When γ3 = 0, their eigenvalues are
easily obtained by considering the basis of states

∣∣∣φ+
n

〉
=
u+

n |n− 1〉
v+
n |n+ 1〉

 . (4.25)

In this basis the above Hamiltonian takes the form
β (∆̃ + 2U)n− U −βγ1

√
n(n+ 1)

−βγ1

√
n(n+ 1) β (∆̃− 2U)(n+ 1) + U

 . (4.26)

2This is similar to Eq. (16) of Ref. [27] except in lieu of our cos 3ϕ they have − cos 3φ = sin 3ϕ.
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When n = −1, we have u+
−1 = 0 and the energy levels in the two valleys are

E±−1 = ±U . With n = 0 we again have u+
0 = 0, and

Ẽ±0 = β∆̃± (1 + 2β)U . (4.27)

The splitting of the n = −1 and n = 0 levels and their valley-dependent slope as
a function of U lead to a characteristic diamond-shaped crossing pattern, shown
in Fig. 4.4. The largest energy gap occurs in the unbiased sample, U = 0, and
its magnitude ≈ 0.5meV×B(T) is comparable to that measured in Ref. [87] in a
suspended BLG. On the other hand, an order of magnitude smaller gaps (smaller
than even the bare Zeeman gap) have been observed in a more disordered BLG on
SiO2 substrate. [88]

Finally, for n > 0 one has (similar to Ref. [110])

Ẽ±n,s1,−
=
(
n+ 1

2

)
β∆̃∓ βU

+ s1

√√√√[(2n+ 1)βU ∓ β∆̃
2 − U

]2
+ n(n+ 1) β2γ2

1 .

(4.28)

This completes our summary of the (mostly) known analytic results for the energy
spectrum of BLG.

4.3 Quasiclassical approximation

4.3.1 Effective g-factor

Renormalization of the electron magnetic moment is a well-known phe-
nomenon in the solid-state physics. Most often it comes from spin-orbit inter-
action; however, in crystals without inversion symmetry there is an additional
contribution due to the orbital angular momentum:

Mα ≡ 〈α |M|α〉 = − e

2c 〈α| r× v |α〉 . (4.29)

Here α is a given Bloch state and r, v are the position and velocity operators,
respectively. Since we are not interested in the center-of-mass motion, in evaluating
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Mα we must assume that the expectation value of position vanishes, i.e., that r
has only off-diagonal matrix elements [130]

〈α |r|α′〉 = i 〈α |∇k|α′〉 , α 6= α′ . (4.30)

This leads to
Mα = e

2ic
∑
α′ 6=α

[〈α |∇k|α′〉 × 〈α′ |v|α〉] . (4.31)

A lucid derivation of Eq. (4.31) was given previously in Refs. [131, 132], which also
contain references to much earlier work. 3

Below we assume that B and M are both in the ẑ-direction. The orbital
contribution to the g-factor is g = 2Mα/µB where µB = e~/(2mec) is the Bohr
magneton and me is the bare electron mass. To calculate Mα, we can add and
subtract the omitted diagonal term in Eq. (4.31), which gives

Mα = e

2c (Fα −Dα) , (4.32)

where

Fα = −i 〈α |∇k × v|α〉 · ẑ , (4.33)

Dα = −i [〈α|∇k |α〉 × vg] · ẑ , (4.34)

(note that both Fα and Dα are real) and where

vg ≡ 〈α|v |α〉 = ~−1∇k Eα (4.35)

is the group velocity vector (the subscript α in vg is omitted for simplicity). Using
these formulas we compute the energy dispersion

Ẽα = Eα −BMα . (4.36)

It is interesting to compare our formula with those in literature. A very
close analogy is provided by Bi, whose effective Hamiltonian is also a 4× 4 matrix
linear in k. In an early paper [107] where the calculation of the g-factor of Bi is

3Unfortunately, some of these sources also contain typographic mistakes. For example,
Eq. (59.11) of Ref. [130] is off by the factor of m~ and Eq. (3.6) of Ref. [132] is missing a
factor of two.
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discussed, the subtraction of the diagonal term Dα is lacking, so that the result
is not gauge-invariant. Below we show that Dα is related to the Berry phase,
which apparently has not been handled correctly in Ref. [107] (considering that it
precedes Berry’s work [99] by almost two decades, it is hardly surprising).

Let us now apply our general formula to BLG. For K+ valley we can choose
the eigenvectors of H+ in the form∣∣∣α+

〉
= (uαe−iϕ, vα , ũα , ṽα eiϕ)T, (4.37)

where α now throughout this section stands for {s1, s2, k}. It is assumed that the
imaginary parts and the entire dependence on ϕ — the polar angle of k — enter
via the exponential factors only. A straightforward calculation yields:

D+
α = vg

u2
α − ṽ2

α

k
= −

vgU

2kEα

1 + 4ε2 − γ2
1

2s2Λ
2(εk)

 , (4.38)

F+
α = 2 v0

uαvα − ũαṽα
k

−D+
α = − 2~ v2

0 U

s2Λ
2(εk)

−D+
α , (4.39)

where Λ is given by Eq. (1.15). The eigenvectors for K+ valley can be obtained by
replacing e±iϕ in Eq. (4.37) with −e∓iϕ and so the signs of Fα and Dα are reversed.

The last term represents the pseudo-Zeeman effect due to the orbital mag-
netic moment. Algebraic manipulations with Eqs. (1.15), (4.32), (4.38), and (4.39),
together with the relations

vg = 1
~
dE

dk
= v0

ε

E

s3Γ
2(E)

s2Λ
2(ε) (4.40)

and
s3Γ

2(Eα)− s2Λ
2(εk) = 1

2γ
2
1 + 2U2 , (4.41)

yields

M+
α = −e~

c

2v2
0γ

2
1 U

γ4
1 + 4(γ2

1 + 4U2) ε2
k

(
1− ε2

k

E2
α

)
. (4.42)

For the lower energy conduction band, on which we mostly focus later, M+
+−,k is

plotted in Fig. 4.5. The modified spectrum Ẽα is plotted alongside Eα in Fig. 1.3
for all four bands and in Fig. 4.6 for the lower conduction band only. At k = 0 we
have a particularly simple result

g±s1,s2,0 = 2
µB

M±
s1,s2,0 = ∓8mev

2
0
U

γ2
1
, (4.43)
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Figure 4.5: Orbital magnetization M+
+− of K+ valley as a function of εk = ~v0k

at U = 0.1 eV.

for all s1 and s2, in agreement with Eq. (54) of Ref. [105].
As one can see from Fig. 4.5, the g-factor has an intriguing energy depen-

dence, which prompts the question of whether it can be verified experimentally.
Unfortunately, this appears problematic. There is no optical transition between
the energy levels split by the pseudo-Zeeman effect as they belong to different val-
leys, and so, methods analogous to the electron spin resonance would not work.
Another conventional method of extracting the g-factor would be to measure the
valley-splitting of the Shubnikov-de Haas effect. However, this splitting also in-
cludes the contribution of the Berry phase, discussed later in this Section. This
contribution effectively compensates for nonmonotonic variation of the g-factor,
making the valley-splitting of Landau levels only weakly dependent on the Fermi
energy (or Landau level index).

The most easily observable manifestation of the pseudo-Zeeman effect ap-
pears to be the displacement of the band edges, e.g., the bottom of the Mexican hat
of the conduction band. At this point, Eq. (4.42) yields (the superscript denotes
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the valley, as usual):

g±+−,k?
= 2
µB

M±
+−,k?

= ± 8mev
2
0U

γ2
1 + 4U2 . (4.44)

Thus, at U = 100meV we obtain |g±+−,k?
| ≈ 22. This is one order of magnitude

higher than the bare value g = 2 and is about as large [107] as in Bi. (For this
reason, we neglect the bare Zeeman coupling in this article.) For U � γ1, the
effective g-factor is proportional to U , as appropriate for the linear magnetoelec-
tric coupling [Eq. (4.1)]. Therefore, a roughly linear variation of the band edge
positions with B and U can be expected. This issue is addressed in more detail in
Sec. 4.4.

4.3.2 Quantization rules

While numerical calculations of the Landau level spectrum is possible for
any choice of parameters, in Sec. 4.4 we shall see that the result can be rather com-
plicated. Therefore, both exact and approximate analytical methods remain valu-
able for this task in hand. So far, we have discussed two such methods. First, for
U = γ4 = ∆′ = 0, closed-form expressions for the Landau level energies [Eq. (1.15)]
exist. Second, if these energies are much smaller than γ1, then the approximate
Eq. (4.28), valid for finite U , can be used. In this section we outline another
approach — the quasiclassical quantization — which can be used for arbitrary re-
lation between U and γ1. Within this approximation, Landau level energies E±n,s1,s2

are taken to be equal to the renormalized band energies (4.36) evaluated at certain
quantized orbits in the reciprocal space:

E±n,s1,s2
= E±

s1,s2,k
±
n
. (4.45)

The area of the nth orbit satisfies the Onsager condition [133]

π(k±n B̀)2 = 2π(n+ δ±n ) , (4.46)

where k±n is the radius of the orbit and δ±n is a dimensionless number discussed
below.
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The quasiclassical approximation is accurate through the order O(`−2
B ) or

alternatively O(1/n). It turns out to be exact for parabolic dispersion (where
δ = 1

2) and in monolayer graphene (where δ = 0). The quasiclassical approximation
for general matrix Hamiltonians was previously studied in Refs. [134, 135] and
specifically in the context of graphene in Ref. [136]. However, we found it most
instructive to follow Refs. [131, 137].

The physical picture is as follows. In a weak magnetic field, momentum k
of a quasiparticle slowly rotates as a function of time t according to the equation
of motion

k̇ = ωc ẑ× k , ωc ≡
2π
T

sgn(vg) , (4.47)

where T = 2πkn`2
B/|vg(kn)| is the cyclotron period. (For simplicity, the valley and

band labels are temporarily omitted.) The rotation of k causes a slow evolution
of the wavefunction |α〉 in the pseudospin, i.e., sublattice space. This causes the
accumulation of the Berry phase [99, 100]

ΦB ≡ sgn(vg)
T∫

0

dt 〈α |i∇k|α〉 · k̇ . (4.48)

The quasiclassical quantization rule is [131]

sgn(vg)
∮
dπy `

2
B πx + ΦB = π(kn B̀)2 + ΦB

= (2n+ 1)π .
(4.49)

It can be understood as a generalized Bohr-Sommerfeld rule: since `2
B πx plays the

role of “momentum” conjugate to the “coordinate” πy, the top line represents the
total phase shift acquired along the orbit, including the geometric phase. Equa-
tion (4.49) establishes the precise relation between the Onsager number δ and the
Berry phase ΦB:

δ = 1
2 −

ΦB
2π , (4.50)

Thus, in monolayer graphene where ΦB = π, we get δ = 0, which implies the
existence of a level at zero energy. [25]

Comparing Eqs. (4.34) and (4.48) we see that for the isotropic spectrum (in
BLG, for γ3 = 0) we have

ΦB = 2πk
vg

Dα . (4.51)
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Figure 4.6: Evolution of a particular (n = 5) Landau level of the K+ valley as
a function of U . Superimposed are the spectra at zero field (thin traces) and that
with pseudo-Zeeman correction in a magnetic field B = 5T (thick trace). (a) At
small U , the quantized cyclotron orbit is outside the Mexican hat. (b) For certain
U , the orbit goes inside the gap of the zero field spectrum. (c) At larger U , it moves
underneath the Mexican hat where the direction of the group velocity is opposite
to the momentum. (d) At very large U (not presently accessible in experiments),
where the BLG spectrum consists of two copies of monolayer spectra shifted by
±U , the nth electron Landau level of BLG approaches the (n + 1)th hole Landau
level of the higher energy monolayer.
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Postponing the discussion of this equation for just a moment we note that for
vg 6= 0, another version of the quantization rule can be established. [137] To this
end one defines a modified orbit radius k̃n such that

En,s1,s2
= E

s1,s2 ,̃kn
. (4.52)

To the leading order in B, the rule that determines k̃n is similar to Eq. (4.49)
except ΦB is replaced by a different phase shift Φc :

π
(
k̃n B̀

)2
= (2n+ 1) π − Φc , (4.53)

Φc = ΦB + MB

~
T = πk

vg

(
Fα +Dα

)
. (4.54)

With further analysis it is possible to show that our Φc coincides with the “semi-
classical phase” defined in Ref. [136]. Therefore, the difference between Φc and
ΦB noted in that paper is entirely due to the pseudo-Zeeman shift rather than a
violation of adiabaticity.

Applying the above formulas to BLG, we obtain

Φ±B
2π = ∓ U

2Eα

1 + s2
4ε2

k − γ2
1√

γ4
1 + 4(γ2

1 + 4U2) ε2
k

 . (4.55)

At finite U the Berry phase is a nonmonotonic function of momentum, which is
addressed in more detail in Sec. 4.5. Here we comment only on the simple case
U = 0, where Eq. (4.55) gives Φ±B = 0 at all k 6= 0. This seems to contradict to
the assignment Φ±B = ±2π made in most of the previous work. [26, 89] In fact,
there is no contradiction because the Berry phase is not unique: different choices
for an overall phase of the wavefunction in Eq. (4.48) can shift Φ±B by an arbitrary
integer multiple of 2π. In the context of Landau quantization, such shifts can be
compensated by relabeling the Landau index n, so that the physical quanitities —
the radii k±n of the orbits and their energies — remain the same.

Combining Eqs. (4.54) and (4.55), we obtain the analytic formula for the
semiclassical phase:

Φ±c
2π = ∓ s3

UEα√
(γ2

1 + 4U2)E2
α − γ2

1 U
2
, (4.56)
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This equation should be used away from momentum k? where its denominator
vanishes. Finally, the quantization rule (4.53) becomes

n+ 1
2 =

(
εk
ω0

)2

+ Φc
2π . (4.57)

In comparison, the precise relation between n and Eα for the case γ3 = γ4 = ∆′ = 0
reads

n+ 1
2 = E

2
α + U2

ω2
0
− s3

√√√√Γ 4(Eα)
ω4

0
+ 2UEα

ω2
0

+ 1
4 . (4.58)

This result follows from Eq. (4.18); the composite label α denotes the set {n, s1, s2}.
The semiclassical Eq. (4.57) does agree with the exact Eq. (4.58) to the leading
order in ω2

0, i.e. O(1/n) at large n. Fortuitously, it is also valid for n = −1. It
predicts k̃+

1−− = 0, which entails E+
1−− = U , in agreement with our earlier result.

The valley splitting of the Landau levels can be expressed as follows:

E+
α − E−α = −2~

T
Φ+

c = s1s2
2γ2

1βU√
γ4

1 + 4(γ2
1 + 4U2) ε2

k

. (4.59)

Here either k±n or k̃±n can be used in place of k because this formula is valid only
to the leading order in β. At low energies, it simplifies to

E+
α − E−α ' −2βU , n� 1 , (4.60)

in agreement with Eq. (4.28). We see that unlike the pseudo-Zeeman term, dis-
cussed in Sec. 4.3.1, the net valley-splitting of the Landau levels has little energy
or n dependence.

It is now straightforward to apply the above quantization rules in order to
understand qualitatively the evolution of some n � 1 Landau level as a function
of U . For the K+ valley, illustrated in Fig. 4.6, the situation is as follows. As U
increases starting from zero, the radius of the orbit changes only slightly because
ΦB/2π ∼ 1 � n for all U . On the other hand, the Mexican hat expands in both
height (energy) and width (momentum). As a result, the quantized orbit slips from
the exterior (k > k?) to the interior (k < k?) of the hat. In the process, the orbit
passes through a region where its energy is inside the gap of the B = 0 dispersion
because of the negative pseudo-Zeeman term. (For the K+ valley this occurs only
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if U > 0 but not if U < 0, see Eq. (4.44) and Sec. 4.4 below.) Eventually, at very
large U , the orbit approaches the n+1st hole Landau level of graphene monolayer,
except it is shifted upward by U .

4.4 Landau level spectrum

4.4.1 Level crossings

Figure 4.7 shows the first several Landau levels, which we calculated nu-
merically as a function of U at a representative magnetic field of B = 5T. Only
U > 0 are shown because the energies at negative U can be obtained from the
symmetry relation E+

α (U) = E−α (−U).
As more clearly seen in Fig. 4.14, the U -dependence of Landau level energies

is nonmonotonic, which gives rise to a complicated net-like pattern with numerous
crossings. In this section we explain the physical origin of these crossings. It should
be clarified that electron interactions, which are ignored in our calculations, can
produce significant corrections to the Landau level energies. However, we expect
that topological properties of the level diagram would not change much.

Let us focus on the s1 = +1 levels and consider the limits of small and large
U (a similar argument can be applied to the s1 = −1 levels with appropriate sign
changes). For small U , the Landau levels are roughly equidistant and those with
higher index n have higher energies (in agreement with Eq. (4.18) for U = 0). In
the opposite limit of U � γ1, from Eq. (4.4) it is easy to see that the BLG spectrum
consists of two copies of the monolayer spectrum shifted by ±U . Accordingly, the
set

{
E±n+−

}
approaches the Landau level energies of the holes in the monolayer [25],

but shifted by U > 0:

E+
n+− ' U −

√
n+ 1 ω0 , E−n+− ' U −

√
n ω0 . (4.61)

In this limit states of higher index have lower energies. Therefore, any two levels
of the s2 = −1 band cross at some value of U . This occurs when the corresponding
quantized orbits are located at the same energy but on the opposite sides of the
Mexican hat (see Fig. 4.6).
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In addition, it is possible to have crossings of orbits on the same side of the
Mexican hat if they belong to opposite valleys. In the semiclassical approximation,
this occurs whenever Φ±c /π is an integer. In this case the difference in n is compen-
sated by the difference in the semiclassical phase, yielding the same momentum k̃n

and energy Es1,s2
(k̃n) (see Eq. (4.53)). For example, at U = 0 we have Φ±c = 0, so

that all Landau levels should be (and are) valley-degenerate. Next, |Φ±c | → π as
U → ∞, so in this limit the adjacent Landau levels coincide, in agreement with
Eq. (4.61). Using Eqs. (1.17), (1.19), and (4.56), one can show that the condition
|Φ±c | = Nπ is met at

E2
α = E2

?

1− (2E?/Nγ1)2 (γ3 = γ4 = ∆′ = 0) . (4.62)

This implies that the level crossings are confined to the range of energies E? ≤
|Eα| ≤ |U |, which is precisely the range between the top and the bottom of the
Mexican hat. The crossings at the top of the hat are between the adjacent Landau
levels (N = 1). Since the special level E±−1 = ±U also happens to be at the same
energy, these are actually triple crossings. In the s1 = ±1 band, they involve
nth level of K±, the n − 1st level of K∓, and the −1 level of K± (assuming
U > 0). When γ3 = γ4 = ∆′ = 0 these unusual triple crossings appear when
U = Un ≡ 1

2
√
n ω0. We can show by algebraic means that finite γ4 and ∆′ give

corrections to Un but do not lift the triple degeneracies. We suspect that this
property stems from some hidden symmetry of the Hamiltonians H±n .

4.4.2 Trigonal warping

The parameter γ3 has a number of interesting effects on both the zero-field
and Landau level spectra. It mixes Landau levels of the same valley with indices n
different by an integer multiple of three, see Appendix 4.7.2. This turns crossings
between such levels into avoided crossings. Strictly speaking, we can no longer
label Landau levels by {n, s1, s2}. Nevertheless, the effect of γ3 is small at low
U , so that with proper care it is possible to track the levels through the avoided
crossings and still retain our labeling scheme. The calculation of the Landau level
spectra with γ3 6= 0 is handled numerically. To account for the level mixing at
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high U we had to diagonalize matrices of size 4J with large enough J (J ≈ 100) to
ensure numerical accuracy, see Appendix 4.7.2. One effect of γ3 is to lift the triple
degeneracy of the adjacent Landau levels by moving the crossing point energy away
from the top of the Mexican hat, as expected.

A more interesting effect is the shift of the B = 0 band edges, which are the
boundaries of the central band gap in Fig. 4.3. This can be understood as follows.
The hopping γ3 induces a trigonal warping of the zero-field bands, as described by
Eq. (4.23). Accordingly, the low-energy region of the conduction band develops
three kidney-shaped pockets along k = k? circle centered, in K+ valley, at ϕ = 1

3π,
π, and 5

3 angular positions 4. To the leading order in γ3, their energy is lowered
below E? by

δE '
√

8 γ3
γ0

U2

γ1

(
γ3
γ0
� U

γ1
� 1

)
, (4.63)

which follows from Eqs. (4.23). Accordingly, the band edge of the conduction/valence
band at B = 0 shifts by ∓δE. For example, at U = 0.15 eV we obtain δE ≈ 8meV.
This is in a good agreement the numerical results shown in Figs. 4.3 and 4.7.

The effect of γ3 on Landau levels is even more striking. As one can see from
Fig. 4.7, it leads to a bunching of Landau levels near the conduction (and valence)
band edges as U increases above 0.1 eV. Apparently, these Landau levels, which
can be labeled n = n? − 1, n?, and n? + 1, become nearly degenerate. Within
a simple quasiclassical picture, the explanation is straightforward: this trio of
levels correspond to three orbits, which are identical in shape and energy but
are separately confined inside the three equivalent pockets. [26] In a more refined
description, such orbits are hybridized by a weak quantum tunneling, so that the
Bloch functions have equal amplitude in each pocket but different phases. To verify
this picture, we chose a set of U in the range between 0 and 0.15 eV and for each
of them computed the Bloch function of the lowest-energy state numerically. We
took γ3 = 0.15, for which there is only a single threefold degenerate level lying
just within the central gap. At all U , these functions exhibit maxima centered
at ϕ = 1

3π, π, and
5
3π, as expected (see Fig. 4.8). However, for U >∼ 0.1 eV such

4This agrees with Fig. 6 of Ref. [27] where γ3 > 0 is also assumed. In contrast, in Ref. [26]
where the sign of γ3 is opposite to ours, values of ϕ are shifted by π.
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Figure 4.7: Landau level energies vs. interlayer bias U for a field value B = 5T.
(a) Top panel: γ3 = 0; (b) bottom panel: γ3 = 0.3 eV. The color and line type
are as in Fig. 4.3. Note the bunching of levels at the edges of the central band
gap when γ3 6= 0: the two levels just below the gap for U >∼ 100meV are both very
nearly threefold degenerate.
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Figure 4.8: Absolute value of the Bloch function for the lowest-energy Landau
level of the conduction band. The origin is at the K+ point, the radial coordinate
is k`B, and U = 0.15 eV.

maxima become very sharp, consistent with the picture of confinement and in
concert with the coalescence of the energy levels into a single narrow bunch, as in
Fig. 4.7.

In general, the influence of γ3 on the spectrum gets stronger as B decreases
or U increases. This is because the depth δE of the pockets and their width
increases with U while the area in momentum space per orbit is equal to 2π/`2

B ∝ B,
as discussed in Sec. 4.3. Hence, at large U and/or small B, each pocket may host
several orbits, so that higher-energy Landau levels can also form bunches of three,
as is apparent in Fig. 4.7, where there are two nearly three-fold degenerate sets of
Landau levels separated by 10-20 meV from a tangle of higher energy states. The
first bunch emerges at U ≈ 80meV and the second at U ≈ 120meV. Conversely,
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as B increases at fixed U , separate orbits no longer fit into the pockets and they
unite into a single contiguous loop. At this point, the effect of γ3 can safely be
neglected.

4.4.3 Energy gap

The above discussion indicates that the energy gap of BLG can be controlled
not only by U but also by B while keeping U fixed. Since this gap can strongly
affect the low-temperature transport, it may be of interest in applications, and so it
deserves some discussion. The magnetic field tends to reduce the gap relative to the
zero-field case, as one can see in Figs. 4.3 and 4.7, where the gray area indicates the
zero field gap. In other words, some Landau levels can reside inside the bandgap
|E| < E? of the B = 0 spectrum. This phenomenon is a direct manifestation of the
pseudo-Zeeman shift. It is seen more clearly in Fig. 4.6(b), where only one Landau
level (from the K+ valley) is shown. For a certain U > 0 this level drops below the
zero-field minimum E? of the conduction band. Similarly, there is another Landau
level from K+ valley, not shown in the Fig. 4.6(b), which rises above the maximum
−E? of the valence band. This is because the pseudo-Zeeman effect has opposite
signs in the two valleys. Based on this argument, we can use Eq. (4.44) to show
that, e.g., the bottom of the conduction band shifts to

Ẽ? ' E? −
β |U |

1 + (2U/γ1)2 , (4.64)

where β is defined in Eq. (4.19). In principle, this approximate formula can be
refined by semiclassical quantization. The true band edge is determined by the
lowest-energy Landau level of the conduction band. Its index n?, which depends
on U and B, can be found by setting k̃ = k? and dropping the second term on the
right-hand side of Eq. (4.57): n? + 1

2 ' ε2
?/ω

2
0 = (1/β)(ε?/γ1)2. A similar result

can be obtained from the low-energy effective theory, by minimizing the energy in
Eq. (4.28) with respect to the Landau index n. With ∆′ = 0 we obtain

n? = 1
β

2U2

γ2
1 + 4U2 . (4.65)

Since β ∝ B, our approximate formula 2Ẽ+
? for the gap predicts a linear

gap narrowing as B increases at U = const. Figure 4.9 demonstrates that it is
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Figure 4.9: Energy gap separating Landau levels of the valence bands from those
of the conduction band as a function of the magnetic field B. The cusps on the
curves are due to discrete changes in Landau level index n? (see main text). The
upper solid curve is for γ3 = 0 and the lower one for γ3 = 0.30 eV. The analytic
estimate per Eqs. (4.64) and (4.66) is shown by the dashed line.



76

quite accurate up to the point where n† drops to zero, i.e. up to the field where
β ≈ 2U2/γ2

1 . Of course, this approximation misses the small cusps produced by
the discrete changes in n?.

At larger B, the gap is determined by the energy of the special n = 0
Landau level for which Eq. (4.64) is not valid. Instead, we can use Eq. (4.27) to
get

Ẽ? ' E? −
(
2|U | − ∆̃

)
β (β < 2U2/γ2

1) . (4.66)

We see that the B-dependence remains linear but the slope becomes larger by a
factor of two or so. This prediction is in a reasonable agreement with numerical
calculations (Fig. 4.9). The deviations seen at B & 10T are due to insufficient
accuracy of the low-energy theory at such fields. The total reduction of the gap as
the field changes from B = 0T to 15T is about 15meV or 10%.

At even larger B, level n = 0 on the s1 = sgn(U) side would cross with
level n = −1, so that the slope of the linear dependence would change again. That
n = −1 level would eventually intersect with the other n = 0 level if B keeps
increasing, at which point the gap would momentarily vanish. An example of such
an intersection is shown in Fig. 4.4 (although the energies are plotted as a function
of U).

Let us now discuss the effect of γ3. In Fig. 4.3, the energies of the lowest-
energy levels of the conduction and its counterpart in the valence band seem to be
lined up with the respective edges of the B = 0 spectrum, as though the pseudo-
Zeeman effect is canceled. This cancellation is fortuitous. We attribute it to the
zero point motion of the orbits confined inside the pockets. Clearly, the Bloch
functions (Fig. 4.8) have some finite spread around the centers of the pockets.
Thus, in the conduction band such orbits are raised in energy above the actual
minima of the band, which counteracts the effect of the pseudo-Zeeman shift.
Indeed, a better measure of the pseudo-Zeeman effect is the valley splitting, which
is nearly the same in Figs. 4.7(a) and (b). (The latter is essentially the upper half
of Fig. 4.3). The magnitude of the zero-point energy shift depends on U and B

and just happens to be numerically close to the pseudo-Zeeman shift in a range of
parameters used in Fig. 4.3.
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The gap narrowing becomes more apparent at larger magnetic fields, see
Fig. 12. The upper and the lower solid curves represent the energy gap without
and with γ3, respectively. At B = 0, the distance between the two curves is about
8meV, which is close to 2 δE ≈ 9meV per Eq. (4.63). As B increases, this distance
quickly diminishes, and the gap concomitantly narrows.

4.5 Anomalous Hall conductivity and valley mag-

netization

Systems that carry a finite Berry phase can exhibit a nonzero Hall conduc-
tivity σH even at B = 0. This is known as the anomalous Hall effect (AHE). The
AHE and other manifestations of the Berry phase in electronic properties have
been recently reviewed in Ref. [138]. It has been shown that for a partially filled
band, σH in units of e2/h is equal to the Berry curvature

Ω ≡ [∇k × 〈α |i∇k|α〉] · ẑ , (4.67)

integrated over all occupied states. By the Stokes’ theorem, in the two-dimensional
case the result is determined solely by the Berry phase at the Fermi level. There-
fore, we can readily compute the anomalous contribution to σH from our Eq. (4.55).
To do so, we need the Berry phase as a function of energy. Substituting Eq. (4.41)
into Eq. (4.55), we obtain

Φ±B
2π = ±U

E

2E2 − γ2
1 − 2s3Γ

2(E)
4U2 + γ2

1 − 2s3Γ 2(E) , (4.68)

where Γ (E) is defined in Eq. (1.19). The opposite signs in this formula indicate
that the two valleys give opposite contributions to the AHE. Therefore, σH is
nonzero only if unequal population of the valleys is created. While this occurs
naturally for B 6= 0, we desire, in the context of the AHE, that it should also occur
in the absence of an external magnetic field. Theoretical proposals for achieving
that have been advanced in Refs. [139, 104, 140, 141]. Here we do not address
any mechanisms of valley polarization but simply compute all the quantities for
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K+ valley only. Comparison with previous work will be given at the end of this
section.

For brevity, we limit the consideration to the case where the Fermi level µ
resides in the conduction bands (s1 = +), i.e. µ > 0. Using Eq. (4.55), we obtain:

σH =



0 µ < E? ,

σ̄−(µ)− σ̄+(µ) E? ≤ µ < U ,

σ̄−(µ)− σ̄+(U) U ≤ µ < E� ,

σ̄−(µ)− σ̄+(U) + σ̄+(µ) E� ≤ µ ,

(4.69)

where
σ̄s3

(E) ≡ gse
2

h
Φ+

B(s3) , (4.70)

gs = 2 is the spin degeneracy, and

E� ≡ E++(k = 0) =
√
γ2

1 + U2 . (4.71)

Hence, E?, U , and E� are the energies of the Mexican hat bottom, Mexican hat
top, and the upper conduction band bottom, respectively. At these energies the
topology of the Fermi surface changes: from two concentric circles to one and back
to two (we ignore γ3). Accordingly, σH(µ, U) is nonanalytic at such energies: it
has discontinuous derivative (cusps), which are marked by the dots in Fig. 4.10.
Note that in the limit of small U , σH approaches the universal value of 2e2/h.
This property is related to the ‘double step’ of the usual Hall conductivity at zero
density (electroneutrality), which is a hallmark of the quantum Hall effect in a
symmetric graphene bilayer. [25]

Another quantity we can easily compute is the total magnetizationM of the
K+ valley. Recall that at finite U each state {s1, s2,k} carries the orbital magnetic
momentM+

s1,s2,k
. However, when computing the valley magnetization at given fixed

µ, one must account for the pseudo-Zeeman contribution to the spectrum, which
effectively modifies the density of states. The net result is that, in addition to
summing the magnetic moment over the occupied states of the original spectrum,
there is an additional contribution related to the Berry curvature. [104] Namely,
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Figure 4.11: The anomalous Hall conductivity as a function of µ. The result for
U = 1meV is also shown by the dashed line. The dots mark the cusps that occur
at the band extremities µ = E?, U , and E�.
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Figure 4.12: Total zero-field magnetization.

M =MM +MΩ, where

MM = gs
∑
s2,s2

∫ d2k

(2π)2 Mα Θ
(
µ− Eα

)
, (4.72a)

where α = {s1, s2,k} is a composite index,

MΩ = gse

~c
∑
s1,s2

∫ d2k

(2π)2 (µ− Eα)+ Ωα , (4.72b)

where F+ ≡ F Θ(F ). Thus, for µ > U , in which case the occupied states of both
conductions bands fill a circle, the integration limits are from k = 0 to k = kF,s2

where
kF,s2

= 1
~v0

√
µ2 + U2 − s2Γ

2(µ) . (4.73)

For E? < µ < U , the occupied states fill an annulus in momentum space. The
limits on k are from the inner radius kF,+ to the outer one kF,−.

Using
Ω = 1

2πk
dΦB
dk

, (4.74)

which follows from Eq. (4.67), we reduce the expression for MΩ to the integral
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over the Berry phase:

MΩ = gse

~c
∑
s1,s2

∫ d2k

(2π)2
|vg|
k

ΦB
2π Θ

(
µ− Eα

)
. (4.75)

At this point we recall that the orbital magnetic moment M±
α given by is related

to the difference of the semiclassical and Berry phases, see Eq. (4.42). As a result,
the desired combinationMM +MΩ is given by the integral over the semiclassical
phase:

M = gse

~c
∑
s1,s2

∫ d2k

(2π)2
|vg|
k

Φc
2π Θ

(
µ− Eα

)
. (4.76)

which can be evaluated in closed form. The contribution from the two (partially
occupied) conduction bands, using gs = 2, is

M(µ, U) = − eU
π~c

+ e

π~c
· E?
γ1

(4.77)

×



0 µ < E? ,

2
√
µ2 − E2

? E? ≤ µ < U ,√
µ2 − E2

? + 2UE?
γ1

U ≤ µ < E� ,√
4U2 + γ2

1 E� ≤ µ .

Here the first term, which is linear in U , is due to the fully occupied valence bands,
while the additional four possible contributions describe the contribution of the
conduction bands. Interestingly, once the higher energy band s2 = +1 becomes
occupied, µ > E�, the total magnetization no longer depends on µ, because of
partial cancellation between the two conduction bands.

The functionM(µ, U) at U = 80 meV is plotted in Fig. 4.12. Similar to the
Hall conductivity, it has cusps at the energies where the Fermi surface topology
changes. Specifically, for the first two of them we find

M(E?) = − eU
π~c

, M(U) = − eU
π~c
· γ2

1
γ2

1 + 4U2 . (4.78)

In Fig. 4.12, the sign ofM is negative. However, this is unrelated to either
paramagnetism or diamagnetism because the external magnetic field is assumed
to be zero, in which case the K− valley makes an equal and opposite contribution
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to the total magnetization of the system. As a result, only the square of Mα

contributes to the magnetic susceptibility:

χP = M2
α ν = 1

4g
2µ2

Bν . (4.79)

In fact, χP is only one of the terms (known as the Pauli paramagnetism) which
determine magnetic susceptibility. As shown in previous work, [142, 143, 144, 105]
the total susceptibility χ of BLG also contains the Landau diamagnetic term

χL = −1
3 (me/meff)2 µ2

Bν , (4.80)

as well as other contributions, which together generate a very complicated depen-
dence of χ on µ. (Here ν is the total electron density of states at the Fermi energy
and 1/meff = dE2

α/dk
2 is the inverse effective mass.)

Concluding this section, we note that Mα, σH(µ), andM(µ) in BLG were
previously calculated numerically in Ref. [104]. Our analytic results for Mα agree
with that work. (For the ease of comparison, a second axis is included in Fig. 4.5.)
On the other hand, there are noticeable differences for σH(µ) andM(µ). Regarding
σH(µ), we suspect that the authors of Ref. [104] included the effect of impurity
scattering in the form of the side-jump, which we ignore. The plot of M(µ)
presented in Ref. [104] lacks the cusps that should be there due to the changes in
the Fermi surface topology, see our Fig. 4.12.

4.6 Discussion and conclusions

In this paper we have presented a quasiclassical Landau quantization pro-
cedure which includes both the Berry phase and the magnetoelectric effects on
the band structure. This method provides an intuitive picture of the Landau level
dispersion and several other measurable properties of biased BLG. In some cases,
we have been able to derive analytic expressions for the Landau level energies; we
also discussed how they may be computed numerically.

Our results are applicable in the analysis of a number of experiments which
probe transport and thermodynamic properties of BLG, including cyclotron res-
onance, activated conductivity, charge compressibility, and magnetization. Of
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course, a more realistic calculation of these quantities should also include interac-
tion effects. The self-consistent mean field approximation for BLG has been ad-
dressed in several published works, but generally such treatments have neglected
exchange and correlation effects, which were considered in Refs. [145, 146, 147, 148]
and shown to give as much as a ∼ 30% correction to the mean field (Hartree)
approximation, similar to the case in two-dimensional (2D) electron systems in
semiconductors [111, 149]5

Currently, experimental results for the Landau level energies from the cy-
clotron resonance [91] and the charge compressibility studies [98] can be fitted to
the theory if undetermined variables (U , for example) are treated as adjustable pa-
rameters. Incorporating all major experimentally relevant ingredients – Hartree,
exchange, and disorder contributions — into the same calculation would be a more
stringent test of the theory.

Although the Landau level dispersion and therefore Landau level crossing
points cannot yet be calculated with a high degree of accuracy, phenomena that
may be observed at such points are quite interesting. Indeed, crossing of Landau
levels has been previously studied [111, 112, 113, 114, 115, 116, 117, 118, 119, 120,
121, 122, 123, 124, 125, 126, 127, 128, 129] in the context of the quantum Hall effect
in conventional 2D systems. In those systems, the crossings are between Landau
levels of different subbands or between spin-split levels of different Landau levels
of the same subband. Near the crossing the energy gap vanishes, and so a spike
in conductance is expected. In the quantum Hall effect conditions, this is simul-
taneously a spike in resistance. In experiments, such spikes have been observed
to be hysteretic. Sometimes, they were also accompanied by a spatial anisotropy
of the transport. The leading theoretical explanation [113] attributes these phe-
nomena to quantum Hall ferromagnetism (QHF). Namely, when two Landau level
are nearly degenerate and the chemical potential is close to the crossing energy,
the occupation of the Landau levels are modeled as two states pseudo-spin sys-
tem. Depending on the nature of the crossing, QHF can be of either easy-axis
or easy-plane type. In the former case, one expects formation of domains whose

5[for discussion of large ν, see also ][ and references therein]Fogler1995cos
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collective dynamics can in principle generate both hysteresis and anisotropy. The
BLG appears a promising system to study QHF because of its high tunability and
a rich pattern of level crossings we discussed in the paper.

We are particularly grateful to F. Guinea for valuable interactions in the
early stages of this work. We also thank V. Falko and Q. Niu and for discussions.
This work is supported by the NSF under Grant DMR-0706654 and ASC UCSD
Grant RG209G (LMZ and MMF). DPA is grateful to the Aspen Center for Physics,
where some of this work was performed.

4.7 Appendix

4.7.1 Low-energy theory of BLG

In this section we derive the low-energy of BLG by the standard method
of canonical transformation. Our results are in a good agreement with previous
work. [26, 56, 27] Some minor discrepancies can be attributed to typographic errors
therein or differences in notations.

We begin with the Hamiltonian of Eq. (1.10). The bilayer’s electronic struc-
ture has four bands. When q = K±, the two central levels lie at E = ±U . For
|Sq| � 1, where Sq is given in Eq. (1.2), we can derive an effective 2×2 Hamiltonian
by writing

HK+k = H0 + V , (4.81)

where H0 = H(K±) contains terms dependent on γ1, ∆′, and U , and V contains
the γ0Sq, γ3Sq, and γ4Sq terms. (To lighten notations, the subscript q is dropped
in the following.)

The unperturbed Hamiltonian H0 has levels E0
1,4 = ∓

√
γ2

1 + U2 and E0
2,3 =

∆′ ∓ U . The eigenfunctions
∣∣∣ψj〉 are the column vectors of the matrix

Ψ =



0 1 0 0
cos(θ/2) 0 0 sin(θ/2)
− sin(θ/2) 0 0 cos(θ/2)

0 0 1 0

 , (4.82)
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where tan θ = γ1/U . Eliminating the high energy subspace spanned by
∣∣∣ψ1,4

〉
by

unitary transformation
H̃ = eiQHe−iQ , (4.83)

we obtain the effective 2× 2 Hamiltonian

H̃nn′ = E0
n δnn′ + Vnn′

+ 1
2
∑
a

(
1

E0
n − E0

a

+ 1
E0
n′ − E0

a

)
Vna Van′ , (4.84)

up to terms of order V 2. Here n, n′ ∈ {2, 3} are labels for the low energy subspace,
while a ∈ {1, 4} labels the high energy subspace, and Vij =

〈
ψi |V |ψj

〉
. The

matrix elements of Q are given by

Qna = i
Vna

E0
a − E0

n

+ i
∑
n′

Vnn′Vn′a
(E0

a − E0
n)(E0

a − E0
n′)

− i
∑
a′

Vna′Va′a
(E0

a − E0
n)(E0

a′ − E0
n) + o(V 2) ,

(4.85)

with Qan = (Qan)†.
Proceeding in this manner, we obtain the 2× 2 block for the inner bands,

H̃ =
ε0 − U + ω ξ

ξ∗ ε0 + U − ω

 , (4.86)

where, to lowest order in U and ∆′,

ε0 =
γ0γ4

γ1
+ (γ2

0 + γ2
4) ∆′

2γ2
1

{S, S†}+ Uγ2
0

γ2
1

[
S, S†

]
, (4.87)

ω = Uγ2
0

γ2
1

{
S, S†

}
+
γ0γ4

γ1
+ (γ2

0 + γ2
4) ∆′

2γ2
1

[S, S†] , (4.88)

ξ = γ3 S
† −

γ2
0 + γ2

4
γ1

+ 2γ0γ4∆′
γ2

1

S2 . (4.89)

Anticipating the introduction of an external magnetic field, we have allowed for
the possibility that S and S† do not commute. Recognizing that γ4/γ0 = 0.05� 1,
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it is permissible to drop the terms of order γ2
4 and γ4∆′, in which case

ε0 = γ2
0 ∆̃
2γ2

1

{
S, S†

}
+ Uγ2

0
γ2

1

[
S, S†

]
, (4.90)

ω = Uγ2
0

γ2
1

{
S, S†

}
+ γ2

0 ∆̃
2γ2

1

[
S, S†

]
, (4.91)

ξ = γ3 S
† − γ2

0
γ1
S2 , (4.92)

leading to Eq. (4.21). Our results agree with those of Ref. [26] if ∆′ and γ4 are set
to zero.

For B = 0, in the vicinity of the K± points, the four bands disperse as
shown in Fig. 1.3. The two central bands, which comprise the low energy sector,
are separated by 2U at k = 0. Their dispersion is described by the effective
Hamiltonian of Eq. (4.86). One finds that for k = k x̂ the central bands have
a characteristic double hump (or Mexican hat) shape provided U > 2γ1γ3/γ0 ≈
80meV.

It is convenient to write H̃ = ε0 + B(k) œ, where Bz = ω, Bx − iBy = ξ,
and œ is the vector of Pauli matrices. When the actual magnetic field B vanishes,

ε0 = ∆̃ ε2
k

γ2
1
, ω = 2ε2

k

γ2
1
U , (4.93)

ξ = γ3
γ0
εk e

−iϕ − ε2
k

γ1
e+2iϕ , (4.94)

where εk = ~v0k, the origin in k-space is taken as one of the K± points, and
ϕ = tan−1(ky/kx) is the corresponding polar angle. The eigenvalues are

Ẽs1,−,k
= ε0 + s1|B(k)| . (4.95)

Let us now discuss the Berry phase. Semiclassically, in the presence of a
weak magnetic field, the wavevector k evolves in time according to Eq. (4.47):

k̇ = ωc ẑ× k , ωc ≡
2π
T

sgn(vg) .

If we can neglect γ3, then the trajectory the pseudospin traces on the Bloch sphere
winds twice for every cycle of k, owing to the e2iϕ factor in Bx−iBy = ξ. Therefore,
the accumulated Berry phase is equal to 2 × 1

2 = 1 times the solid angle traced
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by vector B(k). Actually, the Berry phase is defined modulo 2π. To be consistent
with the earlier choice of the overall phase factor of the basis state (4.37), we need
to subtract 2π from the solid angle. The result is

Φ′B = 2π
(

1 + Bz
|B|

)
− 2π = 2πU

Es1,−,k

(
2ε2

k

γ2
1
− 1

)
. (4.96)

However, it differs from our earlier Eq. (4.55) for the Berry phase in BLG. The
discrepancy arises due to the canonical transformation by which we obtain the
wavefunction in the new basis: |ψ′〉 = e−iS |ψ〉:

δΦ ≡ ΦB − Φ′B = −2πi
〈
ψ′
∣∣∣eiS ∂ϕ e−iS ∣∣∣ψ′〉

= 2π ε
2
k

γ2
1

Bz
|B| '

ε2
k

γ2
1

2πU
Es1,−,k

.
(4.97)

The combined phase ΦB = Φ′B+δΦ agrees with the four-band expression Eq. (4.55),
to within the accuracy of this calculation.

Finally, we can go beyond the semiclassical approximation, obtaining the
effective Hamiltonian in Eq. (4.24). If γ3 is neglected, each pseudospin component
Landau level is connected to a unique mate, and the Hamiltonian breaks up into
a direct sum of 2 × 2 blocks, given by Eq. (4.26) (n = −1 and n = 0 are special
cases where H̃ reduces to a scalar).

4.7.2 Matrix representation of the Hamiltonian in a finite

magnetic field

In the presence of a magnetic field, the full Hamiltonian H+ in the K+

valley is given by Eq. (4.4),

H+ =



−U −ω0 a η4 ω0 a η3 ω0 a
†

−ω0 a
† −U + ∆′ γ1 η4 ω0 a

η4 ω0 a
† γ1 U + ∆′ −ω0 a

η3 ω0 a η4 ω0 a
† −ω0 a

† U

 ,

where a and a† are Landau level lowering and raising operators, respectively. In
the occupation number basis |n〉, the matrix elements of H+ can be understood
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u

v

ũ

ṽ

−U

∆′ − U

∆′ + U

U

|0〉 |1〉 |2〉 |3〉 |4〉

|3J − 2〉 |3J − 1〉 |3J〉

. . .

. . .

Ha Hb Hc

Hc Hb Ha

−γ0

γ1

γ3

γ4

Figure 4.13: Sketch of the structure of the magnetic bilayer Hamiltonian, showing
nonzero matrix elements as links. Each link between orbitals in column n and
column n + 1 is multiplied by a factor

√
n+ 1 (ω0/γ0). The diagonal entries in

the Hamiltonian for each orbital are given at the upper left. When γ3 = 0, the
Hamiltonian breaks up into a direct sum of 4× 4 blocks.
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pictorially, by referring to Fig. 4.13. Writing the general wavefunction as

|Ψ〉 =
∞∑
n=0

(
un |n〉 , vn |n〉 , ũn |n〉 , ṽn |n〉

)T
, (4.98)

the links in Fig. 4.13 indicate matrix elements between components {un, vn, ũn, ṽn}.
One finds that H = Ha ⊕ Hb ⊕ Hc can be written as a direct sum of

three terms. In evaluating the spectrum numerically, we truncate Ha,b,c at a high
Landau level index, as shown in the figure. Typically we chose a maximum index
of nmax ≈ 300, checking that spectrum did not vary significantly as the upper index
cutoff was further increased. This feature is most evident at high fields, such as in
Fig. 4.14, where we have taken B = 20T. The spectrum of Ha is shown in black,
that of Hb in red, and that of Hc in blue. Solid lines correspond to the K+ valley
and broken lines to the K− valley. One sees in the figure that curves of the same
color and line type cannot cross at an accidental degeneracy.

Frequently in this paper we have ignored the SWMc parameter γ3, setting
it to zero, In this approximation, as can be seen from Fig. 4.13, the occupation
number space Hamiltonian further resolves itself into a direct sum of 4× 4 blocks,
given by the expression in Eq. (4.15), which connect {un−1 , vn , ũn , vn+1} for each
n. (There is also a remaining 1 × 1 and 3 × 3 block associated with the indices
n = 0 and n = 1.)

In addition to eigenvalues, we also calculated the eigenfunctions, one of
which is shown in Fig. 4.8. To do so we chose the symmetric gauge, where the
Bloch wavefunctions of |m〉 oscillator states are given by

〈k|n〉 = `m+1
B√
m!

(
kx − iky√

2

)m
e−k

2`2B/4 . (4.99)

These basis states were weighted with the coefficients obtained from diagonalizing
the Hamiltonian matrix and then summed over all components (both n and the
sublattice index).

From these calculations we concluded that the effect of γ3 diminishes as
B increases, as was previously observed in Ref. [26] The semiclassical argument
that explains this behavior was given in Sec. 4.4.2. Here we mention another
reasoning, [26] which is based on the usual perturbation theory.
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Figure 4.14: Landau level energies vs. interlayer bias U for a field value B = 20T.
Solid lines correspond to the K+ valley and broken lines to the K− valley. The
color and line type are as in Fig. 4.3. The shaded area indicates the energy gap at
B = 0.
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The leading-order correction to the energies due to γ3 is approximately
ω2

0/∆E, where ∆E ≈ ~|vg|/(k`2
B) is the Landau level spacing. Therefore, the

relative magnitude of this energy shift is small provided

γ3 �
γ0
k B̀

. (4.100)

At U = 0 and εk � γ1 this inequality gives [26] ω0 � γ3γ1/γ0, which is roughly
consistent with the threshold B ∼ 1T where the effect of γ3 is observed to become
insignificant in the numerical calculations. On the other hand, at finite U and near
the bottom of the Mexican hat, where vg = 0, the expression on the right-hand
side of Eq. (4.100) diverges. This implies that the effect of γ3 is larger and persists
to higher B. This is also consistent with the numerics, see Sec. 4.4.2.
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