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ABSTRACT OF THE DISSERTATION

Applied ML for Robust Network Applications

by

Abdulrahman Fahim

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, September 2024

Dr. Srikanth V. Krishnamurthy, Chairperson

Machine learning has opened up numerous opportunities and applications for vari-

ous networking applications. This dissertation focuses on ML-based solutions in constrained

environments for different networking applications.

First, we present a framework that detects and summarizes key global events

from distributed crowd-sensed data in a bandwidth-constrained environment. We introduce

BigEye, a novel framework that only transfers limited data from distributed producers to a

central summarizer, supporting highly accurate detection and concise visual summarization

of key events of global interest.

Second, we develop AcTrak, a framework to control steerable cameras through a

network to retrieve telemetrics of interest. AcTrak automates a camera’s motion to switch

appropriately between zooming in on existing targets in a scene to track their activities and

zooming out to search for new targets arriving in the area of interest. We aim to achieve

a good trade-off between these two tasks, ensuring that new targets are observed by the

camera before they leave the scene while frequently monitoring the activities of existing
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targets.

Third, we uncover a vulnerability that enables fast and stealthy data exfiltration

over DNS channels. While existing defenses against such attacks appear robust, we demon-

strate that our carefully designed and novel DNS exfiltration attack, Dolos, which uses

a generative adversarial network (GAN), can encode sensitive data to evade these detec-

tors unlike existing state-of-the-art attack methods. Additionally, Dolos can significantly

expedite exfiltration compared to prior methods.
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Chapter 1

Introduction

In an era where digital technology and data play crucial roles in various domains,

the integration of advanced systems for real-time monitoring, data analysis, and security is

becoming increasingly significant. This thesis explores the machine learning based solutions

in constrained environments for different networking applications. This thesis explores

innovations in three key areas: distributed real-time event detection and summarization in

network constrained environment, dynamic control of Pan-Tilt-Zoom (PTZ) surveillance

cameras over a network to retrieve telemetrics of interest, and stealthy data exfiltration

over DNS channels.

Distributed real-time event detection and summarization: Social media

platforms have emerged as critical sources of real-time information, particularly in disaster

scenarios and significant events. Posts shared by individuals on platforms such as Twit-

ter serve as a form of crowd-sensing, where user-generated content acts as an informal yet

potent sensor network. The challenge lies in efficiently managing and processing this vast
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amount of data to detect global events with minimal latency. Prior work has demonstrated

that raw data from geographically dispersed sources can overwhelm central processing sys-

tems and networks, necessitating solutions that focus on efficient data summarization and

event detection. This thesis builds upon these challenges by introducing BigEye, a system

designed to detect key global events with high accuracy while significantly reducing the

volume of transmitted data. BigEye’s approach involves transferring minimal metadata to

a central entity for event detection and subsequently retrieving only essential visual content,

thereby addressing the issues of data overload and network congestion. We demonstrate

that BigEye achieves equivalent accuracy in detecting key events as a system with cen-

tralized data access, despite transferring only 1% of the raw data volume. Additionally,

BigEye’s parallelized approach to transferring visual content results in a 67% reduction in

average delay compared to baseline methods. Our solution as well as the results are detailed

in Chapter 2 of this dissertation.

Dynamic Control of PTZ Surveillance Cameras: As surveillance technology

becomes more prevalent, there is a growing need for sophisticated camera systems that pro-

vide comprehensive scene coverage while capturing detailed information on specific targets.

Traditional fixed cameras often fall short in dynamic environments, where both broad scene

coverage and fine-grained activity monitoring are essential. Pan-Tilt-Zoom (PTZ) cameras

offer a solution with their ability to adjust their field of view and zoom capabilities. This

thesis presents a novel framework that optimally controls PTZ cameras to balance the dual

objectives of quickly identifying new targets and capturing high-resolution images of ex-

isting ones. By employing a Markov Decision Process (MDP) and reinforcement learning

2



techniques, Our method adapts to the evolving scene to manage the trade-offs between

coverage and detail, thus enhancing the effectiveness of surveillance systems. Through sim-

ulations with real datasets, we demonstrate that AcTrak identifies newly arriving targets

30% faster than a non-adaptive baseline and has a significantly lower miss rate, detecting

nearly all targets compared to the baseline, which can miss up to 5%. Additionally, our

implementation of AcTrak on a real camera shows that it captures approximately twice as

many high-resolution images of targets as the baseline. The details of this problem formu-

lation and the underpinning algorithms for dynamic control of PTZ cameras is described in

details in Chapter 3.

Stealthy and fast DNS exfiltration attachs: In the domain of cybersecurity,

data exfiltration remains a significant threat, particularly when attackers use sophisticated

techniques to covertly extract sensitive information. One such method is DNS exfiltration,

where data is hidden within DNS queries to evade traditional security measures. Despite ad-

vances in detection technologies, attackers continually refine their methods to bypass these

defenses. This thesis introduces Dolos, a cutting-edge DNS exfiltration tool designed to cir-

cumvent modern defenses through a generative adversarial network (GAN)-based encoding-

decoding framework. Dolos employs a generative model to create DNS queries that are

nearly indistinguishable from benign traffic, effectively evading state-of-the-art detection

systems. By optimizing the encoding process and incorporating a novel rate-tuning mod-

ule, Dolos achieves high efficiency and stealth in data exfiltration. The approach not only

demonstrates resilience against current detection techniques but also provides insights into

the ongoing evolution of exfiltration methods. Our evaluations reveal that Dolos maintains

3



a detection probability of 12%, even when six of the nine state-of-the-art defenses we tested

are used simultaneously. In contrast, achieving the same detection rate with current base-

line exfiltration techniques would almost certainly lead to detection. If baseline techniques

reduce their rates to achieve a detection probability slightly higher than Dolos (0.15), they

take 25 times longer to complete the exfiltration. With the remaining three defenses, the

baselines are almost invariably detected, whereas Dolos remains relatively undetectable re-

gardless of the exfiltration rate. The detailed Dolos ’s implementation and evaluations can

be found in details in Chapter 4.
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Chapter 2

BigEye: Detection and

Summarization of Key Global

Events from Distributed

Crowd-sensed Data

Social media postings using smartphones (referred to as crowd-sensed data) can

often facilitate real time detection of key physical events in applications like disaster recovery

or in smart cities. These postings also often contain visual content (e.g., images) that can

be used to obtain zoomed-in views of such events. This crowd-sensed data is likely to be

of large volume and distributed across a plurality of producers (e.g. cloudlets). Blindly

transferring this large volume of raw data from the producers to a consumer will induce

information overload and consume very high bandwidth. The problem is exacerbated in

5



scenarios with limited bandwidth (e.g., after a disaster).

In this work, we design BigEye, a novel framework that only transfers very limited

data from the distributed producers to a central summarizer, and yet supports (a) highly

accurate detection and (b) concise visual summarization of key events of global interest. In

realizing BigEye, we address several challenges including (a) identifying events that have the

highest global interest via the transfer of appropriate limited metadata from the producers

to the summarizer (b) reconciling metadata that could be inconsistent across the producers

and (c) timely retrieval of visual summaries of the key events given bandwidth constraints.

We show that BigEye achieves the same accuracy in detecting key events, as a system where

all data is available centrally while transferring only 1 % of the raw data volume. Compared

to baseline approaches, BigEye ’s parallelized transfer of visual content reduces the average

delay by 67 %.

2.1 Introduction

People share and disseminate postings on real-life events on social networks via

smartphones (which can be considered the de facto most widely used IoT devices today).

Such postings provide an inherent sensing capability [255] (defined as crowd-sensing or social

sensing in the literature [97]). Specifically, as pointed out in prior papers [16,255,259], user

posts relating to real-time information about events (e.g., protests, earthquakes) on social

media networks, can be considered as IoT sensor outputs that provide knowledge of interest

with regards those events. In fact, news reports suggest that Harvey storm victims used

social media to communicate about critical events [202] during/after the disaster. We also
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point out that it is quite common for such user postings (e.g., using Twitter) to contain

images that can be used for composing zoomed-in (or more informative) visual summaries

of key events.

In scenarios like disaster aftermaths, one can visualize crowd-sensed data to be dis-

persed across a set of geographically distributed “producers,” because of strained infrastruc-

ture. For example, one can envision the user postings (we also call them microblogs) within

a local geographical region to be sent (streamed) to a common server (e.g., a cloudlet [213]

or a local server [136, 237]), which can be considered to be a producer. While using mi-

croblogs as IoT sensed outputs towards detecting physical events has received some recent

attention (e.g., [16, 259]), these prior efforts assume that all crowd-sensed data is available

centrally instead of being distributed across geographically spread producers; the latter is

a more accurate representation of what happens in practice.

Blindly transporting all the raw data from such producers to either the consumer,

or to a central entity for analytics will not only cause an information overload at that entity,

but also strain the network in terms of bandwidth consumption potentially resulting in

network congestion. In addition, a large part of this voluminous data will have redundant

information, and might not contribute to extracting useful information (e.g., detecting

events of interest). The problem of data transportation is exacerbated in scenarios such

as natural disasters wherein it is very common for network infrastructure to be damaged;

in such cases, the available bandwidth is constrained significantly making it prohibitive to

transfer raw data. Again, going back to the example of the tropical storm Harvey, the failure

of several cell towers [236] strained the available bandwidth. Because of this, it becomes
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imperative to only retrieve small amounts of data from the distributed producers, and yet

be able to detect events of global significance with high accuracy. Our work targets this

important problem.

Specifically, in this paper, we design an IoT service, we call BigEye, using which

global events can be detected with very high accuracy, by only sharing very small amounts

of information (metadata) between the distributed producers (with raw crowd-sensed data)

and a central entity (which we call summarizer). Once global events are detected, BigEye

facilitates the transport of limited content in the form of images/videos to the summarizer,

which then composes a visual summary from the same detected events to provide the

appropriate information to gain insights with regards to these events of interest. These

summaries can then be sent to a consumer (e.g., search and rescue personnel after a disaster).

We implement BigEye using Twitter (which provides user postings of the type of interest)

as a proxy, and showcase its benefits. Thus, without loss of generality, in the rest of the

paper we refer to user postings as tweets.

Challenges: The challenges in designing BigEye are multifold. First, each pro-

ducer only has a local view of events and thus, is unable to by itself determine which events

are of global significance. On the other hand, transferring all local data from all producers

to the central summarizer is prohibitive and wasteful. The challenge then is “how do we

identify key global events by only transferring limited metadata from each producer to the

summarizer?” Second, multiple producers may detect the same global event via sensed

triggers, but there is no easy way to determine that the triggers correspond to the same

event. Unless we are able to make this determination, redundant content (e.g., unnecessary
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visual data) may be retrieved by multiple producers. Thus, “how do we reconcile (possibly

inconsistent) metadata from multiple producers that correspond to a common event?” Fi-

nally, once the events are detected, we seek to retrieve a limited amount of visual content

with minimum latency from the multiple producers to compose a summary. The challenge

here is to identify “which producer will send what content in order to maximize the level

of parallelization of retrieval, given that the bandwidths to the different producers could be

different.”

Approach in brief: Briefly, with BigEye, each producer first, individually identi-

fies local events likely to have global importance (or interest) using a metric which is called

the local information gain. The producer then pushes metadata pertaining to these local

events to a central summarizer. The summarizer then assesses the need for any additional

metadata and pulls the same from the proper subset of producers. As one of our contribu-

tions, we formally show that via an appropriate choice of the number of local events at each

producer, we can guarantee that the detected key global events are identical to the ones

detected if all the data is made available centrally. Once the global events are detected,

BigEye uses a lightweight method to reconcile common events across a plurality of produc-

ers. Finally, using lightweight measurements of bandwidths to the various producers, it uses

an intelligent algorithm to parallelize the transfer of visual content from the producers to

compose visual summaries of all such events within a very short time (ideally we want to

do this in minimum time but we show this is NP-hard). This paper is an extension of our

work [74], where in this work we introduce all BigEye modules and show its overall merits.
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Summary of our Contributions. A summary of our contributions in this paper

are as follows:

• We propose a method within BigEye that allows the detection of key global events when

the crowd-sensed data is distributed across multiple distributed producers. Via the trans-

fer of just 1 % of the data from the producers to a central summarizer (in the form of

metadata), we show that BigEye is able to detect all key global events that would have

been detected if all the data was available centrally.

• BigEye includes a module that reconciles events across producers without having to

transfer the entire content corresponding to these events to the central entity (§ 2.5). We

call this “consolidation” of events across producers. We show that consolidation further

reduces the communication costs by 60% on average.

• We show that we can map the problem of selecting visual objects with the highest scores

to be sent from each producer to the summarizer, such that we ensure a certain number

of visual objects per event while minimizing latency, to a multi-dimensional knapsack

instance [100]; this is an NP-Hard problem. Given this, we design an online algorithm

that (a) dynamically estimates bandwidth to each producer, and (b) fetches visual objects

in parallel greedily from the producers given these estimates. Our experiments show that

compared to baseline approaches, BigEye’s parallelized transfer of visual content reduces

delay by 67 %.
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2.2 Baseline case: Centralized detection

We first provide a description of a baseline method which allows global event

detection when all the data are centrally available. The approach is largely based on the

approach (called Storyline) by Wang et al., in [259]. We start by describing the “information

gain metric” used to detect global events in Storyline in this section. In § 2.4, we show how

we can transition from this global metric to an appropriate local metric that facilitates the

detection of key global events in the distributed settings that we are interested in.

“Information gain” is a commonly used metric for detecting discriminative features

[270]. In Storyline, this metric is used to measure the burstiness in the co-occurrence of

pairs of uncommon words (keyword pair) in a stream of tweets (microblog objects are

used as sensor outputs) between two time epochs. The keyword pairs are considered to be

discriminative features and to be associated with physical events of interest. For example,

given a key physical event where ”a drunk driver kills a running dog on the bridge,” the

microblog data would experience a bursty surge in the keyword pair (driver, drunk) at a

specific time epoch. The approach enables event demultiplexing, i.e., identifying separate

events that belong to the same global scope. For example, in a disaster scenario one might

be interested in distinguishing between multiple areas with humans in distress (and not

identify them as the same issue) so that the human responders can take proper actions.

Formally, the information gain associated with a keyword pair sz, across time windows

k − 1 and k is given by infoGain [259]:

infoGain = H(Y )−H(Y |sz) (2.1)
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In the above equation H(Y ) and H(Y |sz) are computed as follows:

H(Y ) = − Nk

Nk + Nk−1
log

Nk

Nk + Nk−1

− Nk−1

Nk−1 + Nk
log

Nk−1

Nk + Nk−1
and,

(2.2)

H(Y |sz) = −
N z

k

N z
k + N z

k−1

log
N z

k

N z
k + N z

k−1

−
N z

k−1

N z
k−1 + N z

k

log
N z

k−1

N z
k + N z

k−1

(2.3)

where, Nk is the number of tweets in the current (kth) time window, and Nk−1 is the num-

ber of tweets in the immediately previous time window, k−1. N z
k and N z

k−1 are the number

of tweets that contain the keyword pair sz in the current and previous time window, respec-

tively. Note that roughly these expressions characterize the entropy (conditional entropy)

relating to the occurrence of tweet volume (number of tweets with the specific keyword

pair) in consecutive time windows. More details can be found in [259] and are omitted in

the interest of space. A threshold is chosen, and all keyword pairs whose information gains

are higher than that threshold are considered to have associated physical events that are of

interest.

2.3 Overview and assumptions

We envision that BigEye is used in an architecture that comprises a set of produc-

ers, a summarizer and one or more consumers (users). BigEye seeks to identify key events of

global interest, occurring at specific time windows of fixed duration (we also call these win-

dows epochs). A producer is an entity that collects sensed data from within a local region

(e.g., a microblog repository). Let m be the number of producers; each producer is denoted
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by Pi, where i = 1, 2, ...,m. In BigEye, we assume that the time epochs are synchronized

across all producers (we assume that protocols such as NTP can enable this [172]); without

loss of generality, we denote the index of the time window of interest by k.

The summarizer is a central entity (e.g., a server) that receives appropriate data

from all the producers, identifies key events, and composes a summary. We assume that all

the producers are connected to the summarizer via a network of arbitrary topology. The

transfer of all local data from the m producers to the central summarizer is considered

to be large and prohibitive in terms of bandwidth consumption (either because of limited

bandwidth, congestion or both). This will typically be the case in scenarios such as disaster

recovery, wherein loss of infrastructure can induce significant constraints on the available

bandwidth (e.g., fewer functional base stations or access points). Blindly sending the large

volume of data can have significant consequences. First, because of the sheer volume,

significant delays may be experienced. This in turn induces significant delay in aggregating

the data of interest (or importance) from the multiple producers. This in turn, delays

the inferences relating to events detection, which can cause response delays (especially in

disaster scenarios when fast response is critically). We point out that if instead, inferences

are based on partially received data, sub-optimal decisions may be made and the response

resources may be directed at less than critical points of need.

Without fine-grained information relating to the events of interest, the summarizer

may experience confusion with respect to multiple events, often categorizing them to be the

same. This increases the rate of false negatives (some of these may be missed completely). It

is also possible, that the false positive rates relating to events could increase due to decisions
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Figure 2.1: A high level depiction of BigEye with its modules

made with coarse grained information. In this work, we propose, BigEye, a system that

deals with the aforementioned conditions and is able to detect events accurately with low

latency. Furthermore, it has the ability to disambiguate events that occur across a wide

reach (referred to as global events), thereby allowing their precise identification for proper

response delivery.

In BigEye, each producer identifies a set of local events that are likely to be of

global interest or importance. It generates appropriate metadata corresponding to these

events, and pushes the metadata to the summarizer. While multiple producers may report

the same global event albeit with inconsistent metadata, BigEye allows the summarizer to

reconcile/consolidate such events. With BigEye, the summarizer also triggers the intelligent

retrieval of visual content from the appropriate producers to compose visual summaries of

all the key events within a very short time. These precise visual summaries will enable

disambiguation across events, thereby allowing response delivery to all events that are of

importance. A depiction of the modules and composition of BigEye is shown in Fig. 3.3.

A consumer or user is connected to the summarizer, and queries for summaries

of key events. We assume that a query provided by a user belongs to a specific scope

(e.g., protest, army conflicts etc.) and the producers collect the data that match such
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queries1. Each producer observes postings composed of short descriptions of their context

with attached multimedia (videos/images) (e.g., tweets). BigEye takes this information as

an input and produces summaries that are composed of global events of interest plus a

visual summary that provides additional context which provide detailed information and

also allow disambiguation of similar but separate events.

Motivating our vision: To exemplify our vision, we describe an example where

our framework can find application and help significantly. A rescue operator is interested

in identifying/detecting the key global events in a disaster affected area. Let us recall

the previously mentioned example relating to hurricane Harvey, wherein the victims posted

tweets relating to their surroundings, with textual and visual content. The postings are sent

to the nearest cell tower or cloudlet (we refer to these as producers in this paper); because of

bandwidth constraints, carrying a possibly a large sets of tweets with visual content beyond

this local infrastructure in near real-time will be problematic. Thus, a central controller

where the rescue operator (user) resides might not be able to receive this information, or

process it in a timely manner. Here is where BigEye comes into place; it enables the rescue

operator who only has limited connectivity to the producers, to identify the key global

events without retrieving the raw generated data in its entirety, from the producers. For

example, the global event may be a “major flooding in a specific street or neighborhood”,

“pets are in danger in a certain area” or “the 911 network has broken-down”. The rescue

operator can then take proper action, based on on the detected “event level” information.

The key notations used in the paper are summarized in Table 3.1.

1The communications between the user and the summarizer are out of the scope of this paper.
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2.4 Distributed Event Detection

Compared to prior approaches (in particular the baseline described in § 2.2),

BigEye distinguishes itself in that it applies in a realistic scenario where the crowd-sensed

data is dispersed across a plurality of geographically distributed producers. If one were to

blindly transporting all the raw data that is available at these producers to a central sum-

marizer (which can then create summaries as discussed before), the bandwidth consumed

will be prohibitive, especially in scenarios such as disaster recovery. Because of this con-

straint, when building BigEye we try to answer the question “How can we determine the

events that are of global significance without having to transfer all raw data to the central

summarizer?”

The information gain metric previously discussed in § 2.2 is based on an underlying

assumption that the entire raw data is centrally available. However, this assumption does

not hold and each producer only has a local view. Thus, needed is an approach wherein the

significance of a local event can be estimated with respect to its the global importance (i.e.,

will a local event also be flagged as a key global event if the data was available centrally

?). If all the producers were to simply report the “number of tweets” to the summarizer,

in the two consecutive time windows of interest (say k− 1 and k), H(Y ) can be computed.

However, the challenge lies in computing H(Y |sz) globally since (a) all keyword pairs and

the associated tweets are not known centrally and (b) each producer will only see part

of the data and can only compute H(Y |sz) based on its local dataset. To address these

issues, we first map a global requirement on information gain (and thus H(Y |sz)) to a local

requirement at each individual producer. Later, we reconcile inconsistencies by having the
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summarizer pull appropriate data from a subset of producers.

What values should the global H(Y |sz) take to achieve high information

gain? Before, we describe our approach in more detail, we first ask the above question.

As pointed out above, H(Y ) only depends on the number of tweets in consecutive time

windows. Thus, the discriminatory term that dictates the information gain with respect to

a keyword pair (say sz) is H(Y |sz). It is obvious that the lower the value of this term, the

higher the information gain associated with the keyword. With reference to Equation 2.3,

let us define ps =
Nz

k
Nz

k+Nz
k−1

. Then,
Nz

k−1

Nz
k−1+Nz

k
= 1 − ps. In Fig. 2.2, we plot H(Y |sz) as a

function of ps. We see that the lowest values of H(Y |sz) (yielding the highest information

gain) are achieved when ps is very small or very large (approaches 1). Since ps corresponds

to the probability of having a high number of tweets in frame k relative to the previous

frame, it must be large (not small) in order to reflect a new event of interest (otherwise it

indicates an event that was of interest in frame k − 1 but has died down). In other words,

the takeaways from the above discussion are (a) H(Y |sz) must be small (say some small

value ϵ) and (b) the corresponding probability ps as defined above must be large (we require

it to be > 0.5).

Let r be the ratio of occurrence of a keyword pair in the current time epoch to the

corresponding occurrence in the previous time epoch. Let p∗s be the value of ps that makes

H(Y |sz) = ϵ. Since we cannot directly obtain p∗s in closed form by solving H(Y |sz) = ϵ,

we numerically solve it using the Newton method [159] and from among the results, choose

the value that is > 0.5. From p∗s, we compute
Nz

k
Nz

k−1
and denote it as r∗. r∗ is the minimum

(global) threshold with respect to the ratio of occurrences of a keyword pair in consecutive
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Figure 2.2: H(Y |s) with varying ps. p0s and p1s are two intersecting points with H(Y ) −
threshold

time epochs, that must be met if the associated keyword pair is to signify an event of interest.

In other words, if for a keyword pair r ≥ r∗, then that keyword pair is a discriminative pair.

Next, we provide a formal proof of this claim.

Lemma 1 Any pair with ps ≥ p∗s has a ratio of occurrence, r greater than or equal to r∗

Proof.

ps =
N z

k

N z
k + N z

k−1

(2.4)

psN
z
k −N z

k = −N z
k−1ps (2.5)

N z
k

N z
k−1

=
ps

1− ps
(2.6)

Note that r is nothing but
Nz

k
Nz

k−1
. If we can show that ps

1−ps
is non decreasing function i.e.,

ps
1−ps

≥ p∗s
1−p∗s

if ps ≥ p∗s, then we can infer that r ≥ r∗ if p ≥ p∗s. Let us denote ps
1−ps

by

F (ps). We show that F (x) ≤ F (y) for 0 < x ≤ y < 1. We need to show that

x

1− x
≤ y

1− y
or, (2.7)
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x(1− y) ≤ y(1− x) or, (2.8)

x− xy ≤ y − xy or, (2.9)

x ≤ y (2.10)

which is true by assumption.

Choosing a local threshold: Given the global threshold, r∗, we need to derive

an appropriate local threshold; each producer would estimate r with respect to each keyword

pair and if this r is lower than the local threshold one can deem that those keyword pairs

are not of global interest. In order to retrieve all the discriminative pairs of global interest

(those that would have been detected if all data was available centrally) we need to be

conservative i.e., the choice of the local threshold must account for the worst case scenario.

By doing so, we can achieve the same precision and recall values with BigEye, compared to

a centralized baseline (discussed in § 2.2). We point out here, that one may experience an

outlier case, where there are no (zero) tweets with a keyword pair in window (k − 1) but

a significant number in window k; to avoid the divide by zero possibility, we assume that

each pair appears at least once at each time window; this fix has almost no influence on the

ratios that we are trying to compute.

Given the above threshold and based on the following theorem, we choose the local

threshold to be r∗

m if there are m producers.

Theorem 2 If a keyword pair has a global ratio of occurrence r which is ≥ r∗, the local

ratio of occurrence of that keyword pair must be larger than or equal to r∗

m at one or more

of the m producers.
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Proof. Let the number of occurrences of a keyword pair in the current and pre-

vious time windows be N z
k and N z

k−1, respectively. The ratio of occurrence of the pair at

the global level (
Nz

k
Nz

k−1
) ≥ r∗.

Case 1:
Nz

k
m is an integer :

Let the number of occurrences of the pair in the current time window (window k)

at the local producers be the following:

Nz
k

m + c1,
Nz

k
m + c2,...,

Nz
k

m + cm, where ci and
Nz

k
m are integers.

The summation of all the occurrences, across all producers should be equal to the

global count N z
k , i.e., (

Nz
k

m + c1) + (
Nz

k
m + c2) + ... + (

Nz
k

m + cm) = N z
k .

Thus, m
Nz

k
m +

∑
i ci = N z

k , hence,
∑

i ci = 0

Case 1A: Pi with ci ≥ 0.

The ratio of occurrence of the keyword pair of interest at Pi is
Nz
k

m
+ci

Nz′
k−1

, where

1 ≤ N z′
k−1 ≤ N z

k−1. Here, N z′
k−1 is the number of occurrences of the keyword pair in the

previous time window (window (k − 1)) at Pi; naturally this is ≤ the global count in that

window.

The next step shows that the theorem holds regardless of the value of N z′
k−1.

Nz
k

m
+ci

Nz′
k−1

=
Nz

k

mNz′
k−1

+ ci
Nz′

k−1

≥ Nz
k

mNz′
k−1

≥ Nz
k

mNz
k−1

.

But
Nz

k
mNz

k−1
≥ r∗

m and hence, the local rate of occurence at Pi is higher than r∗

m .

Case 1B: Pi with ci < 0.
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Since
∑

i ci = 0, there there must be at least one other producer with cl > 0, l ̸= i;

Case 1A will now apply to that producer l.

Case 2:
Nz

k
m is not an integer :

If all occurrences at local producers are ⌊N
z
k

m ⌋, their summation becomes smaller

than N z
k . Hence, the number of occurrences with respect to at least one of the producers,

denoted as Pi, must be ≥ ⌈N
z
k

m ⌉. In other words, the ratio of occurrence at Pi is
⌈Nz

k
m

⌉
Nz′

k−1

, where

1 ≤ N z′
k−1 ≤ N z

k−1. Similar to the previous case,
⌈Nz

k
m

⌉
Nz′

k−1

≥ r∗

m

Distributed event detection algorithm: Based on the above findings, BigEye

applies the following algorithm for distributed event detection.

1. Each producer computes the ratio of occurrences of keyword pairs available locally

and transmits the pairs having ratios larger than or equal to r∗

m to the summarizer.

2. The summarizer sends a list of the received pairs to all the producers and inquires

about the occurrences of those pairs at the producers. Any producer that had identi-

fied that keyword pair, but had not reported it (because it did not meet the threshold)

now reports the number of occurrences of that pair. Once this information is available,

the summarizer computes the global ratios of all pairs received in step (1).

3. The summarizer filters out pairs with the global ratios less than the global threshold,

r∗.
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Theorem 2 proved that any globally significant keyword pair “will” be reported

by at least a single producer in the first step above. This proves the following lemma.

Lemma 3 BigEye’s distributed detection algorithm achieves 100% precision and recall, rel-

ative to centrally available data.

Discussion: The performance of our algorithm degrades when the local threshold

is very small. When the local threshold becomes very small, the number of keyword pairs

sent by the producers to the summarizer increases drastically. Specifically, this happens

when the number of producers m is very large or the global threshold r∗ is very small, or

both. When the local threshold becomes very small (say has a value 1) each producer sends

all the pairs; to avoid division by zero we had implicitly set the ratio of occurrence of any

pair at a local producer to be greater than or equal to 1. However, in practice, these cases

are not of interest. A very large set of producers will imply that the local data consists

of small sets, and thus, it will be hard to detect events that are of global interest. A very

small threshold will also fail in discriminating between key events of interest and others.

2.5 Event Consolidation

Different discriminative pairs detected by the summarizer (based on local reports

from the producers) may refer to the same physical event. This is because a single event

can be characterized by multiple discriminative keyword pairs. We demonstrate this phe-

nomenon using an example. The discriminative keyword pairs (boy, drowning) and (boat,

rescue) could refer to the same event where a drowning boy in a river, was rescued by a

fishing boat. Because these allude to the same event, we need to merge the key word pairs,

22



and thus avoid unnecessary retrieval of redundant visual summaries pertaining to this same

physical event. For merging similar events, BigEye packs microblogs containing specific

“keyword pairs” into clusters. To consolidate two keyword pairs representing the same

event, the similarity between two clusters represented by these keyword pairs is computed.

If the similarity score is larger than a given threshold both the clusters pertaining to the

keyword pairs are consolidated.

Assessing this similarity in a distributed setting is challenging. Naively sending

the entire cluster of words associated with a keyword pair to the summarizer for comput-

ing similarity scores defeats the purpose of reducing communication costs. Thus, BigEye

consists of an approach to consolidate events across producers, in bandwidth constrained

distributed environments. The approach consists of two steps described below.

Step I: In the first step, BigEye tries to consolidate keyword pairs representing

similar events at the local producers. Specifically, it consolidates events corresponding to

“keyword pairs,” the clusters associated with which have content that are very similar. It

uses the Jaccard distance [185] to measure the similarity between the two clusters (events).

Previous work [259] has reported that the Jaccard distance outperforms other similarity

metrics for event consolidation in this way.

Returning to our earlier example, “a drowning boy was rescued by a fishing boat

in the river” have the discriminative keyword pairs (boy, drowning) and (boat, rescue).

One can expect that the similarity score between the two local clusters of the corresponding

discriminative keyword pairs (boy, drowning) and (boat, rescue) to be high ( we find such

scores to be consistent with what is observed in the case when all data is available centrally).
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Based on this, the similarity between clusters of microblogs is computed at each local

producer. If the distance between any two clusters of events exceeds a certain threshold

with regards to the Jaccard distance, the local producers notify the central summarizer that

they should be consolidated.

Note here that such approaches (although not identical to what we propose) have

been previously used in event detection [79,259]. In our case, we start by having a number

of clusters equal to the number of detected keyword pairs; after the consolidation phase, we

end up having only C clusters of microblogs representing the physical events. Our algorithm

is similar to the one used in [259] for consolidating similar events.

To assess the similarity between microblogs belonging to two clusters, we measure

the similarity between the words belonging to the two sets of microblogs. Specifically,

we measure the ratio of the number of unique words that are present in “both” sets of

microblogs to the total number of unique words in both sets. This metric referred to as

Jaccard similarity [185] has been reported to outperform other metrics in assessing the

similarity of datasets, and in particular for event consolidation. [259]. At summarizer, if the

majority of the producers (≥ 50%) indicate that two keyword pairs should be consolidated,

the summarizer sends feedback to all the producers to merge the contents associated with

these keyword pairs. This helps to consolidate highly similar events at individual producers,

without sending the entire cluster contents to the summarizer.

Step II: In the second step, BigEye further tries to consolidate global events that

do not have very high similarity locally at individual producers, and were not consolidated

in Step I. To achieve this objective, it seeks to only exchange minimal information with
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the summarizer to limit bandwidth consumption. Specifically, it employs minHash [40] and

Locality Sensitive Hashing (LSH) [101] functions at each producer, to convert a cluster of

words represented by a discriminative keyword pair into a set of hash integers. minHash and

Locality Sensitive Hashing (LSH) are techniques commonly used to measure the similarity

of large documents within reasonable running times ( [101, 144]). The probability that

hashes of two sets are similar is equivalent to the corresponding Jaccard similarity of the

same sets [23,144]. Each producer transmits the computed hash values to the summarizer.

The summarizer compares the hash values across clusters to measure the similarity globally.

The bandwidth consumed on sharing the value generated by minHash is significantly smaller

than the bandwidth consumed on sharing the entire cluster to the summarizer (as will be

shown in § 2.7). At this point, BigEye has tried to reconcile the possibility that a single

global event of interest was perhaps identified as different events because there were multiple

keyword pairs from tweets that were used as discriminatory features for this event. While

we are not able to completely eliminate a single event being wrongly classified as multiple

events, this process drastically reduces the possibility.

2.6 Composition of visual summaries

The final module of BigEye deals with the retrieval of a set of multimedia objects

(e.g., images) from producers to visually summarize an event; the goal is to achieve this

retrieval in the minimum amount of time. Without loss of generality, we assume that the

number of objects (fixed) required to compose a visual summary for each detected event,

is set a priori (e.g., by a consumer) and that this number is the same for all events of
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interest. Without a priori knowledge of what events occur, this ensures that every event is

summarized fairly, with no priority of one event over others. However, by applying proper

weights it is easy to extend the approach to account for cases wherein events are to be

prioritized.

A summary should include multimedia objects that best describe the correspond-

ing event of interest. Thus, we assign a score to each object based on a set of fea-

tures (e.g.,retweet count, favorite count etc.). We denote this set of selected features as

f1, f2, . . . , fF and the score associated with each item is equal to fj = γ1f1+γ2f2+· · ·+γF fF ,

where j is the item index. The summarizer then looks for a set of multimedia objects that

maximizes f =
∑

fj .

maximize

n∑
j=1

fjxj

subject to
n∑

j=1

w1
ijxj ≤ Bi, i = 1, . . . ,m.

n∑
j=1

w2
ejxj ≤ Ce, e = 1, . . . , E.

w1
ij =


wj j ∈ Pi

0 otherwise

w2
ej =


1 j ∈ Ce

0 otherwise

xj ∈ {0, 1}, j = 1, . . . , n.

(2.11)

The objects to be retrieved may be of heterogeneous sizes; wj denotes the size of

an object j. Let the bandwidth between a producer and the summarizer be Bi, where i
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is the producer index. We denote the number of images to be retrieved from each cluster

(event) by Ce. The total number of events is denoted as E. Since there is a bandwidth

constraint imposed by the network, retrieving the images with the highest quality (score)

may induce large delays. Selecting what to send from each producer to maximize the

objective function while respecting the bandwidth and the event coverage constraints is an

NP-Hard problem [130]. This is because the problem can be mapped to a multidimensional

knapsack instance as shown in eq:knapsack. The optimization problem aims to maximize

the objective function by picking up the multimedia objects with the highest scores subject

to a set of constraints – the bandwidth between the producer and the summarizer, and the

number of images belonging to a certain event should not exceed the limit that is imposed.

This is akin to filling up a multidimensional knapsack with objects subject to constraints

on the knapsack sizes.

Online algorithm. Solving the above optimization problem is not trivial for two reasons.

First, as mentioned above, it is known that knapsack is an NP-Hard problem [130], and

thus obtaining the optimal solution would require an exponential running time. Second,

in real-world scenarios, the bandwidth allocated to a producer is not known a priori. The

estimated bandwidth in the idle state is different from the available bandwidth in real time,

as the producers might share the same paths and thus affect the bandwidths available to

each other (in addition to traffic dynamics). Thus, the optimization problem needs to be

solved online. Generally, this problem is known in the literature as knapsack of unkown

capacity [66].
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As evident from the problem formulation, there is a trade-off between the retrieval

time and the quality of the retrieved items (the total score). We design our algorithm such

that it is flexible to allow the operator to favor the quality over time or vice versa. First,

each producer sends the metadata (size and score) of multimedia objects to the summarizer.

Next, the summarizer sorts the objects based on a rank given by the ratio,
1+Lfj
wj

. This

ratio captures the relation between the score of the object and its size. L is a normalizing

factor which can allow favoring one metric (e.g., score) over the other as desired by the

deployer. For example, if L = 0, the algorithm retrieves the objects with the smallest sizes

which lead to shorter retrieval times but can cause poor quality objects to be retrieved.

Initially, when no bandwidth estimates are available, BigEye obtains an initial

estimate of the bandwidth between each producer and the summarizer, using the iperf

utility [11]. Next, the algorithm updates this bandwidth estimate during execution as

follows. It considers a fixed period of time (denoted by T ), and the summarizer retrieves the

maximum number of multimedia objects from each producer, that are retrievable within this

period. Partially retrieved objects (complete retrieval not possible in T ) are not counted.

Based on the objects retrieved and their sizes, from a producer, the summarizer estimates

the bandwidth to that producer (data retrieved divided by T ).

At any given point, the summarizer has the sorted objects as described earlier, and

the bandwidths to each of the producers. It then tries to pull up an object from producers

in order from the ranked list. For each object, the summarizer first checks if the object

is still relevant (meaning that the necessary number of objects have already been received

for the corresponding event). If not, the object is discarded. Otherwise, it checks if the
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retrieval of the object violates the bandwidth constraints to the corresponding producer

(i.e., can the object be retrieved within T seconds, given the estimate of the bandwidth

to that producer). If there is no violation, the object is retrieved from the producer and

the bandwidth to that producer is decreased by the size of the object. In particular, if

the estimate of the available bandwidth to producer Pi was Bi and the object size was wj ,

B − i is updated to Bi = Bi − wj . Further, the number of objects that are needed for the

summary corresponding to that event (say e) is decreased by 1 (i.e., Ce = Ce − 1).

For each new time period, the producer’s bandwidths are implicitly updated during

the above process. The summarizer repeats these steps until the total number of required

objects are retrieved for all events (
∑

eCe = 0). The procedure is formally summarized in

Algorithm 1.

2.7 Implementation and evaluations

The implementation and experimentation environments are described first in this

section. Subsequently, our evaluations of BigEye are provided. Each module is evaluated

separately to showcase the benefits of each. We consider the holistic performance of our

system at the end of the section. To emulate a network, we use Mininet [173], a popular

software defined network (SDN) emulator. To show the realism of our approach, we use

the NDN test-bed topology to represent the network [178]. This topology is used in a real

deployment where distributed producers are connected. We change the default latencies

and bandwidth per link in some experiments to showcase and demonstrate the scenarios of

interest (bandwidth constrained environment).
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We use the ONOS SDN controller [203] to manage the communication and rout-

ing between producers and the summarizer (and vice versa). Each producer receives mi-

croblogs (e.g., tweets) of interest, and by using BigEye, the necessary computations and

communications are performed at both the producer and summarizer sides, as described in

the aforementioned three stages of the system. Finally, BigEye outputs a summary of the

global events of interest plus a concise visual summary (the holistic output of the approach

is discussed in § 2.7.7)

2.7.1 Datasets collection and distribution

We collect tweets using Apollo [21], a framework that retrieves information from

Twitter using Twitter API. The framework allows its users to collect tweets that match

keywords of interest such as “disaster” and “wild fires”. The collected datasets are cleaned

by removing (1) re-tweets, (2) stop words and special characters [206] and (3) URLs. Sub-

sequently, we apply stemming [201] to the collected data. We note that this is a common

practice in data mining applications. We use Python-NLTK tokenizer [241] and the Porter

stemmer [201], which are common tools used for these purposes. The collected datasets are

summarized in the following:

• Protest. This dataset is collected using the keyword “protest”. The dataset has

tweets related to protests and it was collected from March 18, 2018 to April 18, 2018.

It consists of approximately 300K tweets after applying the aforementioned filtering

methods.

30



• Florence. The dataset contains information about the Hurricane that occurred in

the Carolinas in 2018. The dataset was collected using the keywords “hurricane”

and “florence” from Sept 14, 2018 to Sept 24, 2018. It contains approximately 100K

tweets after conducting the aforementioned filtering methods.

To emulate a scenario in real time, the data is streamed and fed to the producers

with respect to the time stamps collected from the tweets. For the purpose of experimen-

tation in this paper, we choose a window size of 24 hours. The term instance refer to the

data corresponding to each such window size. Thus, for the above datasets, we have 40

instances in total. The datasets are distributed over multiple producers with two different

scenarios that are described below.

1) Natural distribution: In practice, the tweets are posted by Twitter users

from different geographical locations. One can use those locations to cluster the tweets into

different geographical zones, which can be later associated with the producers. However,

not all tweets contain associated geolocation information; in fact less than 2% of tweets have

this information [49]. This makes the problem of simulating exact real-word geographical

distribution of tweets hard. So, the addresses of users (which can be obtained from users

profiles) are used to mimic the geographical distribution of tweets (tweets from the same

user are assumed to be made from his/her profile’s geolocation information). Using this

approach, we are able to retrieve 70% and 60% of this information, from users associated

with the Florence and Protest datasets, respectively. We are unable to decipher the rest

because some users had provided vague addresses (e.g., “space” and “floor”). We use an

API provided by HERE.com to convert the provided addresses to geolocations [104].
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As mentioned earlier, we used the NDN topology which reflects a real world net-

work (real server locations); we assume each tweet is sent to the nearest physical producer

(assuming that each server is a producer). Fig. 2.3 shows an example demonstrating the

approach. We extend the same idea when a variable number of producers (different from

the original number of servers in the NDN-topology) is considered,from as follows. First,

each tweet is assigned to its nearest producer and among all producers we select the top m

(ones that receive the most number of tweets) producers. Next, we assign tweets to nearest

producer from these top selected m producers. For tweets where we could not retrieve the

geographical locations, they are assigned randomly to a producer.

2) Synthetic distribution To further evaluate the performance of BigEye, we

consider uniform and skewed distribution of tweets across multiple producers. (i) Skewed

distribution: The distribution of the data over the producers follow a Gaussian distribution

with µ = Nk
m and σ2 = β ∗ µ; we vary the β to control the skew. (ii) Uniform distribution:

The distribution of the data over the producers follows a uniform distribution.

We also collect the images associated with the tweets and stream them on the pro-

ducers according to the selected distribution. For tweets scores, we select three features (fj

as discussed in § 2.6): retweet count, favorite count and follow ratio defined as # of followers
# of following

2.

We also select L to be 1. Twitter allows users to post more than one multimedia object

in a single tweet. We treat each as independent object while giving each the same score as

their associated tweet. Twitter API keeps multiple versions of the videos each with different

quality. To avoid redundancy, we pick only a particular version randomly.

2Assessing how good the selected features are in practice is beyond the scope of this paper.
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Figure 2.3: A map of the United States, representing two hours of tweets collected from

the Florence dataset. Blue dots represent producers and red dots represent the locations of

tweets. Each tweet (red dot) is sent the nearest producer (blue dot).

2.7.2 Evaluation parameters

Our evaluations of the performance of BigEye consist of a comparison with an

approach wherein all data is made available centrally. Our evaluations are on the datasets

that were discussed in the prior section. We stream each dataset separately, in line with

our assumption (streaming data is aligned with the scope of a realistic scenario) in § 2.3.

The results that we obtain are then integrated before we discuss them for two reasons.

First, we find that the performance with BigEye is consistent across both datasets, when

the data is distributed over geographically separated producers, compared to when the

data is centrally available. Second, the generality of BigEye ensures that its behavior with

any crowd-sensed dataset, belonging to a particular scope, is consistent. As a consequence

of these two reasons, an independent discussion of the details of the performance of each

dataset provides no new information, and is wasteful of space.

Our experiments are performed with all instances from all of the datasets (40 in

total), considered one at a time. For statistical significance, experiments are repeated 50

times. BigEye’s three components are integrated holistically; however, first we indepen-
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dently evaluate each component to provide microscopic views of the benefits of each. The

following describe for these module specific set ups.

Distributed Event Detection Module: As described in § 2.4, we find that our

method always yields the same precision and recall with respect to detection of key events,

as that of an ideal system which considers that all data can be made available centrally.

We experimentally validated this and do not further showcase the event detection accuracy

in the interest of space.

To evaluate if the number of keyword pairs that are returned by BigEye to the

summarizer is reasonable, we compare the number with the best case scenario. In particular,

we consider an oracle that does a brute force search, considering all possible subsets of the

keywords pairs sent (the ranked orders of those pairs are still maintained), and checks if

any of those subsets yields the same precision and recall as our approach (and the central

approach). We choose the smallest subset among these as the best possible scenario (we

label it as oracle prediction in the results that we present). In other words, instead of

choosing a threshold r∗

m , we find a the smallest value l ≤ m such that choosing r∗
l results in

the detection of all events of interest.

Consolidation of events: Our proposed distributed consolidation is evaluated

next. Specifically, BigEye’s approach is compared with a case all the data associated with

the clusters is sent to the summarizer which then applies a consolidation. We denote the

baseline as central consolidation. We point out that this is the consolidation used in the prior

work Storyline [259], where the data is centrally made available and similarity assessment

is based on Jaccard distance.
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The metrics of interest are accuracy (defined next) and the amount of data sent

from the producers to summarizer for the purposes of consolidation. Accuracy is defined

to be the ratio of the number of keyword pairs that are grouped correctly (the events

are correctly consolidated) to the total number of keyword pairs. Two keyword pairs are

incorrectly grouped if (a) these pairs belong to the same event but are put in different

groups and (b) if they belong to different groups (events) but are consolidated into the

same group. We also compare the amount of sent data from the producers to summarizer

with our approach (in bytes), with the other approach.

Composition of visual summaries: We assess the “quality” from BigEye’s vi-

sual summary module with respect to the centralized case (where no bandwidth constraints

are present). In particular, if data is located centrally, the summary can be composed us-

ing the objects that have the highest associated scores. However, objects with the highest

scores are not always retrieved in BigEye to meet timeliness constraints as discussed in

§ 2.6. To evaluate the impact of this, we evaluate the quality which is defined as the the

ratio of the summation of the scores of the multimedia objects retrieved with BigEye, to

the corresponding sum score achieved in the centralized case.

We also evaluate the delay in retrieving the visual objects. Formally, this delay

is defined as the time it takes for the summarizer to receive the data used for the visual

summary from the producers. Specifically, the metric we use is the average delay incurred

in receiving 1 MB of data (we normalize this since the sizes of the visual summaries could be

different for different events). We compare the delay of BigEye’s visual summary module

with the following baseline (denoted as baseline). Each producer is assigned the job of
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sending information related to a specific event. If the number of events are more than

the number of producers, the events are evenly distributed across the producers. If a

producer is assigned more than an event, the resources are shared equally between them

with no priority given to one over the other. Our goal here is to showcase the efficacy of

our parallelization approach with a second approach (the baseline) that also parallelizes

transfers but is not bandwidth-aware (does not take into account the different bandwidths

to the different producers).

Figure 2.4: CDF of the

number of detected discrim-

inative pairs with different

global thresholds.

Figure 2.5: The performance

of our distributed event de-

tection with varying number

of producers

Figure 2.6: Performance of

our distributed event detec-

tion with different data dis-

tributions

2.7.3 Results on distributed event detection

First, we evaluate our distributed event detection module using the aforementioned

metrics. We recall our discussion in § 2.4 (H(Y |sz) was to be a small value ϵ), and select ϵ

to be 0.08, 0.09 and 0.1 (r∗ = 100,87 and 76, respectively). Here, we also refer the reader

to Table 3.1 since the notation therein is used in the discussion.

Effect of r∗ on the total number of pairs retrieved by the summarizer.

We plot the CDFs of the number of events (corresponding to identified discriminative key
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word pairs) detected with each value of r∗ in Fig. 2.4. As one might expect, as r∗ increases,

the number of pairs retrieved decreases (with higher r∗ only the most significant events are

detected). This effect is also seen in Fig. 2.5.

Effect of increasing number of producers. In Figure 2.5, we plot the ratio

of the number of retrieved keyword pairs to the total number of keyword pairs identified,

versus the number of producers. We assume that the data are distributed as per the

natural distribution. As one might expect, the number of key-words pairs returned to the

summarizer increases when as the number of producers, m, increases. This is because

because r∗

m decreases i.e., a lower or more conservative (local) threshold is used at each

of the producers. It is worth noting that with small r∗ = 76, (H(Y |sz) = 0.1) and large

m = 18, the total number of received pairs is less than 1% of the total number of keyword

pairs considered globally.

Comparison with oracle. Next we examine how the number of keyword pairs

retrieved with BigEye compares to what is obtained by an oracle, when the data is spread

across the producers as per the different data distributions (discussed in subsec:datasets).

For the skewed distribution, we choose µ = Nk
m and σ2 = 0.5 ∗ µ; this ensures a high skew.

We fix ϵ = 0.09 (r∗=87), and m to be 10.

In Figure 2.6, we plot the CDF of the ratio of the number of pairs received at the

summarizer to the number of global discriminative pairs with both BigEye and the oracle

based approach described earlier. We see that the performance of BigEye is similar to that

of the oracle when data is dispersed as per the natural distribution. However, when the

distribution is skewed, the performance of the BigEye degrades compared to the oracle.
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This is because the producers with large numbers of tweets have a large number of keyword

pairs that pass the conservative threshold selected by BigEye; thus, they end up sending a

large number of pairs that are not useful in detecting key events.

Figure 2.7: Distributed consolida-

tion accuray with respect to central-

ized consolidation (Storyline [259] )

.

Figure 2.8: Bandwidth savings from

BigEye’s distributed consolidation

approach in terms of total amount

of data sent from producers to sum-

marizer.

2.7.4 Results with regards to consolidation

Next, we evaluate the benefits from BigEye’s consolidation module. In our eval-

uations we use the same ϵ values mentioned earlier in § 2.7.3. Recall that BigEye consoli-

dates events over two steps. In the first step, we consider a similarity requirement of 0.99

(Jacquard distance) to consolidate events at individual producers. For the second step, we

consider three minHash signatures of length 64, 128, and 256 integers. We consider different

minHash signatures as it has been reported that the length of generated minHash signatures

affects the similarity scores [144]. We also vary the consolidation thresholds that are used

centrally from 0.4 to 0.9 with a stepsize of 0.1.
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In Figure 2.7, we compare BigEye’s consolidation approach with different minHash

lengths. We observe that the similarity estimation improves as the length of the minHash

signature increases (less collisions). Similar phenomena have also been reported in previous

literature [144]. We observe that, for a minHash signature of length 128, almost 85% of

instances show a consolidation accuracy of larger than 70% of what is achieved if all data

was available centrally. BigEye provides consistent consolidation accuracies irrespective of

the number of producers.

We show next the consolidation benefits in terms of the reduction in the volume of

data sent from producers to summarizer in bytes, compared to sending all keywords in the

clusters (needed for central consolidation); Fig. 2.8 shows that our approach reduces the

communication costs significantly compared to that baseline approach, and in particular

the average cost by 60% (fewer bytes).

2.7.5 Results on visual content retrieval

Next, we evaluate the performance of BigEye’s visual summary module with re-

spect to the baseline approach discussed in § 2.7.2.

Delay performance with different numbers of producers. We evaluate the

performance of BigEye’s final module with different numbers of producers (we consider

2, 6 and 10 producers). We assume that the data is distributed uniformly over these

producers. We plot the CDFs of the average delay (over the instances) with BigEye and

the baseline in Figure 2.9. First, we observe that our approach outperforms the baseline

by approximately 67% on average. Furthermore, we also see that the delay decreases as

the number of producers increases initially. This is because of the increased parallelization
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in retrieval that is possible due to this. However, the benefits reach a point of diminishing

gains. Specifically when the number of producers increases beyond a certain number (e.g.,

above 6 and 10 in Figure 2.9) because of limitations in the NDN network structure very

little additional parallelization is possible (the producers share common paths). We have

manually constructed a tree network where each producer is connected to the summarizer

with a dedicated link. In this case, we do observe significant performance enhancements

between the cases of 6 and 10 producers since parallelization is now viable. We omit showing

these results to conserve space.

Impact on summary quality. We plot the CDF of the quality of the visual

summaries obtained with different numbers of producers versus the baseline approach in

Fig. 2.10. We see that the best quality is achieved when there are only two producers.

Typically, if all data is at a single producer, it is natural to pick the objects with highest

scores (
fj
wj

) according to the global sorted list shown in Algorithm 1. However, when the

number of producers increases and we try to achieve parallelization of transfers, the highest

ranked objects in the global list are not always retrieved. In particular, if a single producer

has most of the highest ranked objects, we will retrieve objects of inferior quality from other

producers. In other words, the summarizer pulls other objects (with lower rank) from other

producers, which in turn affects the achieved quality (the trade-off is the reduction in terms

of the delay).

Data requirement to compose summaries. Next we evaluate the performance

of BigEye when the user imposes different requirements on the number of objects that are

needed in the visual summary. Specifically, we impose requirements of (25%, 50%, 75%) of
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Figure 2.9: Delay

in visual content

retrieval with dif-

ferent number of

producers.

Figure 2.10: Sum-

marization quality

of visual summary

with different num-

ber of producers.

Figure 2.11: De-

lay in visual con-

tent retrieval with

different number of

objects required to

compose summary.

Figure 2.12: Sum-

marization quality

of visual summary

with different num-

bers of required ob-

jects

the total number of multimedia objects (corresponding to each detected event) to compose

the summary. We use the skewed data distribution with β = 1 (very skewed distribution).

This means that a small subset of the producers has a large number of multimedia objects,

while others have only few. We fix the number of producers to be 6. As shown in Fig. 2.11,

when the required number of objects is only 25% of the total, the lowest delay is achieved. As

evident, as this requirement increases, the delay increases. In fact, because of the skewed

distribution, when we need 75 % of the objects, the summarizer is forced to abandon

parallelization and retrieve all objects from the producers with the large number of objects.

This drastically affects delay.

Fig. 2.12 shows, as one might expect, that the quality of the composed summary

improves as the number of required objects to compose the summary increases. However

this improvement is not drastic. This is because the first objects that are retrieved have

the highest scores; later objects contribute less and less to the quality of the summary.
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Figure 2.13: Performance of

the dirstibuted event detec-

tion module with multiple

datasets (scalable setting).

Figure 2.14: Bandwidth

savings from BigEye’s dis-

tributed consolisdation with

multiple datasets (scalable

setting).

Figure 2.15: BigEye’s dis-

tributed consolidation accu-

racy with multiple datasets

(scalable setting).

2.7.6 Scalability

To showcase BigEye’s scalability where the generated data is much larger, we use

a dataset collected on election day in the United States. It consists of around six million

tweets and we clean it up as we discussed earlier in § 2.7.1. We point out here that the

datasets used in the results shown earlier (Florence and Protest) are small in comparison

to the Election dataset (by a factor of about ≈ 20). We select global thresholds such that

an approximate constant number of top events (10 and 30) are retrieved, and assess the

performance of our modules. Specifically, we examine how the results scale with the dataset

size (in comparison to the smaller ones). We point out here that tuning the global threshold

to get the exact same number of events across all datasets is hard; thus we choose thresholds

such that the ratio of events retrieved across each pair of datasets varies between 0.9 to

1.1 (i.e., the numbers are approximately 10 or 30 but not exact). We select the number

of producers, m, to be 10 and a hash of length 128. The accuracy of our distributed

event detection module remains at 100% like in the case where all the data is available

centrally (similar to the results reported earlier) even when the dataset is large. The ratio
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of the recieved keyword pairs (after processing by BigEye) to the total number of keyword

pairs is drastically smaller with the Election dataset (only 0.002%) in comparison with

Florence hurricane and Protest datasets as shown in Figure. 2.13. One might expect this

to be the case since the total number of keyword pairs is much larger in comparison to the

candidate discrminative keyword pairs (with a local ratio of occurrence larger than r∗

m , the

local threshold); recall that only these candidates are sent from the producers to the central

controller. In large datasets (e.g., the Election dataset), the total number of keyword pairs

is much larger than the correponding number in smaller datasets (e.g., Florence); since we

choose a target number of top events to be detected, the ratio of candidate discriminative

key word pairs to the total number of keyword pairs becomes drastically smaller. Thus,

the takeaway is that one can expect even further reductions in overhead with BigEye as the

dataset sizes grow, because of large reductions (if we seek to detect a certain target number

of top events).

We next evalute our second module (consolidation) with a large dataset in terms

of both bandwidth savings and consolidation accuracy. With the new larger dataset, the

number of words that mapped on to each event increases significantly; thus, BigEye’s ap-

proach of sending a fixed hash representation of the event contents (as compared to sending

the raw words corresponding to the event) reduces the overall proportion of transmitted

data in comparison to the smaller data sets as shown in Figure. 2.14. However, as shown in

Figure. 2.15, we see that with the Election dataset, we have a slighlty lower consolidation

accuracy in comparison with the results obtained with the other datasets. This is because

the used hash length is small (only 128) and hence it is not sufficient to capture the sim-
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ilarity between the detected events in this large dataset. As indicated earlier, a possible

way to enhance the consolidation accuracy is to increase the hash length (see Figure. 2.7 ).

This is because the similarity estimation improves as the length of the hash increases [144].

To verify that this is applicable on large datasets, we increase the hash length to 256 and

run BigEye with Election dataset and we achieve consolidation accuracy of 90% when the

number of events equal to 30.

2.7.7 Holistic output of BigEye

Next, we show the holistic output of BigEye. We select random instances from

three datasets. We use the previously mentioned Protest and Florence datasets, and a new

dataset (called disaster dataset [127]) that is available for public use to further show the

merits of our proposed framework. The summaries are composed of (1) the discriminative

key word pairs, (2) textual summaries (complete tweets) describing the observed events and

(3) the visual summaries ( we select the best images to avoid cluttering). The discriminative

pairs and the textual summaries of the three datasets are shown in Tables 2.2, 2.3 and 2.4,

and the corresponding visual summaries are shown in Figures 2.16 to 2.18. To elaborate,

we’ll go through a sample of the results associated with Protest dataset. On March 30, two

major protests were detected. The first related to teachers in Kentucky schools, who were

protesting against a pension bill which forced schools to close (an image of the protest is

shown). The second event is related to a protest in Gaza where seven people were killed

and dozens were injured. One can easily understand and differentiate between these by
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following the textual summaries of the events and their corresponding visual summaries.

Event I on Sept 15

.
Event I (left) and Event II (right) on Sept 16

Figure 2.16: Florence dataset

Event I (left) and Event II (right) on March

29

Event I (left) and Event II (right) on March

30

Event I on March 31
Event II on March 31

Event III on March 31

Figure 2.17: Protest dataset

2.8 Related work

Postings on social networks have been recently used as sensor outputs [256, 257]

that can be used to discern events. There exist some prior studies on detecting events
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Event I on Jan 14

.
Event II on Jan 14

Figure 2.18: Disaster dataset

from such sensors’ data (with goals aligned with those of BigEye). Allan et al. [17], used

“term frequency” (tf) and “inverse document frequency” (idf) features to build a query

representation for content from news stories and identified an event, when the similarity

score of new news story was less than a given threshold in comparison to any previous news

query in memory. Similarly, Shamma et al. [217], used a normalized term frequency to

identify peaky topics, the terms which are particular to a time window, to detect highly

localized events of interest. Benhardus et al. [30], also used tf-idf analysis and relative nor-

malized term frequency analysis, on twitter documents to identify trending topics. However,

these approaches were reported to be inefficient in differentiating between separate event

instances [259]. Moreover, unlike tf-idf, BigEye works by only computing information gain

over two consecutive time windows.

Text stream clustering has also been applied for event detection. Ordonez et al.

[192], Zhong et al. [279] and Aggarwal and Yu [8], used optimizations of k-means algorithms

to cluster data streams for events detection. Similarly, communication patterns [50], social

network topological features [7], language specific features [87, 239, 261], and location of

tweets [39,145,253] have also been used by researchers for clustering data to detect events.
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Nevertheless, precisely defining the number of clusters (k) for online streaming data is

not feasible. Researchers have also used topic modeling for event detection [110, 142, 281].

However, topic based approaches have been reported to be inefficient in identifying events

happening in parallel instances [259]. Unlike these methods, BigEye detects events by

measuring the temporal bursts in the word-pairs that do not co-occur frequently. BigEye’s

event detection approach is closely related to Storyline that was proposed by Wang et

al. [259]. However, unlike BigEye, Wang et al. only focuses on event detection when data

is centrally located.

A different line of work considers the problem of truth finding in social sensing

blogs [148, 218]; however, these only work when all the data is made available centrally

unlike BigEye. In contrast, BigEye is targeted for a distributed setting, wherein the data

is distributed across multiple producers that are geographically separate.

BigEye centers around the detection of global events by only sharing minimal

amounts of information between distributed producers and a central summarizer. There

have been some prior works on selectively sending information to a central entity [98, 132,

162]. There are also related works focusing on calibrating distributed sensors with the

objective of finding global measurements from those sensors (e.g: measuring urban air pol-

lution) [175,268]. However, unlike BigEye, these approaches do not focus on event detection.

Closely relevant to our study is the study by McCreadie et al. [167]. Unlike BigEye, they

do not consider bandwidth constraints and only try to minimize the event detection time

by distributing the computational costs of processing documents across multiple machines.
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2.9 Conclusions

In this paper, we address the important problem of detecting global events from

crowd-sensed data. Towards this, we design and implement BigEye, a system that enables

(a) the detection of key global events based on distributed crowd-sensed data that exists at

geographically spread out producers and (b) the crafting of visual summaries that provide

concise zoomed-in views of such events. BigEye distinguishes itself in that it is extremely

thrifty in terms of the bandwidth that it consumes, i.e., very little of the raw crowd-sensed

data from the producers needs to be transferred to a central entity for both event detection

and the subsequent visual summarization. In spite of its thriftiness, it is able to achieve 100

% precision and recall compared to approaches where all crowd-sensed data is made available

centrally. Via emulations of realistic scenarios, we show that BigEye only consumes 1 %

of the crowd-sensed data for detecting key global events, and its parallelization of visual

content retrieval reduces the average delay by 67 % compared to baseline approaches.
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Table 2.1: Key notation

Symbol Description

Nk # of tweets in time window k

Nz
k # of tweets in time window k that con-

tain the pair sz

ps
Nz

k

Nz
k+Nz

k−1

k index of the data stream window

∈ H(Y )− threshold

m # of producers

i Producer index

Pi ith producer in the the system

r ratio of occurrence of keyword pair sz in

time window k to the corresponding oc-

currence in time window k − 1

n total # of multimedia objects

j multimedia object index

wj size of the jth multimedia object

fj score of the jth multimedia object

Bi Bandwidth between Pi and the summa-

rizer

Ce # of multimedia objects inquired from

event e
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Algorithm 1 Multimedia objects retrieval

CalibrateFunction Calibrateend (ReceivedObjects[i])

Bandwidth[i] ←
∑

wj , j ∈ ReceivedObjects[i]

BestBw[i] ← Bandwidth[i]

for i in I do MaxBW[i] ← iperf (Pi, summarizer) Bandwidth ← MaxBw

BestBw ← Bandwidth

objects ← sorted (objects,
1+Lfj
wj

)

while
∑

eCe ̸= 0 do

for all j in objects do i← j ∈ Pi

if Bandwidth[i]- wj ≥ 0 & Ce- 1 ≥ 0 then Bandwidth[i]= Bandwidth[i]- wj

Ce = Ce - 1

RequestObject(j, Pi)

wait (timeWindow)

Bandwidth ← BestBw
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Table 2.2: Florence Hurricane Summarization

Date Detected keywords Textual summary

Sept 15

Event I: sympathy, hurricane,

deepest, hurricane

”My deepest thoughts and prayers are with

those in North and South Carolina, and Vir-

ginia affected by Hurricane Florence”

Sept 16

Event I: ’abandon’, ’hero’, ’six’,

’dog’

“Six dogs have been rescued from rising flood

waters, after they were locked in a cage and

abandoned by their owners”

Event II: ’dog’, ’64’, ’rescue’,

’hurricane’

“As Florence loomed, a pet lover escaped

South Carolina with 64 dogs and cats on a

school bus”
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Table 2.3: Protest Summarization

Date Detected keywords Textual summary

Mar 29

Event I: ’viral’, ’plung’, ’califor-

nia’, ’cliff’

”Washington state family famed for protest photo

died when SUV goes off California cliff”

Event II: ’NBA’, ’office’ “Police, DSS Invade Ikeja NBA Office To Foil

Protest Coinciding With Buhari’s Visit”

Mar 30

Event I: ’bill’, ’school’,

’teacher’, ’kentucki’

“Kentucky schools close as teachers protest GOP-

passed pension overhaul”

Event II: ’gaza’, ’border’,

’palestinian’, ’kill’, ’israel’

“7 Palestinians killed, dozens injured as Israel

suppresses massive protest in Gaza”

Mar 31

Event 1: ’Stephon’ , ’clark’,

’car’, ’hit’

“Sheriff’s Car Knocks Down Activist During

Stephon Clark Shooting Protest”

Event II: ’student’ ’Howard’,

’protest’

“Howard University students stage sit-in to

protest financial aid scandal”

Event III: ’deadly’, ’day’, ’15’,

’palestinian’, ’kill’, ’israel’

“15 Palestinians reported killed by Israeli fire as

Gaza border protest builds”
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Table 2.4: Disaster Summarization

Date Detected keywords Textual summary

Jan 14

Event I:’Australia’, ’forest’ ’fire’ “13 years ago we predicted that the worst fire

seasons would be directly observable in aus-

tralia by the year 2020”

Event II: ’volcano’, ’Philip-

pine’, ’Taal’, ’erupt’

“Taal volcano, located 70 km from Manila,

Philippines. In addition to the eruption it-

self, the so-called volcanic tsunami”
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Chapter 3

AcTrak: Controlling a Steerable

Surveillance Camera using

Reinforcement Learning

Steerable cameras that can be controlled via a network, to retrieve telemetries

of interest have become popular. In this paper, we develop a framework called AcTrak,

to automate a camera’s motion to appropriately switch between (a) zoom ins on existing

targets in a scene to track their activities, and, (b) zoom out to search for new targets

arriving to the area of interest. Specifically, we seek to achieve a good trade-off between

the two tasks, i.e., we want to ensure that new targets are observed by the camera before

they leave the scene, while also zooming in on existing targets frequently enough to monitor

their activities. There exist prior control algorithms for steering cameras to optimize certain

objectives; however, to the best of our knowledge, none have considered this problem,
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and do not perform well when target activity tracking is required. AcTrak automatically

controls the camera’s PTZ configurations using reinforcement learning (RL), to select the

best camera position given the current state. Via simulations using real datasets, we show

that AcTrak detects newly arriving targets 30% faster than a non-adaptive baseline and

rarely misses targets, unlike the baseline which can miss up to 5% of the targets. We also

implement AcTrak to control a real camera and demonstrate that in comparison with the

baseline, it acquires about 2× more high resolution images of targets.

3.1 Introduction

Networked surveillance cameras are becoming ubiquitous. It is estimated that

around one billion surveillance cameras are currently installed globally [96, 198, 252]. A

standard surveillance camera has a fixed and limited view of the scene of interest depending

on its orientation and the width of its lens. In many applications however, there is a need for

a complete coverage of the scenes of interest (e.g., trespass prevention) and leaving parts of

the scene uncovered can lead to security breaches. In addition, in many applications, high

resolution/ fine grained images of suspicious targets or objects are crucially needed. Pan-

Tilt-Zoom (PTZ) cameras have been considered a suitable solution satisfying these demands

[26,226]. Such cameras have the ability to maneuver around, covering the entire scene unlike

standard surveillance cameras. The “zoom” feature offered by such cameras, allows the

camera to zoom in to acquire high resolution images of the targets and objects of interest,

and yet provide wide view coverage when needed (via a zoom out). Most PTZ cameras can

be controlled remotely over a network to satisfy various surveillance requirements, which
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Figure 3.1: Zoomed out (left) and zoomed-in (right) views. The zoomed out view enables

the detection of new targets as they enter the scene. However, it is insufficient for inferring

target activities. The zoomed in view facilitates inferring target activities (i.e., a target

reads a book) but only partially covers the scene. AcTrak balances zooming in and out such

that target activities are captured, while ensuring that arriving targets are detected quickly

when they step in to the scene.

opens up opportunities for building reliable and autonomous surveillance systems [18, 26].

One fundamental, unexplored question that arises in this case is: in an evolving scene,

how to automatically control a PTZ camera to facilitate applications where there will be

a need to (a) zoom out to identify any new target quickly when it enters the scene of

interest and (b) frequently zoom in on existing targets to be able to monitor their fine-

grained activities via high resolution images. For example, we envision scenarios with a

need to capture prohibited activities (e.g., eating/drinking or photographing in museums,

and smoking in shopping centers). Another application relates to deployments in shopping

centers, to track target shopping interests i.e., what products customers are looking at, in

addition to catching shoplifting activities. Such information would aid data analytics to

understand customer behavior and/or even guide re-organizing product placements across

aisles (e.g., distribute popular products to enable Covid-19 social distancing needs).
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Challenges: The control algorithm require a good balance between the actions

of zooming in and out. A simple example is shown in Figure 3.1. If we focus on target

zoom-ins, we may miss out on arriving targets in the lower left corner and a continuous

zoom out does not shed light on target activities. Achieving this balance by changing the

camera’s views is challenging due to two delay components associated with camera motion:

mechanical camera movements incurred due to motion from one position (e.g., zoom out)

to another (e.g., zoom in) and computational and networking latencies of processing and

retrieving the captured frames. Therefore, a careful orchestration is needed for managing

the frequency and patterns of zoom ins among targets especially in the case when several

targets exist in the scene, while ensuring that we do not miss new targets.

Related Work: Multi-objective surveillance problems have been studied widely

in static and steerable multi camera systems [199]. Cameras usually co-ordinate to achieve

one or more objectives such as scene coverage, opportunistic acquisition of zoom-in images

of targets [65], tracking [47, 204, 230, 271] or power efficient surveillance [133]. However, in

our work we consider a single camera that balances the trade-off between two conflicting

objectives (Figure 3.1), and previous work on multi-camera solutions cannot satisfy these

objectives in a single camera setup. The closest work to ours is [65], where the authors

consider a multi camera system that (1) fully covers the physical scene all times and, (2)

opportunistically captures high resolution shots of existing targets. This is different from

ours in two aspects. First, the physical scene coverage constraints cannot be used in our

setup (when single camera is used), because when the camera zooms-in on a target, only

a partial view of the scene is obtained (violating the physical scene coverage constraints).
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If for cost constraints (multiple camera deployments are more expensive) the full physical

scene cannot be covered, one has to manage the zoom-in shots of targets without sacrificing

coverage of new targets arriving to the scene; we consider this specific case in our work.

Second, we consider continuous zoom-in tracking of existing targets for activity recognition,

unlike the work in [65], where the focus is on opportunistic acquisition of high resolution

shots. More discussion is provided later (§ 3.5) on why a single camera solution can be

desirable, and we tackle this important problem in this work. While there is prior work

on controlling the PTZ of steerable cameras (e.g., [120, 182]) in a single camera setup,

they have different objectives from ours; importantly, none consider changes in the target

population in the scene (new arrivals) and most do not consider arbitrary motions of targets.

For example, the authors in [120] propose an approach to orient the camera to zoom in on

various (but fixed and pre-determined) chosen locations. Their approach allows the tuning of

how frequently these locations are to be visited, but leaves other locations uncovered. Thus,

this method is ineffective when tracking targets activities outside the selected locations is

required. We argue that the camera should focus on activities rather than location coverage

(since coverage of unoccupied locations yields little or no information).

Contributions: In this paper, we design and implement, AcTrak, to control a

PTZ camera such that, it (a) quickly identifies dynamically arriving targets to a scene and,

(b) with appropriate frequency (target specific), obtains high resolution images of each

target in the scene to capture their activities at fine time scales1. Importantly, AcTrak

accounts for the associated latencies when determining the camera movement.

1Note that we do not store biometric features of targets (for privacy reasons), but rather use high
resolution shots for activity recognition.
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We formulate the problem as Markov decision process (MDP), where a reinforce-

ment learning (RL) agent that dynamically learns, and thereby determines the best PTZ

configuration given the current situation. This works in an online fashion i.e., it contin-

uously tunes the camera PTZ dynamics to cope with the evolving scene. Importantly, it

tries to minimize the latencies incurred in changing the camera views, by choosing visita-

tion patterns in an informed way. Furthermore, it does not require expensive computations

to derive its next PTZ configuration during runtime (a single feed forward neural network

operation is needed).

In brief, our key contributions in this paper are as follows:

1. We design AcTrak, a framework for the PTZ control of a steerable camera. AcTrak is

based on MDP, which selects the PTZ configuration that provides the highest utility

(discussed later) in terms of a trade-off between the goals of balancing rapid acquisition

of new targets and obtaining fine grained information about existing targets, while

minimizing latency penalties due to camera motion.

2. Typically, RL agents need heavyweight training to deliver high accuracy [106]. While

creation of the requisite, huge number of training instances is possible on fast ma-

chines, it is time-prohibitive in our scenario since camera mechanical movements and

networking and computational latencies can be in order of seconds. Hence, instead,

we develop a simulator to mimic the camera, target movements and other dynamics

to enable training and we deploy the trained agent during test time.

3. We showcase the merits of AcTrak via both simulations and real world experiments

with an implementation on an off-the-shelf PTZ camera. In our real world experiments
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AcTrak outperforms a non-adaptive baseline by acquiring 2 × more high resolution

images of targets. Our simulations using public datasets show that our agent detects

new targets that arrive to the scene 30% faster than a state of the art baseline.

3.2 Our RL based Control Framework

In this section, we first describe the trade-offs between the functionalities we seek

to achieve (zoom outs to find new targets and zoom in to track current targets). Next, we

provide an overview of AcTrak, and then describe it in detail.

3.2.1 Functionalities and associated trade-offs

Scene coverage. The camera can zoom out to cover the entire scene (to find

new targets) and we call this the coverage tour. Invoking unnecessary coverage tours at

high frequencies will reduce the time for (frequency of) acquiring high resolution images of

existing targets. Instead, if the camera undervalues coverage tours, new targets may leave

unseen.

Zoom-ins. Upon identifying a target, AcTrak marks its location so that the

camera can zoom in on it again in the near future, to track its activity; this obviates the

need to zoom out each time in order to find that object. To acquire the high resolution

image, an appropriate PTZ configuration is chosen to direct the camera at the last known

(updated) location of the target. Since targets can be located at different distances from

the camera, each target requires a different zoom level denoted as Zj , where j is the target’s

index. Target locations are updated during coverage tours and the zoomed in visitations.
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Figure 3.2: ZoomIn Scenarios. In Figures A and B, we show different camera strategies of

zooming-in on existing targets (Note the arrows). The overall time to visit all targets of the

strategy in Figure A in higher in comparison with the scenario in Figure B due camera’s

longer (wasteful) moves.

A location becomes outdated when the target moves outside its previous zoom-in view,

which depends on the target’s motion (e.g., walking, jogging). The camera must obtain an

updated location before zooming in on the target.

Managing zoom-ins of multiple targets. AcTrak’s control algorithm is driven

by two objectives: (A) if a target has not been visited recently, the highest priority should

be given to that target, and (B) try to maximize the number of targets that can be seen

with the same camera beam or field of view (this is dictated by the camera’s orientation

and targets’ proximity to each other). The second objective saves time via visits to cover

multiple targets (instead of multiple different visits to cover those targets). An auxiliary

benefit not explicitly considered is that it can detect target group interactions (e.g., when

multiple people meet as a group).

Scheduling visitations across multiple targets have to be carefully orchestrated in

order to minimize the overall latency associated with changing the PTZ configuration to

switch targets; recall that this is a latency expensive operation. For example in Figures 3.2-

A and 3.2-B, there are two distant clusters, each containing targets in close proximity. If
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the camera alternates between targets from the two clusters (as in Figure 3.2-A), the overall

time for making a visit to all targets will be large due to wasteful, repeatedly large PTZ

configuration changes. However, if it visits the targets within one cluster before it moves to

the other cluster (as in Figure 3.2-B), this overall time will be much smaller (small changes

to the PTZ configuration at each step). Thus, the proximity of targets has to considered

while zooming in on different targets.

Continuing with the example, assume that there are only two targets within a

cluster and there is a time budget λ s, associated with visiting these two targets. The

camera can stay with the first target for λ/2 s, and move on to the second target and stay

with the latter for remaining λ/2 s. A better strategy is to alternate between the targets,

staying with each for a small period each time. In the first strategy, the camera stays with

a target for a longer time collecting continuous (and more) high resolution shots; however

these shots are unlikely to yield new information and the other target is not monitored for

a big time gap (λ/2 s). In the second strategy, fewer high resolution shots of each target

are obtained due to additional PTZ changes, but the time gap for which a target is not

monitored is smaller. Further, each visit is more more likely to capture new activity (e.g.,

due to a new posture). As discussed later, our framework can be tuned to trade-off between

the two strategies.

Overview. As discussed earlier, we seek to balance two tasks (a) tuning the

frequency of coverage tours and (b) managing zoom-ins across the multiple targets in the

scene. AcTrak seeks to avoids wasteful PTZ configuration changes to the extent possible

(i.e., zooming out when no new targets have arrived and zooming-in on obsolete locations
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of current targets which have moved). RL has been shown to be effective in applications

needing adaptive parameter tuning (e.g., [263]), which is what we need to achieve the

balance we seek. Our trained RL agent determines the next visit while accounting for the

impact of this decision on future decisions, via a simple and quick feed forward operation,

depending on the current state of the environment (determined by for example, clustering

of targets, application needs, etc.).

To learn the appropriate frequency of coverage tours we monitor: (1) target ar-

rivals: if no target appears within the current period between coverage tours, the camera

learns to decrease the frequency of coverage tours and (2) new target locations: if new targets

have moved significantly from the coverage boundaries (have not been detected for a while),

the camera infers that it needs to increase the coverage tour frequency. With regards to

managing zoom ins, we seek to efficiently determine the next visit while accounting for the

impact of this decision on future decisions. A trained RL agent determines this via a simple

and quick feed forward operation, depending on the current state of the environment.

In an evolving scene, given what is observed by the camera beam, AcTrak’s control

algorithm seeks to determine a PTZ configuration that maximizes a given utility that cap-

tures our goal. Then, the camera changes its current PTZ configuration to that new PTZ

configuration. The PTZ configuration is adapted over a sequence of steps (time epochs)

denoted as k ∈ [1,∞). We can model this problem as a Markov decision process (MDP),

wherein we seek to make a decision with regards to an action relating to a PTZ configura-

tion change, towards either a coverage tour or a specific zoom in, based on the utility. This

utility is the long term reward (discussed later) accrued by a Q-learning agent. In an offline
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phase, the agent learns a camera control policy that is to be deployed in the online phase

to maximize the given utility. Our approach is consistent with previous work [141,215,258].

While alternatively, the problem can be formulated as a semi-MDP that captures steps

(i.e., camera PTZ change) of different lengths corresponding to different distances of move-

ment [233], we choose the MDP formulation due to its simplicity and success with previous

work (where steps of varying length are also present [141]).

3.2.2 Problem Formulation

AcTrak is geared towards a single camera system monitoring a dynamic scene

with dynamic target arrivals and departures. As discussed, it considers discrete time epochs

k ∈ [1,∞) over which it continously adapts the PTZ configuration based on scene evolution.

It tracks targets that exist in the scene and saves them in a list. We note that this list may

not exactly reflect the ground truth because the camera may only have a partial view of the

scene at several of these steps. At each step k, new targets may arrive and may be observed

by the camera; we denote those targets as Ok and the size of the set of these new objects

as Ok. Note that it is possible for the camera to find new targets in a zoom-in view (e.g.,

while zooming in on a door to observe a target that is leaving, a new target may arrive).

We denote a set of targets that exist in the scene at step k as Nk; this set includes targets

that previously existed at step k − 1 and Ok; formally, Nk ← Nk−1 ∪ Ok. If the action at

step k is a coverage tour, we may remove targets ∈ Nk−1 that do not appear in the scene

(i.e., those targets that have left the scene). The maximum number of targets that can exist

in the scene is assumed to be N . The key notations is shown in Table 3.1.
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We collect features about existing targets (e.g., locations, time stamps at which

they were last observed) which we use to compose the state in our MDP formulation (dis-

cussed next).

State. The state sk describes the environment at the kth step of the evolving

scene and is defined by the following extracted features from the environment:

1. The camera PTZ at step k; the Pan and tilt ranges are (0, 360)◦, and (−90, 90)◦,

respectively and the zoom ranges from 0 to m×. We denote camera’s zoom magnifi-

cation level at step k as Ck.

2. Location vectors: We add three vectors (each of size N) to describe the targets’

locations in terms of their associated PTZ configurations: (a) a vector with the most

recently updated locations of all targets at step k, (b) the penultimate location where

each target was observed and (c) the location base, which is the location of a target

at which the system was last “positively rewarded” (rewards are discussed later) for

observing that target.

3. Time vectors: We add three vectors (each of size N) that capture the following time

features for each target. Specifically, we add the time difference between the time

instance at step k and (a), (b) and (c), respectively: (a) the times when the targets

were last observed in a zoom-in mode, (b) the times when the camera acquired the

penultimate location for each target and, (c) the time when the agent got a positive

reward for each target.

4. Coverage tour latency: We also add a feature that includes the time difference between

the time recorded at the kth step and the time of the last coverage tour.

65



5. Number of visitations: Finally, we include a vector of size of N that contains the

number of visitations that the camera has made to each of the targets up to step k.

Action. An action ak is performed at each state and leads to a new PTZ configu-

ration which causes a new state to be composed. There are a discrete set of N + 1 possible

actions. These correspond to visiting a specific target (recall that the maximum number of

targets is N), or a coverage tour to determine if new targets have arrived.

Rewards. Upon transiting from a state sk to state sk+1 via action ak, the agent

accrues an immediate reward, rk. The projected cumulative reward at step, k, is computed

as:

R = rk +

∞∑
c=1

γcrk+c (3.1)

where, γ ∈ [0, 1) is a discount factor for the future rewards.

Policy. The policy π selects an action (the next PTZ configuration) at each given

state that maximizes the projected cumulative reward for current and future actions. This

is defined formally as follows.

π(sk) = arg max
a

E[R|sk, a, π] (3.2)

where a is the action selected from the action space and E[R] is the expected value of the

cumulative reward.

3.2.3 Design of the immediate reward

We define the immediate reward, rk, when an action ak is taken in state sk to be:

rk = PRk −NRk (3.3)
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In the above, we decompose the immediate reward into two parts, a positive reward (PR)

and a negative reward (NR), that together drive the trade-off between zooming in and out.

Positive rewards (PRk): The agent gets rewarded if it discovers new targets

regardless of the camera’s zoom (this is captured in the first term in the equation below) or

successfully revisits an existing target in a zoom in mode if certain conditions are satisfied

(captured in the second term in the equation). Formally, this is expressed as:

PRk =

Ok∑
j=1

α11(Tj /∈ Nk−1) + ρV
k
j α2{1(Tj ∈ Nk−1)1(Ck ≥ Zj)1(t− tbasej ≥ τ, |lj − lbasej | ≥ d)}

(3.4)

where, Tj represent the targets captured with the camera’s PTZ at the kth step. 1(.) is an

indicator function that is equal to 1 if at least one of its argument conditions holds true,

and 0 otherwise. We capture the prior existence of a target in the scene with the indicator

1(Tj /∈ Nk−1) = 1− 1(Tj ∈ Nk−1) as follows:

1(Tj /∈ Nk−1) = 1( min
i∈Nk−1

[|v(Tj)− v(Ti)|] ≤ σ) (3.5)

where, v(Tj) represent the visual features of target Tj and σ is a pre-defined threshold; the

target was in the scene previously if the visual features match those of a target seen at step

k − 1.

A reward of α1 ∈ [0, 1] is accrued if the target is new (Tj /∈ Nk−1), regardless of

the zoom configuration of the camera. A reward of ρV
k
j α2 is obtained when the camera

zooms in on a target but with different conditions (discussed next); ρ is a factor ∈ (0, 1]

and V k
j is the number of zoom in visits that are made by the camera to obtain the fine

grained features of target Tj . This means that for each repeated visit to the same target,
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(if ρ < 1) the camera receives a lower reward than in its previous visits. This ensures that

the camera visits other targets with fewer high resolution images, rather than revisiting a

target repeatedly. The reward is accrued if the conditions 1, 2 and at least one of 3(a) or

3(b) are satisfied:

1. The observed target has been seen in the prior step i.e., (Tj ∈ Nk−1).

2. Ck, is larger than the required magnification level for obtaining the fine grained fea-

tures of the target Tj , (referred to as Zj as discussed in § 3.2.1).

3. (a) The time gap (t− tbasej ), between two consequent zoomed in visitations is larger

than a threshold, τ , where tbasej is the last time the camera is rewarded when it

zoomed in on the target and t is the time instance at the kth step. Note that we

make the assertion tbasej = t when the camera visits a target and gets a reward

of ρV
k
j α2.

(b) The target’s displacement between two consequent visitations is larger than a

threshold, d, where lbasej is the target’s location at which the camera was last

rewarded when it zoomed in on the target and l is the location of the target at

the k-th step. Similarly, We make lbasej = lj when the camera visits a target and

gets a reward of ρV
k
j α2.

The last condition helps control the time gap between acquiring two consequent

images of the same target. For example, if the user is interested in receiving a continuous

sequence of a target’s images (video), τ can be set to zero. Similarly, if the user is only

interested in tracking a target’s activities when its location changes by a certain distance,

d can be set to that value.
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Negative Rewards (NRk): The positive rewards do not guarantee that targets

are left without being visited (the camera can stick with only one target and still get

rewarded). Hence, next we introduce negative rewards (penalty) that coerces the agent to

visit targets that have not been visited for a while. Specifically, this penalty (NR) increases

in proportion to the time the camera was away from the target (not zooming in on the

target) and is given by β
∑Nk−1

i=1 (t− ti), where ti is the last time when the camera zoomed

in on target Ti, and t is the time of the k-th step.

Note that α1, α2 and β ∈ [0,1], are coefficients that are selected to balance the

positive and negative rewards.

3.2.4 Learning the camera control policy

We find the optimal policy π∗ that selects the best action in each state towards

maximizing the accumulated reward, R. Since the problem is stateful (i.e., the action is

selected based on the state), we use a Q-learning approach [262] as a basis, due to its

relevance and ease of deployment. The value of E[R|sk, a, π] is denoted as Q(sk, a), where

the Q-value is updated by the following:

Qk+1(sk, ak) = (1− η)Qk(sk, ak) + η(rk + γ max
a

Qk(sk+1, a)) (3.6)

where η ∈ (0, 1] is the learning rate and Qk(sk, ak) is value of the state action pair

at step k (the Q-value is learned by updates at each step).
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The optimal value of the accumulated reward at step k that is achieved by taking

the action ak, is given by Q∗(sk, ak) and is computed using the well known Bellman equation

as follows [232]:

Q∗(sk, ak) = rk + γ max
a

Q∗(sk+1, a) (3.7)

Our model has a finite action space but an extremely large state space, since the targets can

exist in any location in the scene. If we have L (quantized) locations where the N targets

can exist, the complexity of the state space is O(LN ). Thus, creating a table with the Q

values of every state action pair combination is prohibitive. Thus, we use a neural network

to approximate the Q value for a given state action pair [106]. The neural network is trained

based on previously assigned rewards, and predicts the reward (similar to regression) when

a new state action pair is encountered.

For reducing complexity and uncertainty we use a Double Deep Q Network (DDQN)

[247], which uses two neural networks to provide an approximate Q value for a state action

pair; one is used for action selection and the other for action evaluation. We also use the

duelling architecture from [260] to enhance the performance of our model. The interested

reader can find details in [260] and [247].

We use the mean square error between the output of the neural network and the

Q value as the loss function to be minimized. We apply an ϵ greedy exploration policy,

where a random action is selected at a given state with probability ϵ while the action that

currently maximizes the reward is chosen with probability 1− ϵ; ϵ, the exploration rate, is

tuned to balance exploration and exploitation.
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Figure 3.3: A high level depiction of AcTrak

3.3 Realizing AcTrak in practice

The implementation of our RL framework is on a real camera platform, but a

simulator is used for training prior to online deployment. Specifically, we implement our

system on Avipas HD PTZ camera (Model: Av- 1080w) [26]. The camera allows pans and

tilts with ranges ± 135 and ± 35 degrees, respectively. The camera has a 10× optical zoom

capability, quantized over 33 zoom levels. We have developed all our code using Python3 on

an Apple Macpro machine, and both the camera and machine are part of wired local network

where the machine acquires the frames for processing and controls camera’s movement. Our

model is capable of adapting to variations in computational, communication and mechanical

latencies that could be specific to the system and the setting.
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3.3.1 System setup

The camera frames undergo the the following pre-processing steps to compose the

RL-state. A pre-trained tiny-Yolo model (YOLOV3 [60]) is used to detect targets in the

frames (yielding bounding boxes in terms of frame coordinates) [60, 207]. While tiny-Yolo

can detect targets in the processed frame, it cannot determine if the observed targets in the

current processed frame have been observed before. This is important for composing the RL

state (as discussed in §3.2.2). For that purpose, we crop each target’s region from the frame

and feed it to the humanReid module, which associates the observed target with previously

seen targets2. Although we obtain the targets’ locations in the frame coordinates (using

tiny-Yolo), the associated PTZ configuration that makes the target appear in the middle of

the frame, with the required zoom level Zj , is not known. We use the Location Predictor

module to estimate this. Finally, using the outputs of the two modules, we compute the

step rewards and compute the RL-state as discussed in § 3.2.2. A depiction of AcTrak is in

Figure 3.3.

humanReid:

humanReid (human re-identification module) associates current targets with pre-

viously seen targets. Human re-identification is very challenging in itself [24, 249], and is

beyond the scope of this work. For ease of experimentation, our targets wear distinctive

colored apparel to enable the use a light weight pre-trained humanReid deep learning ar-

2Technically, we can re-train a new model from scratch that performs the two tasks simultaneously
(identifying targets from the raw frame and associating identified targets in the current frame with previously
observed targets). However, we choose to use off the shelf trained models and architectures for ease of use,
given that these existing models serve their intended purpose.
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chitecture, mobileNet [108]. We further tune the model by training it with traces of targets

in different colors viz., red, blue, green and black. We collect 24 one minute videos where

each target walks in an area of interest with these colored shirts, and we randomly sample

frames of those traces to train the model.

Location predictor:

The PTZ configuration required by the camera to observe the target in a zoomed in

view cannot be accurately obtained from the bounding box dimensions in frame coordinates.

This is because the depth relating to the target (how far is the target from the camera)

is not known. The depth can be obtained using monocular depth estimation approaches

[32,62,275] that estimate the depth of each pixel in the captured frame; however associating

the depth information with the required PTZ configuration to zoom on targets given the

camera’s intrinsic parameters such as focal length and distortion is not straight forward

[166]. A better solution would be camera calibration, a technique via which we can learn

the position and the orientation of the camera with respect to the world’s 3D coordinates

and its intrinsic parameters such as focal length and distortion [277]. However, camera

calibration is sophisticated and may not be accurate because of optical lens distortion that

may exist in PTZ cameras [120, 264]. Our aim is to make our solution generic and usable

by non expert users with a simple pre-setup process.

The approximation we make to support flexibility and generality by trading off

accuracy is to estimate the PTZ configuration for an object based on the size of the detected

bounding box surrounding that target (detected by tiny-Yolo): the larger the area of the

bounding box the more likely the target is closer to the camera. To infer targets locations’
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in PTZ coordinates, we use a Decision Tree Regressor [68] that takes as input the camera’s

current PTZ and the bounding box frame coordinates and outputs the PTZ coordinates for

the target. We point out that this approach has sufficient accuracy for our purpose but it

is not extremely accurate for two reasons. First, the size of the bounding box is sensitive

to the size of the person (e.g., children have smaller bounding boxes than adults even when

their depth in the scene is similar). Second, if the size of the bounding box is not accurately

determined (due to mis-detection from tiny-Yolo), the estimated location is also affected.

As will be discussed, in our real camera and simulation experiments, we were not affected

by such mis-detections that may be have been caused by tiny-yolo. Note that estimating

the depth is orthogonal to our contributions and our method (i.e., controlling a camera

using reinforcement learning) can work in scenes where camera calibration is computed; in

other words, it can be combined with a camera calibration method.

3.3.2 Simulator

Creating a large number of training instances with a PTZ camera where each

mechanical movement induces high delay (up to 3s in our camera), is inconvenient and

prohibitive. For example, training our agent with ≈ 800K+ camera movements requires

more than 18 days (assuming many targets and training round the clock and that each

movement takes 2 seconds). In areas with sparse pedestrians, training will take much longer.

Thus, we build a simulator that mimics targets and camera movements to accelerate the

learning process. With our simulator, the training takes less than 18 hours as is the norm

in such experiments.
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Composing training datasets

We evaluate our model via simulations with public datasets, and real camera

experiments for which we collect a training dataset (discussed in § 3.4).

Public datasets: We use two datsets (described later) with ground truths of

targets’ locations (described by bounding box coordinates). This obviates the need for

the object detection model or the humanReid model; our Location Predictor module uses

the ground truths of targets’ locations to associate them with PTZ configurations. When

zooming in on a target in a dataset, we pick an image patch that coincides with the bounding

box of the target. We associate the PTZ configuration latencies associated with moving from

the acquisition of one image patch to another. We acknowledge that there is an implicit

assumption that the cameras capturing those videos are similar to ours (similar overall

delays exist), but since both our platform and these are based on a real world camera, we

believe that this assumption is realistic.

Real camera dataset : We collect training videos from the area of interest with the

maximum zoom out and label the ground truth target locations for all frames, which can

be obtained using the models from tiny-yolo, humanReid and Location Predictor.

Accounting for AcTrak’s mechanical and computational delays

Accounting for the delays experienced in live experiments while training the agent

in the simulator is important to ensure that the simulator emulates reality. Otherwise the

discrepancy between the real system and the simulator leads to poor performance during
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Figure 3.4: The neural network architecture of the Delay Estimator model

run time (test time).

Modeling camera’s mechanical delays: The time it takes the camera to

change its PTZ configuration, depends on the displacement magnitude and the speeds of

the camera’s mechanical control motors across its axes. We observe that the camera motor

does not move with a constant speed, but there is an acceleration component that makes

the prediction of the time taken hard. We also observe that the camera’s average speed

along an axis (e.g., the pan axis) changes even with the same displacement magnitude,

if there is simultaneous movement on another axis (e.g., tilt). Besides mechanical delays,

there are other factors such as camera response times and network communication latency

that contribute to the overall latency. To deal with these challenges, we use a machine

learning predictor that takes as an input the starting and ending PTZ configurations, and

predicts the time it takes for the displacement (after accounting for all sources of latency).

We have collected delay traces from random changes in the PTZ configurations and used

76



these to train the neural network. We use a simple 3 multilayer perceptron model (shown

in Figure 3.4) and a loss function that captures the normalized difference between the true

and estimated latencies; more formally, the loss function is | time−time
time |. Our model has a

mean normalized absolute error of 4% and a mean absolute error of 40 ms. We denote this

model as Delay Estimator.

Modeling computational delays: In real world experiments, we run a tiny-

yolo module to detect targets in the scene. To emulate edge device computations, we run

all computations on a standard computer (with no GPU). Because of that and due to the

large frame size of the HD camera, we observe that the computational latency of tiny-yolo

is very large (up to 3s in some cases), which causes significant latency. To account for this

delay, we run 1000 tiny-yolo queries and record their response times. The response time of

95% of the queries are between 1.8s and 2.5s. We use the average (2.15s) and add a random

value in the range of ± 0.35s when processing each frame, so that the model can account

for computational latencies that occur in real deployments.

Modeling camera focus delays: We also experience a delay during the process

of the camera focusing on a target. Specifically, we observe that images collected even when

the camera has slight motion, are blurry and cannot identify observed targets. Hence, we

stabilize the camera at its selected location for 0.2s to ensure that no mechanical noises

affect the quality of captured images. We account for this latency in the training as well.
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Figure 3.5: A given frame is processed to compose the state as described in §3.3.1, upon

which the the agent selects an action (selecting the new PTZ). We compute the latencies

associating with PTZ change. Subsequently, we skip a number of frames that correspond

to the computed latency and use the first retrieved frame. If the selected action is zoom-in,

a cropped frame is passed to the frame processor. Otherwise, the entire frame is passed. .

Training the RL agent

We train AcTrak with multiple episodes where each episode is a training video that

is made available to the simulator. A flowchart of the training process is shown in Figure

3.5. The frame is processed to compose the RL state that is made available to the agent.

The agent then selects an action either based on its learned policy or by randomly selecting

an action from the action space depending on the value of ϵ (RL exploration rate). We

assume that the camera does not acquire images of the scene while it is processing a frame

and changing its PTZ configuration. For computing the mechanical latencies, the new PTZ

associated with the selection of the action is now provided, along with the current PTZ, to

the Delay Estimator, which returns the estimated time (latency incurred) that the camera

would need to make such a move. To account for the delays, we skip a number of frames

that correspond to the latency obtained from Delay Estimator and other latencies, and feed

the first retrieved frame to to the object detection system for the subsequent processing.
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If the selected action is a zoom out, then the entire frame is considered and the

agent can observe all the targets in the scene and record their updated locations. With a

zoom in, a cropped image of the frame that makes “the ratio of the size of the bounding

box surrounding the target to the cropped image” equal to a pre-selected value, denoted

as M , and centered around the target’s last observed location, is provided to the object

detection system. If the system detects a target(s), it compares its features with those in

the existing list of targets, and if there is a match, the system updates the target’s most

recent location. Otherwise, it adds the newly identified target(s) to the list of the existing

targets. Next, the system computes the rewards as described in Eqn. 3.3. A new state is

created with the most recent locations of the targets, and the system continues in the same

fashion. During test time, we set the exploration rate to zero so that the agent relies solely

on its learned policy.

Differences between the trained agent with the live camera and that

with the public datasets: When processing public datasets, both in training and

testing, we exclude the computational and camera focus latencies so that we can observe the

performance under the effect of the mechanical latencies solely. In real camera experiments,

we used all the associated latencies while training the agent so that it can work in live

experiments and showcase the performance in this realistic setup.

3.4 Evaluations

In this section, we present results from simulations, and from real experiments on

our camera platform, to showcase the effectiveness of AcTrak.
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Baselines: We consider the following baselines:

1. Standard tour: We propose this simple baseline that makes the camera greedily hover

only across the hot spots (areas of interest). We select four hot spots (the most heavily

populated locations) using the method proposed in 1001[120]. Note that we did an

exhaustive search to find the locations which have the highest populations per unit

time; we also find via a search of a plurality of dwelling times that the best value for

this parameter is 1 s.

2. Panoptes [120]: This is similar to the Standard tour but uses a machine learning model

to predict targets’ mobility. The model takes as input a target’s location and predicts

its new hotspot location after a “look ahead” time period. If Panoptes predicts a

new hotspot location for a target, it re-schedules the camera tour accordingly (details

in [120]). The look ahead times depend on the hotspot locations, and are computed

by measuring the average time targets in the dataset take, to move from one hotspot

location to another. The mechanical delays for the camera to switch from one location

to the other are accounted for while computing the look ahead time periods.

3. Tracking greedy (greedyB): Inspired by Panoptes and Standard tour, this is a greedy

algorithm which, instead of hovering over hot spot locations, sequentially hovers over

targets’ last observed locations and zooms out to discover if new targets have arrived.

This baseline uses the same system setup and pre-processing modules as that of AcTrak

(see § 3.3). We add rule based enhancements to the previous baselines for better

performance i.e., if the camera views a target with an incorrect zoom, it zooms in

further for the higher resolution image. Since the targets can appear anywhere and
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not just at hotspots, and move arbitrarily, we do not try to perform look ahead

predictions; we show that greedyB already outperforms Panoptes later.

Metrics: We consider the following evaluation metrics.

• Time gap between a target’s entry and its discovery (TG): The difference between the

time the camera first observes a target and the time of the target’s entry to the scene.

• Percentage of unseen targets (UT): The fraction of targets that enter the scene but leave

unseen by the camera.

• Percentage of targets with zero zooms-ins (ZZI): The fraction of targets observed by the

camera via a zoom out but for which, the camera never acquires a zoom-in image.

• Number of visits per target (NumV): The number of high resolution shots acquired for

each target normalized by the total time the target spends in the scene (# of visits/

second).

• Maximum time away from target (MTA): The maximum gap for which the target’s activ-

ity was not monitored (i.e., the maximum time between any two consecutive visits to the

same target or the time between when the last high resolution target image was acquired

and when the target left the scene).

Model: Our model is implemented using Keras (TensorFlow based platform) and it is

trained on a Tesla 100 GPU. As discussed in § 3.2.2, we use the DDQN approach [247],

where two neural networks with identical architectures but with different weights (updated

while learning), are used to compute the Q-values of the state action pairs. The neural

network architecture is described in Figure 3.6. We set the discount factor, γ, to be 0.975
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Figure 3.6: AcTrak Model Architecture: The neural network consists of multiple layers as

shown. First, for each target, a vector composed of its collected features (i.e., features

related to timeliness, location and number of visitations as described in §3.2.2) is fed to a

NN layer of size 64. The camera location and time coverage tour latency (both features are

part of the state) are concatenated and fed to an NN layer of size 64. Subsequently, the

outputs are concatenated into a layer of size 64 * (N+1) with a ReLU activation function.

Subsequently, the output is fed to two subsequent neural layers followed by the RL duelling

layer.

and the exploration rate, ϵ, decays from 1 to 0 at a rate of 0.00001. The learning rate of

the neural network is 0.00001. We use the concept of experience replay [106], where we

train the agent on its past experiences. We store the actions, states and rewards from the

last 30000 camera transitions in memory, where we sample from to train the agent. We

show the learning curves of AcTrak in terms of the average accrued rewards as a function

of number of steps taken by the agent in Figure 3.7.

3.4.1 Evaluations with datasets

Setup: For our dataset based evaluations we use the Virat [189] and Zara datasets

[143]. Zara consists of two videos that are taken from a birds eye view in front of a shopping

mall, where most of the targets are seen almost with the same depth with respect to the
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Figure 3.7: Average reward accrued by the AcTrak agent and greedyB (with 10% and 90%

confidence intervals) as a function of # of steps taken. This is collected with the Zara

dataset.

camera. The duration of the first video is 7 minutes and the second is 6 minutes. The

videos have footages of large crowds (148 and 204 pedestrians) with different motion speeds

and arbitrary entry and egress times. We use the first video for training and the second

for testing. Virat contains 28 videos of various durations. The footages are from a camera

looking at the scene from an inclined angle where targets are viewed with different zooms.

Experiments with Virat show that AcTrak works with different camera view angles and

heights. Our model is trained with the 20 shortest videos and tests are on the other 8

longer videos (to evaluate AcTrak in long term surveillance).

Targets perform different activities in the scene (e.g., walking, standing at a STOP

sign); thus the overall times they spend in the scene vary. Hence, in each dataset, we sort the

targets according to their speeds in the scene. We estimate a target’s speed by measuring
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the target’s overall displacement divided by the overall time the target spent in the scene.

We report the results on 50 % of the fastest and slowest targets, individually to show the

merits of our method (they are denoted as fast targets and slow targets, respectively).

Tuning reward function coefficients: The coefficients are selected based on

synthetically collected validation data from the training instances, where we instrument the

targets in the training dataset by changing their arrival times to the scene. We tune the

coefficients with the objective of minimizing the number of unseen targets and configure

AcTrak so as to acquire high resolution single shots (the exact coefficients values are defined

within the experiment descriptions corresponding the specific dataset). We also report other

results (with other coefficients) where we favour the acquisition of continuous high resolution

images of targets (video) at the cost of less frequent coverage tours (shown in Table 3.4).

Baseline comparisons: We mentioned earlier that the tour mode incorporated

in both Standard tour and Panoptes [120] fail when the goal is to track activities of targets

that may span the entire scene of interest (locations not limited to hotspots). To show

this, we evaluate their performance using the Zara dataset and show the results Table 3.2.

The two most important metrics that we are interested in are UT and MTA, because the

goal is to ensure discovery of targets that appear in the scene (measured by UT), and

track their activities frequently with small time gaps (captured by MTA). Clearly Tracking

greedy (greedyB) outperforms the other two baselines with regards to both these metrics.

This is because many targets do not appear in the locations of interest (i.e., the hot spots).

Furthermore, many targets may arrive at these hot spots and leave while the camera is

pointed at another hot spot. Although Standard tour and Panoptes are superior in other
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metrics, the big gap in UT, TG and MTA make them unsuitable in achieving our dual

objectives. Since they are outperformed by Tracking Greedy, we exclude them from the

following discussions and use Tracking Greedy (with the label greedyB).

We note that adding a prediction module to greedyB, to predict or account for

targets’ future locations is difficult because it is hard to know when and where targets could

be, in our scenarios. A simple prediction model similar to the one used in Panoptes [120]

cannot be applied because, unlike Panoptes, the target can be exist in any location of the

scene, which makes the prediction uncertainty high; we have run experiments and observe

that it does not make greedyB any better (not shown due to space constraints) and even

makes it worse many a time. Coming up with a more sophisticated location prediction

method in such scenarios is difficult. This is because the problem of what and when to

observe data (i.e: targets’ locations) in order to maximize a long term objective (e.g.,

reliable mobile target location prediction) is a hard problem and is referred to as Active

sensing [246,274]. While there are existing solutions that tackle similar problems in different

contexts, none, to the best of our knowledge, has tackled this problem before. The closest is

called PatchDrop [246], and we discuss in (§ 3.6) why it cannot be utilized in our scenario.

We point out here that in fact, AcTrak is an deep RL based method that does this task

implicitly and outperforms all the baselines (as shown next).

Experiments with Zara: In these experiments, we set α1 and α2 to be 0.15 and

0.08, respectively. We set τ to be 2s (50 frames), β to be 0.00035 and ρ to be 0.85. We

first evaluate AcTrak in terms of the cumulative distribution function (CDF) of the time

gap between the arrival of targets to the scene and when they are first discovered by the
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camera. As shown in Figure 3.8, 90% of the arriving targets are discovered within 2s, while

greedyB takes around 4s to do so, for both fast and slow targets. The average time gap with

AcTrak is 1.25s for both slow and fast targets, whereas the greedyB ’s time gap is 1.76s and

1.82s for slow and fast targets, respectively. This is because AcTrak adapts its zooming out

frequency with the expected arrival rate leading to fast capture of targets that step into the

scene. On average, AcTrak detects new targets in the scene 30% faster than greedyB. As

shown in Table 3.2, due to this fast detection of arriving targets, our agent rarely misses

targets that arrive to the scene.

From the observed targets, AcTrak captures high resolution images of ≈ 92% of the

targets while greedyB does so for ≈ 84% of the targets. This is because AcTrak prioritizes

visits to targets that were not visited before, in addition to smart scheduling of its zoom-ins

to capture as many targets as possible without wasteful PTZ changes.

In Figure 3.9, we evaluate the maximum time gap between two consecutive zoom-

ins on the same target. AcTrak has higher gains in the case of fast targets in comparison with

the case of slow targets. This is because, with greedyB fast targets’ locations observed by

the camera become outdated faster than those of the slower targets; hence, when the camera

visits a target at its previous location, it does not observe the (fast) target (leading to a

wasteful zoom-in visit). AcTrak avoids wasteful zoom-ins by observing target displacements

and adapting target visits accordingly.

We finally evaluate the number of visits for each target as shown in Figure 3.10.

Both AcTrak and greedyB relatively, exhibit the same performance. The key difference

between our agent’s visits and greedyB ’s visits is that the agent’s visits are distributed over
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Figure 3.8: CDF of the time gap between target’s entry and discovery for Zara (left) and

Virat datasets.

Figure 3.9: CDF of the maximum time away from target for Zara (left) and Virat datasets.

time whereas greedyB visits are concentrated over the same time periods leading to big time

gaps where certain targets’ activities are not monitored (this can be verified from Figure

3.9).

Experiments with Virat: For this dataset, we tune the values of the coefficients

α1, and α2 to be 0.3, and 0.06, respectively. We set τ to be 4s (100 frames), β to be 0.00025
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Figure 3.10: Complementary CDF of target’s number of visits/s for Zara (left) and Virat

datasets.

and ρ to be 0.75. As shown in Table 3.3, the percentage of unseen targets are relatively

higher in comparison with the other dataset (but we still outperform greedyB). This is

because the dataset has mostly videos with random start and end times, and so some

targets may appear in the scene in only a very few frames; they appear in the scene right

before the video ends or they leave just after the video starts. With the other metrics, we

observe a similar trend with this dataset (compared with the Zara dataset) but with lower

gains. This is because the camera is positioned with an inclined angle with respect to the

scene of interest where targets can move deeper in the scene (their distances to the camera

increase) but target’s displacement in terms of x and y coordinates (translated to pan and

tilt) does not change significantly. Thus, the camera does not lose track of targets easily,

as is the case with the Zara dataset (even if the zoom magnification is not met when the

camera visits a target, it can potentially know its updated location). The plots associated

with the results of this dataset are Figures 3.8, 3.10 and 3.9. We observe that in cases with

sparse target arrivals, greedyB zooms out unnecessarily wasting opportunities for acquiring
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high resolution images. AcTrak avoids these and does better in terms number of visits to

each target as shown in Figure 3.9. Note that this effect is also seen in our in real camera

experiments discussed later.

Understanding the variable τ : In this experiment, we tune the coefficients of

the agent’s reward function to bias it towards acquiring sequences of high resolution images

of targets (videos) rather than single shots as in earlier experiments. Here, our aim is to

showcase the merits of AcTrak in performing different tasks and its flexibility in tuning the

trade-off between zoom ins and coverage tours for different applications. The key parameter

that we tune towards this is τ ; unlike previously, we now select a small value to cause the

agent to acquire a sequence of images (video) of targets. We run again the prior experiment

on Zara, but with a different set of reward coefficients. We set α1 and α2 to be 0.0 and

0.025, respectively. We set τ to be 0.08s (2 frames), β to be 0.00025 and ρ to be 1. We use

the same baseline (greedyB) but we vary its dwelling time, so that it can acquire a sequence

of images of the same target. With regards to this experiment, we report the average time

of continuous video acquired per target, denoted as TCVA. The results are in Table 3.4. As

shown, AcTrak misses 1% of the targets while greedyB misses 5.4% of the targets.

3.4.2 AcTrak performance with change in “crowdedness” in the scene

In many practical scenarios, the number of targets (referred to as crowdedness

[156]) in the scene changes over the day, even in the same scene. We show the performance

of AcTrak with varying crowdedness. We consider a single scene associated with the Zara
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dataset but we create synthetic data where we tune the arrival rates of targets to create

varying crowdednesss. In particular, we tune target arrivals rates (i.e., number of targets per

minute) in accordance with a Poisson distribution, with mean arrival rates of λsmall, λmedium

and λlarge per minute; these values are 2, 5 and 10, respectively. Targets’ entry and exit

locations into and from the scene are selected randomly and the targets speeds are chosen

randomly from three different speeds equal to the 25% and 50% and 75% percentile of target

speeds in Zara dataset. We evaluate AcTrak using the trained model on the Zara dataset on

this setup and the results are reported in Table 3.5. As shown, as the arrival rate increases,

it becomes harder for the camera to visit targets frequently. AcTrak outperforms greedyB

with respect to all metrics of interest. For example, in a scenario where the target’s arrival

rate is tuned to be λlarge (more frequent arrivals), the percentage of observed targets with

zero zoom-ins (ZZI) is 20% when greedyB is used. However, while using AcTrak, the ZZI is

only 9%.

3.4.3 Real world experiments

We showcase our approach in an IRB approved, real-world setting where volunteers

walk randomly in a scene on interest. Figure 3.1 (left) shows the scene at which the real

experiments are conducted. To train our agent, we have collected a total of 12 traces of

individual random walks (each ranges from 90 seconds to 150 seconds), and we obtain their

PTZ coordinates using our Location Estimator module. In our simulator (used for training),

we further instrument those targets to vary their arrival times over different execution runs,

and create many different possible target interactions to enable the agent to learn how to

adapt to different scenarios and conditions. For this experiment, we set up the reward
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Figure 3.11: Live camera: frequency

of visits per target. (NumV )

Figure 3.12: Live camera: maximum

time camera is away from a target.

(MTA)

coefficients (α1, α2, β and τ) to be 0.15, 0.1, 0.00001, 8s (200 frames), respectively.

At test time, we have four volunteers that were asked to move randomly in the

scene of interest. We select their entry locations and time instances arbitrarily for each new

experiment. We have repeated the experiment 5 times using our trained agent, and 5 times

using the baseline algorithm). Each experiment lasts for 3 minutes. Our model on average

obtains 38 zoomed in shots (per experiment).

Quantitative results. The results from the real camera experiments are shown

in Figures 3.11 and 3.12 and Table 3.6. Because of higher PTZ change latencies (associated

delays with tiny-Yolo), we observe that the baseline makes many more wasteful moves

(zooms on outdated locations of targets or zooms in on a target with a zoom level lower

than the required zoom). We also observe that due to the sparsity of arrivals (only four

targets over a long period), the baseline zooms out more often than necessary. Our agent

outperforms the baseline by a big margin in terms # of acquired high resolution shots. In

particular, on average, the agent obtains 2x more high resolution images of targets.
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Figure 3.13: Snapshots from the surveillance videos obtained by AcTrak and the baseline

(we hide targets faces for privacy reasons). In the first image, a single target is observed via a

zoom out view (blue shirt at bottom left near door). AcTrak zooms-out much less frequently

than greedyB, learning that the scenario does not change (no new targets arriving). The

second image shows that AcTrak while zooming in on the first target, discovers a new target

that appears in the scene (light green shirt). The third image shows greedyB ’s behavior

in a similar scenario; it zooms out much more than necessary. There was no other target

stepping in to the scene, and instead of zooming in on the red target it zoomed out; this

leads to much fewer high resolution images per target, thereby potentially missing activities.

Case studies: Next we present two microscopic case studies of both algorithms

from our real deployment (see Figures 3.13 and 3.14).

Unnecessary zoom-outs (Figure 3.13): In this scenario, a single person appears

alone in the scene and stays for some long time (around 50s). greedyB reacts to this by

alternating between zoom ins on the target and zoom outs to continuously check for new

targets. However, AcTrak, learns upon zooming out and not discovering new targets; it

then zooms in on the target for longer times and avoids wasteful zoom outs.

Adapting to high latency (Figure 3.14): We observe that the high latency makes

greedyB zoom in on empty places because the targets have already left their marked locations

(stale data). AcTrak’s RL agent learns to tackle this issue and thereby avoids zooming

in on outdated locations and performing unnecessary zoom outs. It does so by visiting

fast moving targets more frequently, avoiding expensive moves and by opportunistically

obtaining updated target locations while it is capturing other targets.
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Figure 3.14: Snapshots from the surveillance videos obtained by AcTrak and the baseline

(we hide targets faces for privacy reasons). The first picture shows a case where greedyB

goes back to a target and finds the location empty because the target has already left

its marked location. This is due to the computational and mechanical latencies and the

unorganized patterns of zoom-in on targets (which greedyB does not account for). The final

image shows that AcTrak is able to zoom in on the green shirt target when eating chips and

at that point it also re-locates the blue shirt target.

3.5 Discussion:

Single camera vs multicamera: A single camera can address the multiple goals com-

pared to using multiple camers, but provides significant cost reductions. A quick search

on Amazon.com [20] and Bhphotovideo.com [33] reveals that a two lens PTZ camera and

supporting optical zoom is more than twice the price of a single camera. Thus, our ap-

proach can be desirable to small business owners who can just use one standalone camera

instead of networking multiple cameras with associated issues such as synchronization and

configuration issues, camera calibration issues [225], incompatible software from different

vendors and so on. If two cameras are used, one can provide target locations at all times

and the other can be used for acquisition of high resolution images. AcTrak can be used

with the second camera to manage the frequency and patterns of zoom ins on targets. A

study of how to harmonize multiple cameras for surveillance is left to future work.

AcTrak’s computational overhead: We process the captured frames from the camera
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using popular models from computer vision viz., MiniYolo (identifying targets) and human-

Reid (associating observed targets with existing targets). Recall that the baseline, greedyB,

uses the same pre-processing modules that are used by AcTrak. The only difference is in

executing the trained RL agent that determines what action to take given a state. We

run the 10000 random queries using the trained model for Zara dataset on a regular Ap-

ple macpro machine, and find that the average response time in terms of determining the

proper action, is 4.3ms which is negligible in comparison to the latencies incurred with the

computer vision models themselves and the camera’s mechanical latencies (which are of the

order of seconds). Our expectation is that this time will not increase by three orders of

magnitude, even if a less powerful computation machine was used.

Impact of the tiny-yolo’s performance on the takeaways: AcTrak accounts for

latencies due to various factors and this is a key reason why it outperforms greedyB. We

show that AcTrak outperforms greedyB in various simulation and real camera setups where

different latencies (e.g., mechanical and computational latencies) are accounted for. In the

simulation setup, computational costs are ignored (including those relating to tiny-yolo)

and only mechanical latencies are included; this causes the overall latencies to be much

smaller than in the case of the real camera setup. This is similar to lowering some of the

processing latencies in the real deployment (that might decrease from GPU usage). Based

on these results, we do not expect that the take-aways from the real camera experiments

will change in flavor, when we run tiny-yolo on GPU or when using a low resolution camera

(lower processing delays).
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AcTrak ’s performance when the runtime setup is different from the training

setup: In this part, we discuss different forms of ‘deviation’ between training and test

scenarios in the following list:

• AcTrak ’s trained model can adapt to crowdedness change: We observe that the trained

model can work even if crowdedness changes over the day with no need to retrain. To

showcase this, we run a set of experiments, wherein we vary the arriving rates of targets

to the scene of interest. We use the setup associated with the Zara dataset, but we create

synthetic data with three different arrival rates. We show that the same exact same

trained agent on the Zara dataset can work even if ‘crowdedness’ changes and can still

outperform the baseline. We present these results in Table 3.5.

• AcTrak ’s transferability across different scenes: AcTrak cannot transfer to scenes that

are not part of the training. For example, the model trained on the Zara dataset may

not work on Virat dataset and vice versa. This is because the nature of the scene varies.

In the Zara dataset, all targets are viewed from a bird’s eye view (e.g., all of them are

approximately at the same distance); thus, there is not much variation in the zoom level

required to zoom in on targets. In contrast, in the case in Virat, the camera is observing

the scene from an angle such that the target distances from the camera vary significantly.

Thus, the policy learned by the agent from the training samples from Zara dataset cannot

be applied on Virat. In this work, we do not consider transfer learning (i.e., learning a

global model with different scenes). This is beyond the scope of this work and requires

significant new effort.
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• AcTrak ’s performance may degrade if target profiles significantly change: In cases

where target profiles significantly change, one can expect the performance of AcTrack

to degrade. For example, let us say AcTrack is trained on a dataset from a public park

for kids. If the park is repurposed and now teenagers with skateboards and bikes can

play in the park, the performance of AcTrack may degrade since the testing data/setup

has completely changed from the training setup. In this case, retraining with the new

target profiles may be necessary to boost the performance. We argue that in practice

such dramatic changes in target profiles are uncommon. In scenes with various target

profiles, the training dataset collected from the scene should cover those various profiles.

Thus, AcTrack is expected to work. In conclusion, as long as the training video(s) have

a good coverage of scenarios and target profiles expected to be present during test time,

AcTrack is extremely effective.

• AcTrak can be extended to scenes with dynamic target profiles by using an ensemble of

models: In cases where target profiles and dynamics change dramatically, AcTrack can

be simply extended by using an ensemble of trained models, each tuned to the specific

dynamics with specific target profiles. During run time, the camera uses the maximum

zoom out to observe targets’ movements (i.e., targets’ profiles) for a small time period.

It can then use a neural network which is trained to determine the model that best fits

the profile - (it outputs the best model for the specific scenario). For example, consider

a public street with walking pedestrians. In the uncommon event of protest/ parade, the

model associated with such events can be deployed on the camera. We leave examining

this possibility for the future.
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Sensitivity of selected reward coefficients: Any RL Framework is sensitive to reward

function coefficients (i.e., hyperparamaters) [118, 248]. The rewards need to be tuned with

respect to the given setup. We give an example by considering the coefficient τ . To recall,

an agent is given a positive reward for visiting the same target if the time gap between two

consequent zoom-in is larger than τ . In the Virat dataset, target zoom requirements vary

significantly and thus moving from one target to another incurs higher delays in comparison

with Zara dataset where all targets have very similar zoom requirements. When selecting a

smaller τ (= 2s) similar to Zara dataset), we observe that the camera favors the continuous

zoom ins of targets (video) and does not move quickly to different targets. The exercise

suggests that using the Virat coefficients blindly, with the Zara dataset or vice versa causes

the model to underperform, even to significant extents in some cases. One solution is to use

the correct set of hyperparameters with each member of the ensemble from the previous

paragraph; in other words, each model in the ensemble has its own set of hyperparameters

appropriate for the scenario in which it is to be used. Thus, by using the ensemble, the

hyperparameters are also properly changed as scenario dynamics evolve, and thus, can

provide superior performance. These aspects are beyond the scope of this current paper,

and will be investigated in future work.

3.6 Related Work

There are works that model camera based tracking as a NP-hard, travelling sales-

man problem [182]. The problem is different from ours in two ways. First, it does not
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consider dynamic new target arrivals to the scene (where the camera has to capture and

subsequently track them). Second, in our context, targets move arbitrarily with different

velocities. Prior work such as [182], impose a pre-determined deadline within which a target

has to be visited [182]. This assumption is unrealistic when there is unexpected mobility

(the target will be missed). We assume no such deadlines; rather, dynamically changing

deadlines are implicitly learnt and the camera avoids wasteful moves (e.g., when it zooms

in on an expected target location, it does not find it). Further, BigEye induces zoom outs

with appropriate frequencies to detect new targets.

There is work in multi-camera networks on co-ordination among the cameras to

achieve a particular goal such as target tracking [47, 204, 271] or scene coverage [245] or

both [37,65,122,211]. The key difference is that these works assume using multiple cameras

to cover the entire scene, thus obviating the need for adaptation to the arrival rate of new

targets. However, deploying additional cameras incurs cost, and if certain areas are sparsely

populated deploying cameras to cover them always is wasteful (dual optical PTZ cameras

are at least twice the price of mono optical PTZ cameras [18]). We consider a more cost

effective single camera setting, wherein the frequency of zoom outs to cover the scene fully,

are tuned in accordance with target arrival rates while zooming in at other times to acquire

high resolution images for activity tracking. We point out that in [65,122,211], the focus is

on only obtaining high resolution images of existing targets.

There is prior work on using RL to control a PTZ camera’s to achieve a single

simpler objective. In [27], the authors use RL to opportunistically zoom in on targets that

satisfy certain conditions (e.g., a frontal pose available for face recognition). In [135], the
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authors use RL to rapidly tune the camera’s PTZ to zoom in on a target with a required

magnification level from a zoomed out view. However, unlike in BigEye, they do not consider

the problem of fine-grained tracking of multiple targets nor do they invoke zoom outs to

capture new arrivals.

A recent work called PatchDrop formulates an RL approach wherein the goal is

to select where and when to acquire high resolution data (patches) to train a model while

preserving training accuracy [246]. This work is different from ours in two aspects. First,

the work assumes the availability of lower resolution data at all times (the environment is

completely observable). In contrast, we assume only a single camera and the environment

to be only partially observable while zooming-in. Second, the work does not account for the

delays associated with switching between low and high resolution data acquisitions (incurred

by PTZ mechanical movements) and between different patches (different targets).

Very few efforts consider a realistic scenario setup like ours viz., the use of a

single camera system with multiple objectives [120, 219]. In Panoptes [120], the authors

propose a mobility-aware camera scheduling algorithm over a few pre-selected fixed locations

(maximizing coverage in these locations only). In contrast, we consider mobile targets whose

locations change arbitrarily (not tied to fixed locations). We show in the evaluation section

that their approach is not suitable for target activity tracking.
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Table 3.1: Key notation

Symbol Description

k A time step in the discrete set of time steps

Ok Set of new targets appear in the scene at time k

Ok # of new targets appear in the scene at time k

Nk Set of targets exist in the scene at time step k

Ck Camera’s zoom magnification level at step k

Zj Zoom level requirement for target j

Tj Target j

τ A threshold on the time gap between two consequent visitations

for the same target

d A threshold on the target’s displacement two consequent visita-

tions for the same target.

tbasej The last time the camera is rewarded when it zoomed on target j

lbasej Target’s location at which the camera was last rewarded when it

zoomed in on the target j

V k
j # of zoom in visits to Tj up to step k

v(Tj) Visual features of target j

γ Discount on the future rewards

ϵ Exploration rate to balance exploration exploitation tradeoff
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Table 3.2: Baselines evaluations (Zara dataset)

Metric TG UT ZZI MTA

Standard

tour

5.24s 59% 0% 98s

Panopets

[120]

5.56s 52% 0% 91s

greedyB 1.79s 0.89% 16% 8.1s

AcTrak 1.25s 0.09% 8.1% 6.2s

Table 3.3: Virat dataset results.

Methods TG UT ZZI MTA

AcTrak 1.49s 1.1% 0.027% 8s

greedyB 2.3s 1.3% 0.11% 9s

Table 3.4: Continuous high resolution shots (video) Results.

Methods TG UT ZZI MTA TCVA

AcTrak 1.95s 1% 18% 9s 1.2s

greedyB 3.3s 5.4% 24% 15.8s 1.1s
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Table 3.5: Performance with varying crowdedness.

Arrival Rate (λ) Method TG UT ZZI MTA

λsmall

AcTrack 1.15s 0% 0% 5.2s

greedyB 1.3s 0% 6% 6.7s

λmedium

AcTrack 1.4s 0% 3% 7.6s

greedyB 1.9s 0% 11% 9.7s

λlarge

AcTrack 2.0s 0.3% 9% 10.1s

greedyB 2.4s 0.8% 20% 11.5s

Table 3.6: Results of Real world experiments.

Methods TG UT ZZI MTA

AcTrak 5 0% 0% 25s

greedyB 7 0% 0% 33s
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Chapter 4

DNS Exfiltration Guided by

Generative Adversarial Networks

Today, DNS exfiltration attacks are detected by checking for anomalies present

in the traffic, such as unusually high transmission rates to a single domain and/or DNS

query patterns that are very different from those in benign queries. While such approaches

are seemingly robust, we show in this paper that our carefully designed and novel DNS

exfiltration attack, Dolos, that uses a generative adversarial network (GAN), can guide

the encoding of sensitive data in a manner that both evades these detectors and significantly

speeds up the exfiltration rate compared to prior methods. At its core, Dolos divides the

exfiltration data into smaller chunks, and projects each chunk into a representation that

is very similar to benign queries. In addition, Dolos adaptively tunes its exfiltration rate

to conform with benign DNS traffic from the compromised host, and introduces proper

levels of spurious traffic to reduce entropy. Importantly, Dolos evades machine learning
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(ML) based detectors with no prior knowledge of their architectures or training sets (i.e., it

is a blackbox exfiltration). We perform extensive evaluations using multiple datasets and

also have a real implementation of Dolos. Our evaluations show that Dolos has a 12%

detection probability even if 6 out of the 9 state-of-the-art defenses that we consider, are

jointly used to detect exfiltration; if any of today’s baseline exfiltration techniques try to

achieve the same rate as Dolos in this setting, they are almost surely detected. If we reduce

the rates of the baselines to achieve even a low albeit slightly higher detection probability

than Dolos (0.15), we see that they take 25× longer to achieve the exfiltration. With the

other three defenses, we find that baselines are almost surely detected while Dolos remains

relatively unaffected regardless of the rate of exfiltration.

4.1 Introduction

Attempts to steal sensitive information of interest (e.g., credit card details) from

compromised hosts is an ongoing goal of attackers [125,234]. One technique for stealing sen-

sitive information is DNS exfiltration [41], wherein adversaries hide and thereby exfiltrate

data in DNS queries. Untill a decade ago, DNS exfiltration was not seen as a major threat

and thus, enterprises had overlooked inspecting DNS traffic in their intrusion detection sys-

tems and firewalls [115]. This seemingly has resulted in an increase in DNS exfiltration

incidents [82] and thus, in stolen sensitive data from private networks [125]. In light of

this, many enterprises have begun to monitor DNS traffic and have deployed many recent

DNS exfiltration defenses [10,177,197], bringing about the belief that DNS exfiltration has

been effectively curbed. Such defenses mainly rely on recognizing distinctive patterns in
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existing/previoius exfiltration traffic compared to benign DNS queries (e.g., entropy of the

query, number of capital letters) [10]. In addition, exfiltration detectors monitor traffic to

unexpected domains and (1) measure the volume of DNS traffic or/and (2) apply sophis-

ticated information-theoretical approaches to estimate the amount of exfiltrated data that

might be potentially embedded in the observed stream [196,197]. Thus, in the absence of a

careful tuning of the exfiltration rate or when simplistic encoding schemes (e.g., Iodine [54])

are used to represent the exfiltration data, these detectors can easily catch exfiltration

attempts. In this work we ask: is DNS exfiltration viable in spite of these defenses?

Today’s exfiltration methods. Existing DNS exfiltration attacks leverage general-purpose

encoders (e.g., Base-32/Base-64) to create DNS queries from sensitive data. These methods

(agnostic to the type of exfiltration data) transform any arbitrary input data into a specific

representation space to comply with DNS rules (e.g., the limited character set allowed in

DNS queries) [174]. While they have shown success in the past [125], recently proposed ma-

chine learning (ML)-based defenses can differentiate these exfiltration attacks from benign

queries with high accuracy [10,177].

Challenges in the presence of today’s defenses. Even if an attacker manages to com-

promise a host (e.g., in an enterprise via a phishing attack), accomplishing a successful

DNS exfiltration attack is not easy. First, an attacker has no knowledge of the defenses

deployed by the victim; DNS exfiltration detectors can range from signature-based scanners

to much more sophisticated ML-based detectors [10,48]. Second, the encoding of the exfil-

tration data must allow exfiltration to occur at reasonably high rates to exploit the data in

a timely way. To do so, the encoding must be compact. Beyond this, since detectors often

105



consider host-specific volumes to detect anomalies, the attacker’s malware must determine

the proper exfiltration rate that is as high as possible and yet evades detection, with low

runtime complexity.

Our approach. In this paper, we design Dolos (named after the Greek spirit of trickery),

a stealthy and efficient black-box DNS exfiltration attack. At its core, Dolos has an

encoding-decoding framework, which is built atop a generative adversarial network (GAN).

In brief, by iteratively trying to fool a discriminator neural network (that continuously learns

to distinguish between benign and fake queries), the generator learns to map exfiltrated data

to a latent space representation which is almost indistinguishable from that of benign DNS

queries (and hence, can elude strong state-of-the-art detectors). Because the discriminator

is arguably the best detector, refining queries towards evading the discriminator makes the

generated encoding extremely effective in blackbox settings (can fool several of today’s ML

based detectors). Note that formally, a latent space is defined as an abstract, possibly multi-

dimensional space that encodes a meaningful internal representation of externally observed

inputs. To aid fast exfiltration, the mapping (encoding) is kept as compact as possible, while

ensuring that it is decodable with high accuracy at the attacker’s external site. Although

Dolos’s training uses benign traffic different from that at a compromised host, it learns the

intrinsic patterns of benign DNS queries; thus, its outputs online are very similar to such

queries even when it is applied to previously unseen exfiltration data. Note that training

a deep-learning-based generator on the host itself encumbers high computation cost and

requires a lot of training data which is hard to obtain online in a timely way. Dolos

circumvents this issue by training its models offline and porting them onto the victim.
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We account for multiple practical constraints, such as composing the exfiltrated

data into small chunks that adhere to the specifications of DNS queries [174]. Dolos also

includes a novel rate-tuning module that adjusts the exfiltration rate, guarantees decodabil-

ity at the remote the site (the encoding itself only provides decodability with high accuracy

but no guarantees on its own) and injects appropriate spurious queries based on observed

benign traffic from the victim; this prevents the attack from being detected and maximizes

the exfiltration efficiency to the extent possible. Put together, Dolos achieves stealthy,

efficient, reliable and stable DNS exfiltration in the wild.

Contributions. A summary of our contributions are:

• We design and prototype a novel generative encoding-decoding framework for stealthy

encoding of arbitrary data, efficiently into DNS queries.

• We include a novel exfiltration-rate-tuning module, that includes online mechanisms to

ensure proper spurious query injection and reliability in data extraction in conjunction

with the above framework, to design Dolos, a stealthy and efficient DNS exfiltration tool

for secretly collecting data from compromised hosts evading several of today’s defenses.

• We evaluate Dolos (with datasets and to a limited extent with a prototype implementa-

tion) against 9 state-of-the-art defenses [10,43,48,107,116,154,177,196,197] and compare

its performance with traditional exfiltration attack baselines. We find that Dolos ex-

periences a 12 % detection rate even if 6 of the 9 defenses we consider are jointly used;

if the baselines try to achieve the same rate of exfiltration as Dolos, they are almost

surely detected by at least one of the defenses. If their rates are reduced to achieve a 0.15

detection probability (still slightly higher than that with Dolos), we see that they are
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25 × slower than Dolos. With the other three defenses that require to be trained with

malicious examples of the attack method, the baselines are almost always detected while

Dolos is almost never detected regardless of the rate of exfiltration.

4.2 Background and Threat model

4.2.1 Background

Malware on a compromised host can exfiltrate stolen data by embedding the same

in DNS queries. Since DNS resolvers are recursive, such exfiltration queries are delivered

to a primary domain of the attacker (e.g., attacker.com). An example of DNS exfiltra-

tion is shown in Fig. 4.1, where credit card information is extracted from a victim. DNS

exfiltration allows opportunistically accessed data to be streamed over a long period with-

out interruption or detection. Importantly, being a critical service, DNS cannot be com-

pletely blocked by administrators [13]. In contrast, protocols like ftp and HTTP may be

blocked/restricted [52,72]. For example, FramePos, a malware targeting networked Point of

Sale (POS) machines, exfiltrated 56M credit card records over six months via DNS queries,

after capturing information when cards were processed by the victim POS host [85, 125].

However, state-of-the-art detection methods are effective in detecting and thwarting such

attacks [177].

Today’s DNS exfiltration attacks. Next, we discuss measures attackers currently take

towards successful exfiltration using DNS, while remaining stealthy.
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Figure 4.1: An example of DNS exfiltration. An attacker embeds credit card information

(in red) in a DNS query destined for its remote domain, “attacker.com”. The query is

routed to “attacker.com” to resolve the IP address of CreditCardInfo, which enables the

attacker to acquire the information.

Acquiring aged domains. If there is a large traffic volume to a new domain,

many defenses (e.g., a popular one from Palo Alto Networks [180]) trigger an alarm suspect-

ing that the domain was created for DNS exfiltration. To counter, attackers either purchase

or compromise aged domains [193].

Choosing common DNS lookup types. DNS supports multiple lookup types

[174], the most common ones being A and AAAA, to resolve IP domains. Other DNS lookup

types include TXT, used for domain ownership verification and email spam prevention; such

lookups carry larger volumes of data [174] and are uncommon. Exfiltration using these

latter types is faster, but these types often trigger alerts due to their rarity [105,177]. Thus,

attackers typically use A and AAAA, which limit the rate of exfiltration, but cannot be easily

detected.

Bypass caching by choosing small TTLs. Most DNS resolvers cache pre-

viously resolved DNS queries to avoid repeated resolutions. DNS responses carry Time-

To-Live (TTL) values [174] that dictate how long the resolved query stays valid (in the
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cache). Attackers’ domains typically respond with very small TTL values to force the DNS

resolver to repeatedly resolve the malware’s requests to increase the volume of exfiltrated

data. Since benign domains also commonly use small TTL values (≤ 60s as per a previous

study [197]), detecting exfiltration based on small TTL values is error prone. We point out

that in [10], 38% of requests in the studied dataset have TTL values of 0s (no caching).

Thus, any method that relies on TTL for classification will cause high false positives. To

the best of our knowledge, there is no detection method that uses TTL values to make

inferences.

Managing transmission rates. Aggressive transmission of exfiltration queries

(at high rates) can be detected even by defenses that simply count requests to a remote do-

main within short time windows [196]. Hence, attackers use grace periods (e.g., ≈ minutes)

between queries. One detection method counts the number of cache misses to flag attacks;

this implicitly limits the number of exfiltration queries that can be sent in the time win-

dow [116]. To compensate for this rate reduction, exfiltration queries can be made longer;

however, there are limits on the lengths of DNS queries [174]. Moreover, other defenses can

more accurately detect long queries than short ones [123,177,196]. Thus a challenge in fast

exfiltration is how to generate long queries without being detected.

Encoding exfiltration data. Attackers typically encode exfiltration data for

two reasons. First, encoding ensures that the generated query complies with standard DNS

protocols. For instance, common DNS request types (i.e., A and AAAA [174]) only accept

64 characters as the alphabet for body text (i.e., alphanumerical letters, hyphen and dot).

Second, it offers some obfuscation aiding stealth. Sending raw data, even if viable, may
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trigger defenses that compare embedded DNS traffic with sensitive data (i.e., potential

exfiltrated data) from the compromised machine.

To the best of our knowledge, current DNS exfiltration attacks only use general-

purpose data encoders (e.g., Base-32/64 and Hex) to map data into a representation space

of the characters used in DNS queries [54, 85]. Such encodings however, may differ from

benign DNS queries and expose the attack (discussed earlier and in § 4.6.2).

Defensive efforts to detect exfiltration. Previous works assume full knowledge of DNS

traffic content (in plaintext) by the detector/defender [10,177,196,197]. We follow the same

assumption. While there is increasing encrypted DNS traffic on the public Internet [158],

in enterprise environments where DNS exfiltration attacks constitute a major threat, DNS

encryption is uncommon [158]; this is because network operators are motivated to monitor

DNS traffic and deploy existing defenses to protect the enterprise network [6, 114] .

DNS exfiltration detection. Many legitimate domain names appear to be

randomly generated (e.g., “vwdfusdgdkshjdsd.aws.amazon.com”) and have become pop-

ular [177,197]. Thus, naive defenses relying on the readability of domain names are ineffec-

tive. This has motivated smarter defenses that check either the rates at which queries are

sent to individual domains or apply machine learning to determine if the features in DNS

queries are suspicious. While these defenses are effective in thwarting today’s exfiltration

attacks, as shown in § 4.6.2, they are ineffective against Dolos.

4.2.2 Threat model

Attack scenario and assumptions. In this work, we consider targeted attacks [266]

where the malware acquires and exfiltrates a specific type of data (e.g., credit card numbers
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as in the FramePos attack [85]). We assume the attacker has already controlled one or

more victim hosts, e.g., via insiders or compromises (this is how exfiltrations happen in the

real world) [134, 137]. Similar to the “solarwinds” attack [80, 234], the initial malware file

is very small. Subsequently, the Dolos malware downloads the ML model and necessary

files (each of small size) that are used later for exfiltration. Downloading a set of small files

to avoid easy detection is commonly used by many advanced malware [80, 234] (users can

easily notice large unexplainable files). The malware is assumed to acquire the data either

from that machine or from the private network to which the machine is connected (e.g.,

accessing sensitive infrastructure logs in the private network). The malware can spread to

multiple hosts in an enterprise network and all infected hosts engage in exfiltration; this was

seen in previous DNS exfiltration attacks (e.g., [137], where roughly 6K devices belonging

to the same company were infected).

Similar to FramePos [85], data is assumed to be acquired opportunistically, and

the attacker seeks to exfiltrate the data as soon as viable (i.e., timeliness is considered

critical for effective use of the data) while evading detection. Fast exfiltration allows quick

remuneration. In other words, we assume that the goal of the attacker is fast but stealthy

exfiltration.

Defender. Even though the attacker has infiltrated the network, it does not mean that it

can exfiltrate the data undetected, as many industrial [13, 114, 209] and research solutions

(e.g., [123, 177]) are targeted to stop exfiltration1. In practice, such exfiltration detection

mechanisms are unknown to the attacker. Upon detecting suspicious primary domains or

1Note that exfiltration detection is deployed to catch outbound traffic instead of inbound i.e., our
downloaded ML models can still be obtained, hidden as benign HTTP traffic (e.g., with a Trojan Down-
loader [186]).
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Figure 4.2: Threat Model: employed policies by the defense.

queries, operators can choose one of two strategies to handle them (shown in Fig. 4.2): (1)

quarantine, which pauses traffic to the suspected domain for a preset period. This strategy

suits scenarios that expect higher positive rates from detectors, since it is impractical to

manually inspect and verify all suspicious traffic; (2) termination, which completely disal-

lows ongoing and future DNS queries to the suspected domain.

Attacker. The malware seeks to steal sensitive data via DNS exfiltration, bypassing an

unknown defense using Dolos. Exfiltration can take place to a single or multiple domains,

the later acheiving the full potency of the attack. If the defense uses a quarantine strategy,

and this is known to Dolos, it can probe and estimate the best transmission rate that

can maximize exfiltration efficiency while avoiding quarantine. Otherwise, Dolos observes

benign traffic on the compromised host, using a sniffer tool (e.g., [223]) to capture the rate

of benign DNS requests; Dolos then tunes the exfiltration rate to be consistent with this

rate to avoid detection. We assume that the attacker can attain high privileges on the hosts

and mimic benign DNS traffic rates. This is possible via local privilege escalation exploits,

which are common [45,91,267].
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Dolos is trained with samples of exfiltration data offline before infecting the

victim. These samples are assumed to be similar to data exfiltrated online. Such samples,

for example, for credit card records or computer logs, have well-known formats and can

be obtained/synthesized. Similarly, a model trained with an English text dataset can be

used for e-mails or other text data, or a model trained with specifiic classes of images (e.g.,

medical images) can exfiltrate similar images in the wild.

We assume that the attacker has purchased/compromised old domain(s), and uses

common DNS query types. Thus, defenses cannot use these to discern exfiltration traffic

and must detect the attack based on its encoding and rate only.

4.3 System Overview

We design Dolos to generate embedded DNS queries akin benign traffic; in ad-

dition, Dolos includes mechanisms that boost exfiltration rate, while ensuring that the

aggregation of exfiltration queries remains undetected.

Dolos is based on an efficient encoding method, customized to the data of interest

(e.g., credit card records or emails). While prior encoding methods (e.g., Base-64) are

generic (no prior knowledge of data is necessary), we argue that using customized encoders

for different data types trades off generality (see §4.7) for stealth and speed.

An overview of Dolos’s encoder-decoder framework. Dolos’s encoder and decoder

are trained offline with benign DNS and exfiltration datasets. The encoding ensures that the

exfiltrated data representation has high similarity to benign data. It is relatively straight-

forward to categorize the broad type of networks where exfiltration occurs, e.g., enterprises
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(Windows environments, user-facing applications) and data centers (Linux environments,

server applications). We can then feed the corresponding types of benign DNS datasets in

the offline training phase. We leave the possibility of leveraging a victim’s DNS traffic as

‘supplemental online training data’ as future work. Note that the full training cannot be

done on the victim host since it may require a long time, large amounts of training data,

and high computational power.

After training, both the encoder and decoder are integrated with the malware

which infects the compromised host (reasons for including the decoder are discussed be-

low). The decoder is also used at the attacker’s remote site, to which the encoded data is

exfiltrated.

An overview of Dolos’s online functions. At this point, assume that the malware

(equipped with the trained encoder) infects a victim host. Blindly performing exfiltration

can still expose the attack because the volume of the aggregated exfiltration queries may not

conform with benign volumes generated by the victim. Thus, Dolos’s malware includes

a module to sniff the host’s benign traffic and tune the exfiltration rate and inject some

necessary spurious requests (that are also seen in benign DNS streams), accordingly. A

bank of spurious queries is generated offline (consistent with benign traffic) and is shipped

with the Dolos malware, and used during exfiltration. We choose this offline approach

since the malware does not have a method to craft spurious queries that are stealthy online;

thus online generation may result in anomalies that trigger the detector. In addition, it

helps that these offline generated spurious queries can be easily compared with the bank at

the external site and discarded.
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Finally, note that the encoding generated by Dolos is lossy (although we ensure

that the loss rates are very small during training). To fix this issue, Dolos validates the

decodability of each exfiltration query with the decoder shipped with the malware. If it is

decodable, it is sent as is. If not, Dolos uses an error recovery module (using a traditional

lossless compression method in an exterme case) to ensure its decodability. Upon the receipt

of a chunk, the remote site uses a simple method (discussed in § 4.3) to apply the proper

decoding and recover data. Since such cases are rare, Dolos is still able to evade all

considered defenses with very high probability.

4.4 GAN based encoder-decoder design

Next, we describe Dolos’s encoder/decoder, trained offline.

4.4.1 Properties of Dolos’s encoder/decoder

In this section, we describe the set of desirable properties that guide the design of

Dolos’s encoder-decoder framework.

Stealthy encoding. Traditional encoding (e.g., Base-64) does not account for stealth, and

thus, a steady stream of such outputs are easily detectable by current detectors. To achieve

stealth, we need to coerce the encoded exfiltration traffic to resemble benign DNS traffic.

While this is challenging, we identify an opportunity to use Generative Adversarial Networks

or GANs (details on GANs in [88]) in a novel way towards overcoming it. GANs have been

shown to generate examples that mimic a given distribution (e.g., images resembling real

humans). However, they have not been previously used to morph DNS exfiltration data.

Our key idea is to train a generator to encode exfiltration traffic with the aid of an evolving
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Figure 4.3: Offline training phase of Dolos. The data from the encoder is constrained to

fool a discriminator, and must be decoded by the decoder with high accuracy.

discriminator (trained with benign traffic) that disambiguates such traffic from benign DNS

traffic. A well-trained generator then becomes an effective encoder that can transform the

exfiltration data into a representation akin to benign DNS traffic. While similar training

of a GAN for a single objective (not in the DNS context) has been done in other prior

efforts, unfortunately, by itself, this does not suffice. One must also ensure high decoding

accuracy at the external site, which is critical for successful exfiltration. Note that fulfilling

multiple objectives using the same GAN have been explored to a limited extent in the ML

community [14, 51, 273]. However, to the best of our knowledge, the first work to apply

this approach to realize a DNS exfiltration attack.

Decoding accuracy. To ensure that the generated codes can be correctly decoded with

very high probability, in addition to accomplishing stealth, Dolos includes a second dis-
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criminator (we abuse the term here) that is, in effect, an evolving decoder. This decoder

is trained jointly with the generator and imposes a second objective to be fulfilled by the

latter. Specifically, the encoded representation (a) must deceive the first discriminator and

(b) must be translatable to its original form by the decoder. To reiterate, to the best of our

knowledge, prior GAN efforts do not consider multiple, different objectives during training.

Code compactness. An encoding that is both stealthy and decodable with high probabil-

ity, could entail high overhead (lower encoding efficiency). Minimizing this overhead is key

for efficient exfiltration. Towards this, we model the problem of finding the most compact

encoding as a search problem2. Specifically, we begin by considering different levels of com-

pactness (corresponds to different encoding overheads). We use a greedy approach where

we try the considered compactness levels in an ascending order (most compact to least). For

each, we try to generate an encoding (satisfying stealth and decoding constraints) within a

predetermined time period. If unsuccessful, we move to the next. The approach iteratively

continues until an encoding is found. More details are provided in § 4.4.4.

Blackbox exfiltration. The discriminator is arguably the best anomaly detector since it

learns to discern exfiltration queries as they are iteratively refined to be similar to benign

DNS traffic. Thus, if the generation process goes through several rounds of interaction with

the discriminator, the encoding is likely to be sufficiently tuned to be similar to benign

traffic and can evade blackbox anomaly detectors (as shown in §4.6).

2We tried to include a compactness constraint directly in the encoder-decoder formulation, but it increased
the time complexity significantly.

118



Table 4.1: Key notation

Notation Description

Enc,

Dec, Dis

The encoder, decoder and discriminator neural

networks, respectively

θEnc,

θDec, θDis

The parameters of the Enc, Dec and Dis, respectively

Lmi The length of the exfiltration chunk data

LEi The length of the encoding of an exfiltration chunk of data

γ
Ratio of the encoding length of a chunk

to the length of an exfiltration chunk

VD Validation dataset

accD Validation decoding accuracy

H Maximum # of batches used for training

B # of samples in a training batch

α
A weighting hyperparameter to balance the updates

from the decoder and discriminator networks.
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4.4.2 Encoder and Decoder design

Before delving into the details of our design, we define some notation used in

what follows (summarized in Table 4.1). We define random variables that represent the

benign traffic and exfiltration data as x and z, respectively. These random variables will

have their own distributions in terms of characters in the query, the correlations across the

characters, etc. The offline phase relates to jointly training three neural network blocks,

viz., an encoder (Enc), a decoder (Dec) and a discriminator (Dis). The parameters of these

neural networks (weights) are denoted as θEnc, θDec and θDis, respectively. The data to

be exfiltrated is divided up into chunks, and each chunk is to be encoded and confined to

one fake DNS query. We denote a set of chunks as M , and each chunk is represented by

mi ∈M . The encoder, thus, takes a chunk of the exfiltration data of size Lmi , consisting

of a sequence of characters c = (c1, c2...cj ...cL
mi ), and tries to map that on to a codeword

y = (y1, y2...yL
Ei ) of length LEi . Note that Lmi may not be equal to LEi . The mapping

function of the encoder is represented by Enc(c) = fθEnc
(c).

The decoder takes a codeword (y) from the encoder as its input and estimates the

original (raw) exfiltrated chunk as a sequence of characters viz., ĉ = (ĉ1, ...ĉj .. ˆcL
mi ). Given

the input y, the decoder function Dec(y) represents the probability that the output ĉ = c,

and is denoted by Dec(y) = fθDec
(y).

The discriminator learns how to differentiate between a benign DNS query and

a codeword generated by the encoder. Specifically, the discriminator function, Dis(s) =

fθDis
(s) yields the probability that the given input s, belongs to the distribution of the

benign samples. The offline training is depicted in Fig. 4.3.
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Stealth. Since the discriminator seeks to differentiate between benign and fake exfiltra-

tion queries, it tries to minimize the cross entropy loss between the input and the correct

output (which is known as ground truth during training). Let us denote the probability

of the discriminator’s prediction on the generated queries (fake) and the benign queries as

Dis(Enc(z)) and Dis(x), respectively; here, z is the exfiltration data fed to the encoder, and

x is a benign DNS query. To minimize the cross-entropy as alluded to above, the discrim-

inator will seek to minimize the loss function: min[−log(Dis(x)) − log(1 −Dis(Enc(z)))].

This, in turn, is equivalent to max[log(Dis(x)) + log(1−Dis(Enc(z)))].

At the same time, the encoder seeks to fool the discriminator by minimizing the

discriminator’s confidence (probability) with regards to labeling the generated fake queries.

In other words, it wants to minimize log(1−Dis(Enc(z))).

Given the conflicting objectives of the discriminator and the encoder, we can model

their interactions as an iterative minimax game with the following loss function (Ex and Ez

are the expectations over benign and exfiltration data):

min
θEnc

max
θDis

Ex[log(Dis(x))] + Ez[log(1−Dis(Enc(z))]. (4.1)

Decodability. To ensure the decodability of the generated codes, we jointly train a de-

coder. Here, both the encoder and the decoder seek to maximize the probability of correctly

predicting the original characters from the latent space encodings. This translates to a min-

imization of the average cross entropy between the inputs and the ground truth labels. This

cross entropy loss minimization is given by:

min
θEnc,θDec

Ez[−log(Dec(Enc(z)))]. (4.2)
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4.4.3 Practicalities

Neural network architecture. We need a neural network architecture that captures

semantic relationships as well as short- and long-term dependencies across the characters in

a benign DNS query. If the learnt embeddings reproduce these properties, they can better

mimic those queries. There exist many neural network architectures that satisfy the above

properties, especially in the NLP space, where capturing semantic relationships is critical.

Among those, we choose transformers [251] as our choice since a transformer allows for

parallel computations of sequential data, which makes the training fast. One nuance is

that, typically, transformers take words as inputs; since we want our approach to work with

different types of input data (e.g., credit card numbers, text data), we choose our inputs to

be characters instead of words. Note that as discussed in detail later, even more complex

data forms (e.g., images, which we consider in this work) can be represented using this

method (e.g., with an image, each byte representing pixel intensity can be considered as a

character and fed to the model).

Representation of the latent space. DNS queries A and AAAA permit only 64 characters.

Thus, the encoder’s output (i.e., y1, ..yL
Ei ) is a sequence of discrete characters from these.

Non-differentiable discrete latent space. Our inputs are discrete characters, and so

are our latent space encodings. Back-propagation, used to tune the neural network weights,

cannot be directly applied to discrete variable representations that are non-differentiable

(i.e., they have zero gradients) [121]. To overcome this, we use a popular solution for discrete

representations, viz., the softmax-Gumbel approximation [121]. The idea is to use discrete

variables in the forward pass, but use continuous approximations in the backward pass.
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4.4.4 Training algorithm

We train Dolos to optimize the objectives in Eqns. (1) and (2) using an iterative

algorithm. Iterative methods are often used in GANs [88]; however, as discussed, the novel

aspect of our work is that we also seek very high likelihood of decodability and compaction.

Towards iteratively optimizing the objectives in equations (1) and (2), we update

the weights of the neural networks after each batch of inputs, until we generate stealthy

and decodable, fake DNS queries. Specifically, we first sample a batch from benign DNS

traffic and a batch from the output of Enc to update the weights of Dis. In the second

iterative step, the same batch from the Enc is fed to both the Dec and Dis, and feedbacks

from both are used to update the weights of Enc. Since the updates from both networks

may vary in magnitude and effect, the encoder may be forced to favor one objective over

the other. We use and tune a hyper-parameter α to balance the two objectives. In the

third step, we update the Dec weights to enhance the decoding accuracy. The three steps

are repeated until Dolos is able to successfully bypass a validation step (discussed below

in what follows). The offline training of Dolos is captured in Algorithm 2.

Compactness. As discussed in § 4.4.2, we seek compaction to increase the exfiltration

rate. For a given length of a raw chunk, the generator is constrained to output a fixed (to

be determined) length encoded query (regardless of the semantic content of the raw chunk).

We seek to find a value of γ = LEi

Lmi , that allows us to map a raw chunk of length Lmi to the

shortest possible encoding length LEi output by the generator. This would then maximize

the efficiency of the encoding (highest amount of information encoded into the smallest

number of characters in the latent representation). In other words, we search for the smallest

123



value of γ, such that the encoded query is decodable, and preserves stealth. Specifically, any

γ smaller would violate either stealth or decodability or both. For simplicity, we confine the

search space of γ between 0.5 and 1.5 with step 0.1. We begin with the smallest γ (which

yields the most compaction), and if the model does not meet the the criteria used to stop

training (discussed next), we re-initialize the models and train them with the next larger γ

value.

Once γ is thus determined, if we know what is the maximum permissible encoding

length LEi (the maximum length of DNS queries sent by the victim host), we can compute

the corresponding raw chunk length that can be used as LMi = LEi

γ . We then collect tokens

to fill an mi smaller than this length and generate the encoding during online operations as

discussed in § 4.5.

Validation. Since it is very hard to fool the evolving discriminator (as it continuously

learns), we use a validation process to determine when to stop training. After every N

batches (1000 in our evaluations), we first test the decodability of the generated codes

using the trained decoder to ensure it meets the decoding accuracy constraints. Subse-

quently, we test the stealthiness of the generated codes against an anomaly detector (not

the Discriminator) just trained on benign DNS queries. If we fool this detector with a

very high probability (> 99 %), we assume that the GAN has been sufficiently trained. We

note that the anomaly detector is different from the defenses we test Dolos against, and

thus it does not violate the blackbox assumption.
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Figure 4.4: Online attack phase of Dolos. Dolos sniffs benign traffic to tune the exfiltra-

tion rate in terms of number of queries transmittable in a time window and chunk length.

Next, it divides the data into chunks and encodes them as DNS queries. If the encoded

query is decodable, it is sent as is; else the error recovery module is used.

4.4.5 Composing spurious queries

As discussed in §4.3, we form a bank of spurious queries offline by sampling the

generated traffic from batches in a validation dataset and identifing the most frequent 3-

4 characters. We randomly combine these along with natural separators present in DNS

queries, viz., ‘hyphen’ and ‘dot’, to form spurious queries. We refine these with our dis-

criminator until validation.

4.5 Tuning the exfiltration online

Next, we describe Dolos’s operations on an infected host. We reiterate that

Dolos’s encoder is unaware of the defense, or the policies employed upon flagging a domain

as an attack site.

Most of today’s defenses make an inference on queries sent to each primary domain

(i.e., decide if that domain is an exfiltration site or not) [177,196,197]. Such inferences are

based on the volume, the rate, the repetition of queries and the entropy associated with
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the aggregation of queries to that domain. To evade detection, Dolos must tune these

parameters for each domain to which it exfiltrates data (can do so independently), towards

achieving evasion with respect to those domains.

The best rate for stealthy exfiltration. Dolos observes benign traffic over an em-

pircally chosen time window (few hours) to estimate the exfiltration rate. In particular,

Dolos needs to choose the number of requests (N), and the average query size, (L), in

each time window. The bigger these values, the more data can be exfiltrated, but if they

are too large, detection is very likely. A naive approach is to observe the number of requests

and the average length of requests to each domain, and from among these, choose the N

and L that would maximize the exfiltration rate (i.e., N ∗ L per time window). However,

as discussed benign traffic consists of many repetitions of queries (either partial overlaps

or full repetitions). To be consistent with benign queries, the attacker has to transmit

unique exfiltration requests and repeated requests, and requires an estimation of the rate

of requests in each category. Note that determining exactly how many times each query is

repeated is not necessary as this value differs across different primary domains and we have

not seen it being used in practical defenses. In other words, the percentage of unique and

repeated queries transmitted to each domain should be consistent with the repetition rate

seen in benign queries sent by the victim host.

Beyond repetitions, many requests are partially similar in benign DNS traffic.

Not accounting for partial similarity may expose the attack [197]. To illustrate, the fol-

lowing two unique requests are considered partially similar: gllto1.glpals.com and,

gllto2.glpals.com. To evade the detector, Dolos includes both repetitive and partially
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overlapping spurious queries consistent with benign traffic; these are later ignored after

exfiltration.

Key idea. To estimate the volume of “unique” or dissimilar queries for each

primary domain (obtained from the benign traffic on the compromised host), we cluster the

associated queries; those belonging to the same cluster can be deemed similar or repetitions.

From these, Dolos identifies the domain for which the combination of average query length

and number of unique queries yields the highest exfiltration rate, and uses these values in

tuning its exfiltration process.

Clustering algorithm. Existing clustering methods, including even the simplest

of them (i.e., k-means clustering [157]) are expensive. This is because k-means requires

multiple iterations of comparisons among the data to converge, and a large space complexity

to store all the queries from the host. Importantly, the proper “k” is not known a priori.

Because of this, we design a simple algorithm for Dolos. In brief, for each primary domain,

the algorithm processes the streamed queries. With each query, it measures the similarity

between the query and the cluster representatives of previously formed clusters; if the query

is not similar to any representative, a new cluster is created with that query chosen as its

representative.

To assess the similarity between two DNS queries, we use the following approach.

For each pair of queries, we measure the Jaccard similarity [117] by computing intersection

between the characters of the query relative to the length. If this value is greater than

a pre-selected threshold, we consider the queries to be partially similar. To select the

appropriate threshold, we conduct offline analysis using samples of benign traffic and find
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that a threshold value ranging from 0.7 to 0.8 effectively groups similar queries. The

algorithm has a O(n ∗ d) run time complexity where n and d refer to the number of DNS

queries sent by the host to a primary domain and the number of clusters per primary domain

to which queries are sent, within the time window of interest. This process is captured in

Algorithm 3.

Online exfiltration. Dolos’s online workflow is shown in Fig. 4.4. Dolos computes the

number of unique queries that it can transmit in a time window, as well as the number

of spurious queries it must insert, based on the clustering it has constructed3. Dolos

computes the most frequent characters used in the encoded exfiltration queries; it then

chooses the spurious queries that are closest to the cluster members (in terms of Hamming

distance) from the pre-stored bank (recall § 4.4.5). Subsequently, for the given exfiltrated

data, Dolos encodes chunks of the proper size (it computes the size based on the learned

value of γ as discussed in § 4.4.4) to form fake queries using the pre-trained encoder. The

exfiltration (fake) and spurious DNS queries are sent in that time window.

Decodability assurance: Since the latent representations generated by Dolos

are inherently lossy in nature, a small subset of chunks may not be decodable (details in

§ 4.6.2), despite considering decodability during training. To guarantee decodability, Dolos

checks if the encoded chunk is decodable using the downloaded decoder (a replica of that

used at the remote site). If the chunk is not decodable, Dolos uses an error recovery

method to guarantee decodability. Our module for error recovery attempts to use Dolos’s

encoder but with shorter chunk sizes, and if it fails, Dolos replaces the encoded chunk

3The number of spurious queries is the difference between the total number of queries and the number
of unique queries that are determined by our clustering (for each domain).
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with a new fake query using Base-32 encoding (which is lossless). We use Base-32 because

it performs better as compared to other traditional encoding methods in terms of stealth

(e.g., Base-64). As shown in § 4.6.2, the fraction of chunks needing error recovery is very

small and the effect on Dolos’s stealth and speed is negligible.

The error recovery model shown in Fig. 4.4 works as follows. Upon finding a chunk

with decoding errors, Dolos’s online module shrinks the input chunk size by a factor β (set

to 0.8 empirically in our experiments) and attempts to encode the new chunk with Dolos,

again. If this fails, the step is repeated a second time. If the two attempts still cause

a decoding failure, Dolos uses Base-32 for encoding. While such queries can be flagged

by defenses, because they are rare, the domain to which data is being exfiltrated are not

deemed malicious by defenses (they need to observe a sustained stream of such queries to

do so) as seen in § 4.6.2.

Decodability at the remote site: Upon receiving a DNS query, the remote site

has to determine whether the received query is encoded using Base-32 or Dolos’s encoder.

We use a simple solution for this task. The receiver attempts to decode the query using a

Base-32 decoder; if the query is not in the correct format, the Base-32 decoder issues an

exception. In that case, the receiver infers that the received query is encoded using Dolos’s

encoder. Otherwise (no flag), it deems that the query is encoded using the Base-32 encoder.

While it is possible for the Base-32 decoder to decode Dolos encoded queries in extremely

rare occasions, we did not observe those in our experiments. To cope with such cases, one

can apply other solutions to make the decoding more robust. For example, the outputs of

both decoders can be combined with previously decoded chunks to evaluate which one is
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more consistent with the received stream. Another possibility is to use a query classifier

(similar to the work in [48]) that discriminates between Base-32 and Dolos encoded queries.

4.6 Evaluations

We evaluate Dolos with multiple types of exfiltration data and against multiple

defenses, and compare it to prior encoding baselines. We first describe our setup, and then

our experiments and results.

4.6.1 Preliminaries

First, we describe the datasets used, our implementation, the encoding baselines,

and the considered defenses.

Datasets. We use multiple datasets in our evaluations.

Benign datasets: We use two datasets for training Dolos (trained on each at

a time) and two different others for training the ML based defenses. The use of differ-

ent datasets for Dolos and the defenses emulates blackbox settings. Dolos is trained

using:

• Georgia Tech DNS dataset (GT) [235]: This dataset contains DNS traces collected from

suspect Windows executables in a sterile, controlled environment; thus, they often do

not generate malicious queries. These exceutables often use benign DNS queries to test

connectivity [78]4. We collect PCAP files dating from 2015 until December 2020, and use

it to train Dolos5. Dolos that is trained on this dataset is denoted as Dolos (GT).

4To verify that the dataset contains only benign traffic, we use the best defense in our study [10] (discussed
later) on the Georgia Tech dataset, and find that the triggering rate is negligible.

5This dataset was used in [78] but was recently withdrawn. We learned from the authors of [78] that this
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• ISI-reverse DNS queries (ISI-rdns) [188]: This dataset is collected by using a reverse

DNS scan over the entire IPv4 space. While a subset of the IP addresses may lead to

names that are not associated with real domains, we try our best to filter these out

using heuristics based on our domain expertise. Domains with a fraction of numerical

and capital characters, larger than 30% are removed. Moreoever, many queries (e.g., to

the same primary domain) are similar, and these can create bias in training Dolos. To

remove these, we cluster queries using our method in §4.5 and only use diverse samples.

We denote the version of Dolos that is trained on ISI-reverse DNS queries as Dolos

(ISI-rdns).

Datasets used for training state-of-the-art defenses are:

• Thapar dataset [222]: This dataset was collected from 4,000 hosts in a university over

10 days. We extract DNS queries from successful DNS responses (e.g., DNS queries

associated with NXDOMAIN responses are ignored) [164]. Since the dataset is from an

operational setting, our belief is that it represents data used to train real DNS exfiltration

defenses.

• ISI host Level dataset [187]: This dataset contains massive raw packets collected at a

b-root DNS server with anonymized IP over two days. We group requests by the srcIP

field corresponding to the recursive resolver (i.e., each of which is a host). Since this

huge dataset is collected from real users, our belief is that a defense trained with dataset

should be able to differentiate between benign and exfiltration queries.

was due to funding/maintenance issues.
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Exfiltration Datasets: We consider multiple types of exfiltration datasets to eval-

uate Dolos. In all cases, we separate the records into training and testing sets. At most a

third of the records (selected randomly) are used for training and validation, while the rest

are used in testing.

• Text dataset: We use the Amazon Reviews Dataset [165] to represent text data (e.g.,

emails or documents) that the attacker may compromise. We consider the data in terms

of characters (not words as discussed in §4.4). This dataset contains 168 unique characters

(English alphanumerical characters and special characters).

• Credit Cards: We mimic real credit card information to create our own synthetic dataset

(2M records). Each synthesized credit card record contains a 16 digit credit card number

where the digits have to pass the Luhn algorithm test [160], a method that is used

to verify synthesized credit card numbers. In addition, the four digit expiry date, the

three digit CVV, the first and last names, the address and billing zip codes are also

generated as follows. The CVV is just three random digits and the expiry date is randomly

chosen between Jan 2024 and Dec 2034. To generate names, we use the dataset in [208]

which contains around two million real names. For the address and billing zip codes, we

download US west, midwest, northeast and south addresses from batch.openaddresses.io

[190].

• Computer Logs: Computer logs can be useful for subsequent reconnaissance attacks (e.g.,

[103, 155]). We use two datasets of logs. The first is a Microsoft Windows “Event Logs”

dataset (from a public GitHub repository of logs collected over 226 days [1]) of size 27GB.

The second is a Linux logs dataset [102], collected from a Linux server over 264 days.
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• Images: We use a dataset of x-ray images (in PNG formats) that were used in COVID

diagnostics [126]; such data became valuable recently for attackers [210]. We transform

the image from the PNG file into a matrix of bytes (each representing pixel intensity).

Note that PNG image formats offer lossless compression and the actual values of pixel

intensities are retained without change. Thus, this transformation does not result in any

loss of data. Further, the matrix is processed to form a sequence of characters/bytes. In

other words, we flatten the matrix to a single dimension (sequence of bytes) which is then

input to the encoder; the matrix can be reconstructed at the receiver. Dolos initially

transmits the metadata describing the image shape, so that the receiver can reconstruct

the same.

Encoding Baselines. We compare Dolos’s encoding against three types of baselines

(which we implement):

• Iodine [54]: Iodine, the popular DNS exfiltration tool, which compresses data and encodes

it with Base-64 (denoted Iodine-64) or Base-32 (denoted Iodine-32). While Base-128 is

available on Iodine, it does not comply with DNS types A and AAAA.

• DNSCat (Compressed HEX) [112]: DNSCat is a popular DNS exfiltration tool that com-

presses and encodes the data using Hex-encoding into strings.

• FramePos encoding [85]: This encoding was used in the recent attack where credit card

information from POS was exfiltrated over DNS. It is essentially a variant of Hex encoding

that does not compress data. After encoding the exfiltration data, each byte is XOR-ed

with a pre-determined integer value; to decode, the received value is XOR-ed with the

same integer at the attack site to retrieve the original value. Details are found in [85].
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Defenses. We can categorize defenses into three types: (1) rule based defenses; (2) anomaly

detectors (ML based); and (3) classifiers that distinguish between bengin and malicious

classes using ML.

Rule based defenses impose empirically derived rules on some properties of outgoing

DNS traffic. We summarize rule based defense methods below:

• Zeek flags a domain if (i) the length of any transmitted query or (ii) if the number of

unique queries within a time window, to the domain exceed preset thresholds.

• ZeekQ is similar to Zeek but adds a rule to check if the percentage of numerical characters

in a query exceeds a threshold [107].

• Paxson et al. [197] collects queries to a domain over a time window and compresses them;

if the compressed volume exceeds a certain threshold, the domain is flagged. While Zeek

and Paxson el al., issue alerts based on the traffic volume to a domain, they fail if the

attacker exfiltrates data to multiple domains with low rates.

• Ishikura et al. Unlike the above, [116] builds a shadow least-recently-used (LRU) DNS

cache (a copy not interfering with DNS directly), which counts cache misses in a time

window. If the number of shadow cache misses for a given client exceeds a threshold

(i.e., the maximum number of cache misses across all clients in the prior time window),

the defense flags an attack.

Anomaly detectors, listed below, learn features in benign DNS queries or the ag-

gregation of DNS queries to a domain, in a time window. They detect deviations from

benign queries and flag existing attacks even if exfiltration is at low rates.

• Nadler et al. [177] uses an isolation forest [152] to detect anomalous domains and is
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adopted by Akamai [13]. The features used are: average length of queries, number of

queries, fraction of unique queries, average length of readable subdomains, the aggregated

entropy of all transmitted queries and the fraction of DNS types that are A and AAAA.

• Jawad et al. [10] uses a set of hand-crafted features to build an isolation forest anomaly

detector. The features are: query length, # of capital letters and numbers, # of subdo-

mains, average and maximum lengths of subdomains, and the entropy of the request.

Classifiers are trained with both benign and malicious samples (assumed to be

known to the defender), and perform classification at a DNS query level. Below we list such

defenses.

• Buczak et al. [43] uses Random Forest to classify benign and malicious queries. A total

of 17 features are used including query shape features such as ratio of distinct characters,

maximum and average length of subdomains and percentage of numerical characters.

• Liu et al [154] uses Support Vector Machine (SVM) to classify benign and malicious

queries. It uses the entropy of the uni-gram, bi-gram and tri-gram of characters as

features.

• Chen et al. [48] trains an LSTM classifier with samples of benign and malicious traffic.

In all cases we follow the directions on training and tuning the defensive models from the

original papers. Since the last three defensive models need adversarial samples to train, for

each attack method, we provide examples generated by the same method (e.g., the classifier

is given Iodine-32 examples, when it is tested against Iodine-32 encoded exfiltration). We

also provide the classifier examples generated by Dolos (for example, we feed malicious

queries generated with Dolos that is trained with GT or the ISI-rdns benign dataset, but
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Figure 4.5: On the left is the blackbox detection probability

when baseline methods use a constant exfiltration rate com-

mensurate with the average rate of Dolos with deployed

anomaly and rule based detection methods. On the right

is the maximum rate that baselines can send with a fixed

BDP of 0.15.

Figure 4.6: Detection

rate with Jawad et al.,

and Ishikura et al., with

multiple exfiltration sites

(60 and 80 sites).

test them with a different set of queries that are generated with either the same or the

other dataset). One can think of this as providing some form of adversarial training [28]

to these defenses, which make them very powerful. We hypothesize that since Dolos

generates different encodings in each training instance (they all look similar to benign but

are different), it is effective even with such whitebox defenses.

Attack and defense setups. We assume the worst outcome upon detection

because we consider a blackbox setting, i.e., the defense blocks the primary domain that

is flagged. Thus, Dolos monitors and uses the victim host’s DNS query patterns to tune

the online rates of fake and spurious queries. Some of the defenses we consider seek to

detect individual anomalous queries (i.e., ZeekQ and Jawad et al., Chen et al., Buczak et

al. and Liu et al.). We consider queries to the same domain as a flow and incorporate a

rule, wherein if the percentage of flagged queries in a flow (denoted as PFQ) exceeds a

threshold, the flow (domain) is flagged and the attack is detected. We use the following

metrics to evaluate Dolos.
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• Blackbox detection probability (BDP): We compute the probability that the exfiltrating

primary domain(s) is detected by “at least” one of the defenses. This probability is given

by 1−
∏

i(1− pi), where pi is the probability of being detected by defense method di.

• AUC score: To measure the stealth of Dolos, we measure a defense’s ability to distin-

guish benign and malicious traffic by using the receiver operating characteristic (ROC)

curve, and we report the area under that curve (AUC) score. A low AUC score means

that the defense is poor in performing the distinction, which is good for the attacker (e.g.,

Dolos).

Default settings. Unless otherwise specified, by default we use Dolos (ISI-rdns)

that is trained on the Text dataset, and defenses that are trained on ISI-host datasets. The

results are consistent in behavior with the other datasets and with Dolos (GT), and we

showcase samples of several of those. We also use a single exfiltration domain by default.

4.6.2 Evaluation results

Due to space limits, we present the core results relating to stealth and exfiltration

speed of Dolos in this section.

Holistic evaluation of Dolos. We evaluate Dolos holistically against baselines as they

are used today. We apply all of the rule based and anomaly detection based defenses

sequentially (together) and compute the blackbox detection probability (BDP). The defenses

are trained on the ISI-host dataset. We exclude the classification methods in computing

these plots (i.e., [43, 48, 154]) because they detect the baselines almost surely regardless of

the rate they use, based on simply the features of the encoding, while Dolos is unaffected
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(details are discussed later in Table 4.2). Our experiments, upon including these defenses,

showed that the absolute performance with Dolos was unchanged from what is discussed

below; however, the BDP with the baselines was≈ 1.0 regardless of the rate, thus, precluding

them from exfiltrating almost any data. Our evaluations are with all considered exfiltrated

datasets together (i.e., Text, credit cards, logs and Images) and we report the average

performance with confidence intervals in Figs. 4.5 and 4.6.

The BDP of baselines are almost close to 1 while Dolos experiences a

BDP of only 0.12, when they exfiltrate data at the same rate: We perform multiple

experiments using Dolos to exfiltrate a set of files from a different exfiltration dataset (e.g.,

medical images, credit cards) in each run, with an average data size of ≈ 5KB from a single

host to one external site; this takes on average, 12 hours. We exfiltrate the same file(s)

with the baselines, with the same average rate of Dolos. To set this rate, we vary the

chunk length and choose the longest one that does not flag any of the methods (making

query length a non-factor). We then choose a constant rate given this query length, to

commensurate with the average rate of Dolos. We see that, at this rate, the BDP of the

baselines are almost close to 1 (> 0.95); the baselines have many disadvantages compared

to Dolos (e.g., their encoding, fixed rate, lack of spurious queries) and these tend to trigger

at least one defense. In contrast, DOLOS has a BDP of just 0.12.

If the baselines use a low rate to avoid detection, Dolos can exfiltrate

data 25× faster (with an even lower BDP): Now, in contrast to keeping the rate fixed,

we fix the tolerable BDP. We search for the most conservative rate that keeps the BDP to

below 0.15 for all the methods (similar to what Dolos achieved in the prior experiment).
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In such a case, we see in Fig. 4.5 that Dolos is able to transfer 25 times more data than

the baselines in a given fixed time.

Increasing the number of exfiltration sites helps Dolos boost its exfiltra-

tion rate, but does not help baselines. Next, we examine the exfiltration of files from

a single host to multiple exfiltration sites in the control of the attacker. We only use Jawad

et al., and Ishikura et al., as our defenses since these allow us to explicitly showcase the

impact of increasing the number of remote sites. Jawad et al., imposes a maximum length

constraint on the queries sent by the exfiltration methods. Ishikura et al., counts the num-

ber of cache misses per host, which can increase as the number of external sites to which the

attacker sends queries increases. Again, for the baselines, we choose the maximum length

that does not flag Jawad et al., ensuring that rate and the number of external sites are

the only factors that influence detection. Dolos uses its rate tuning to be consistent with

the hosts’s query rates. The results are shown in Fig. 4.6. The baselines are almost surely

detected because unlike Dolos, they send at fixed rate (increased as a consequence of the

length limit due to Jawad at al.) and hence, often exceed the cache miss limit. There is

an increase in the detection probability of Dolos as well, because Ishikura et al., counts

the cache misses across all its connections to the plurality of sites (in fact, as the number

of sites increase the detection rate is likely to increase). However, this increase is modest

as seen in Fig. 4.6.

Stealth against individual defenses. We evaluate Dolos ’s encoding in evading de-

fenses. We consider exfiltration to a single domain, since most defenses are domain specific.

We use the two versions of Dolos (i.e., Dolos (GT) and Dolos (ISI-rdns) ) in this exper-
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iment. We train the anomaly detectors with the two training datasets exclusively used for

defenses (see §4.6.1). Classifiers have access to the attacker’s encoding models. To zoom in

on the benefits of DOLOS’s encoding, we empower the baselines with Dolos’s rate tuning

module (RT); in essence they perform markedly better than they would in their native forms

(as demonstrated later).

Rule based detection methods have low detection rates on all encoding

methods (including baselines) if empowered with Dolos’s rate tuning. Zeek does

not detect any method because the maximum length of the queries and the rate of unique

queries, are consistent with those at the host. Ishikura et al [116] fails to detect exfiltration

as long as the exfiltration rate is consistent with benign DNS query generation on the host

(cache misses rarely exceed threshold in the time window chosen by the method). ZeekQ

does not detect any of the encoding methods including Dolos, because the percentage of

numerical characters conform to its threshold. Paxson et al., has a slightly higher detection

probability on methods that aggressively pursue encoding efficiency (the compressed volume

is higher). Thus, both Iodine-64 and Iodine-32 which have higher information per bit

compared to the others (regardless of query length), are more likely to be detected.

Classification methods almost always detect baselines but Dolos evades

them because of its ability of generative diverse code books. Buczak et al. [43], Liu et

al. [154], Chen et al. [48] learn and thereby almost surely detect signatures generated by the

baseline methods (Table 4.2); however, Dolos goes undetected since it creates diverse sets

of codes by simply re-training the encoding-decoding framework. Thus, these defenses are

unable to build a signatures of traffic from Dolos. We emphasize that these classification
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methods are whitebox i.e., they have access to the model architecture and the dataset used

to train Dolos; in spite of it, these classification methods fail to detect Dolos queries,

because Dolos generates different codes with each fresh training. The locations of the very

small fraction of queries using Base-32 encoding with Dolos are staggered depending on

the input, and even if a few of these are detected, these defenses cannot easily categorize a

domain as malicious.

Anomaly detection methods are effective in detecting baselines but fail

to detect Dolos due to the similarity of the queries it generates, to benign traffic.

Nadler et al. [177] detects high entropy codes (e.g., Base-64, and Base-32) and thus is

effective in detecting the Iodine variants. The other methods including Dolos are less

easily detectable; specifically, the entropy of Dolos is very similar to that of benign queries.

Jawad et al. [10] achieves much higher detection rates with the baselines (> 0.5 detection

probability), but Dolos goes undetected. This is because even when considering multiple

features, Dolos’s encoding largely resembles benign traffic enabling it evade even this

arguably strongest among defenses that do not need to be trained with malicious samples.

AUC scores. We assess the ability of the encoding methods in generating queries indistin-

guishable from benign traffic, using AUC scores (see §4.6.1) in Table 4.4. Since, Jawad et

al., considers the length of a query in making an inference, to ensure that length is a non-

factor in triggering anomalies (only the encoding matters), we impose that malicious traffic

of the other baselines are also consistent with the benign query lengths (Dolos’s GAN

based encoding ensures this). We use multiple ROC curves where, in each, fake and benign

queries of equal length are plotted. On average Dolos has ≈2× lower AUC score when
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Table 4.2: Detection probability of defensive methods against the considered attacks.

Dolos evade all detection methods because of the similarity of its encoding to benign

traffic; the baselines are flagged by at least a sub-set of the defenses.

Method

Anomaly Detection methods Classification methods

Nadler et al Jawad et al Buczak et al Liu et al Chen et al

Thapar ISI-HOST Thapar ISI-HOST Thapar ISI-HOST Thapar ISI-HOST Thapar ISI-HOST

Iodine-64 + (RT) 0.75 0.59 1 0.98 0.89 0.9 0.92 0.94 0.94 0.96

Iodine-32 + (RT) 0.25 0.32 0.51 0.54 0.88 0.88 0 0 0.94 0.96

Hex + (RT) 0.03 0.02 0.53 0.58 0.92 0.92 0 0 0.94 0.96

FramePos + (RT) 0 0.09 0.57 0.87 0.92 0.92 0.89 0.91 0.94 0.96

DOLOS (GT) 0.04 0.01 0.03 0.06 0 0 0 0 0 0

DOLOS (ISI-rdns) 0.04 0.02 0.02 0.04 0 0 0 0 0 0

Table 4.3: Detection probability of rule based de-

fensive methods against attacks (empowered with

Dolos’s rate tuning).

Method

Rule Based Methods

Zeek ZeekQ Ishikura Paxson et al

Thapar ISI-HOST Thapar ISI-HOST Thapar ISI-HOST Thapar ISI-HOST

Iodine-64 + (RT) 0 0 0 0 0 0 0.17 0.3

Iodine-32 + (RT) 0 0 0 0 0 0 0.1 0.16

Hex + (RT) 0 0 0 0 0 0 0 0.07

FramePos + (RT) 0 0 0 0 0 0 0 0

DOLOS (GT) 0 0 0 0 0 0 0 0.08

DOLOS (ISI-rdns) 0 0 0 0 0 0 0 0.06

Table 4.4: AUC scores of encoding

methods with Jawad et al.

Method Text Credit Cards Logs Images

Iodine-64 0.996 0.996 0.996 0.996

Iodine-32 0.63 0.62 0.68 0.68

Hex 0.995 0.995 0.995 0.995

FramePos 0.998 0.998 0.998 0.998

DOLOS 0.34 0.35 0.34 0.38

compared against the best baseline (i.e., Iodine-32) when tested against Jawad et al. [10].

The lower AUC with Dolos implies that the baseline encoding methods are more likely to

be detected than Dolos even if query length is not a factor, i.e., the encoding with Dolos

can better evade detection compared to baselines.

A case study from previous DNS exfiltration attacks. In a previous attack [109],

attackers were able to steal 40M credit cards from US Target stores in 2013 (estimated to

be from 1790 stores at that time [265]). The total amount of exfiltrated data was ≈ 4GB.
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Figure 4.7: Jawad et al. defense [10] PFQ on Text, Credit Card, and Logs and Images

datasets, respectively, for varying exfiltration rates. The PFQ when using Dolos is much

lower than encoding baselines. The red stars represent Dolos’s (holistic) performance.

Motivated by this, we ask how fast we can exfiltrate this amount of data compared to the

baselines when the attacker compromises the same number of devices. We fix the number

of queries per day to 80 and transmit to 120 remote servers, and exfiltrate a 4GB file over

varying number of days. We evaluate Dolos (with the same fixed rate (Dolos (FT)) along

with the baselines with Jawad et al.; this is the best performing defense (other defenses are

inferior as seen in Table 4.2) from those that do not need malicious samples for training.

We also show how holistic Dolos performs.

Dolos can exfiltrate data more than 2.5 × faster, than the baselines,

without being detected, when evaluated with Jawad et al. [10]. We consider the

fastest time to exfiltrate a 4GB file with different PFQ thresholds (see § 4.6.1). The results

in Fig. 4.7 show that Dolos exfiltrates data much faster and yet is undetected. For example,

with the logs dataset, Dolos can potentially go almost undetected even when completing

exfiltration in 3 days; in comparison, the closest baseline takes over 8 days if it is to go

undetected. In practice, the holistic version of Dolos (shown by the red stars) uses rate

tuning (the best fixed rate is unknown) and so performs slightly worse. Importantly, if

any of the baselines was to exfiltrate data within 4.5 days (worst case with full Dolos),

they would almost surely be detected. We also want to emphasize that this is only with the
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defense by Jawad at al. As discussed earlier, if a plurality of defenses are used, the baselines

almost always are detected, unlike Dolos (e.g., with classifiers).

Queries with decoding errors. Next, we report the percentage of queries that were

handled by Dolos’s error recovery module. The percentages of such queries for Text,

credit cards, Logs and Images datasets are 8%, 5%, 4% and 18%, respectively. While

images have the highest error rates (in comparison with others) the rate is still very small

to significantly affect stealth.

4.6.3 Dolos Complexity

We had earlier discussed the time for training Dolos offline (§ 4.6.1). Here, we

examine its runtime complexity.

Clustering. The complexity of Dolos’s clustering depends on the benign query

rate of the victim and the number of unique domains. Computations are amortized over a

time window and require low CPU workloads. The average number of clusters per domain

is 70 against each of which, each query is compared; this takes 1.5ms. With regards to space

overhead, we store the number of clusters for each unique domain, as well as their represen-

tative queries. The maximum needed space for a 24-hour window is 0.6MB (600KB), which

is insignificant with respect to today’s computers.

Data encoding. We measure the average encoding duration at test time, on a 2.9

GHz laptop CPU with 3 different batch sizes (1, 8 and 16). The average encoding times

are 1.4s, 0.452s and 0.28s, respectively. Since the exfiltration queries are sent at time scales

of seconds/minutes to avoid detection, this overhead has a negligible influence on the rate.

With regards to the space overhead, the model sizes for text, credit card and logs models
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and images are 59M, 22M and 18M, 30M, respectively. On average, the size of the encoder is

35MB, which is very small given the disk and memory of today’s machines. The size of the

decoder is the same as the encoder associated with a given dataset. The average decoding

times for batch sizes (1,8 and 16) are 1.5s, 0.49s and 0.31s, respectively. We break up

the model into multiple files to reduce the storage footprint; the model can be composed

from these scattered files in the memory during operation with negligible additional time.

Further optimization to smaller and cheaper architectures (e.g., using model pruning or

knowledge distillation) is viable but left for future work.

4.6.4 Real implementation details and results

We host a domain we purchased from godaddy.com, on two name servers as de-

scribed in RFC [174]. The two name servers are Windows server 2019 virtual machines de-

ployed on Microsoft Azure. We use the default Microsoft DNS server [170], and we generate

CNAME DNS records for the generated domain as *.dolos.com (fake name for anonymity

reasons). This makes the server respond to DNS queries with any subdomain under do-

los.com with the default configured IP address. We use the default DNS logging system

to decode queries to their original representations. Client queries (regardless of whether

they are benign or malicious) are generated using a Mac pro laptop with nslookup. We use

three popular public DNS resolvers: Google (IP:8.8.8.8), Control D (IP:76.76.10.0) and

CloudFlare (IP:1.1.1.1). In addition we also experiment with the DNS resolver (owned

by our institution). We capture DNS queries on the local machine and extract the features

required to make an inference using the defenses we considered in § 4.6.1. In our exper-

iments we exfiltrate a 10KB text file with an average chunk length of 90 characters. We
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repeat the exfiltration with Dolos and each baseline, but the benign queries are only those

that are naturally generated. These constraints are imposed because we do not want to

cause unintentional damage to either the public or our institutional DNS resolvers (e.g.,

DDoS attacks).

Real Implementation results. Since we are unaware if these real systems

deploy defenses, we also pass the traffic through Jawad et al., for safety. Flagged queries

are stopped and do not reach the destination. We use all considered name servers in

this experiment. Finally, we ended up retrieving all fake queries that were not detected

by Jawad et al., which suggests that the public DNS resolvers do not employ any potent

defense (although we cannot verify this explicitly). We will investigate this in the future by

talking to administrators or other means (e.g., security blogs).

4.7 Discussion

Defending against BigEye. One potential defense against BigEye is to use program

analysis to identify programs responsible for creating DNS queries for exfiltration. One can

check if a program accesses (i) confidential files and (ii) inputs those to a processing engine.

However, running such analyses on all programs on all hosts is expensive. Instead, one

can monitor the DNS queries and use a detector or ensemble of detectors with somewhat

lower detection thresholds (i.e., higher detection rate of attacks but high false positives).

Expensive program analysis can be used as a second filtration layer on only those programs

that generated these queries.
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Exfiltrating multiple types of data. To exfiltrate multiple types of data, one can train

and use multiple encoders. At run time, the malware can include a codeword to indicate

the type of data being exfiltrated. The remote server then uses the appropriate decoder for

recovery.

Whitelists and their impact on BigEye. Enterprises could use whitelists to block

access to BigEye’s remote server. Today, the deployed whitelists specify the only domains

that users can access (i.e., all other domains are inaccessible/blocked by default). [179]

suggests that the top (most popular) one million domains could be used as such, in a

whitelist. However, we argue that such whitelists are highly impractical in the real world,

because access patterns to domains/websites could vary significantly over time. This makes

it infeasible for network operators to keep such lists up to date without inducing blockages

to benign domains. Google reports that about 4% of the 2 billion domains are accessed

with between 10 and 1000 visits, in a month [228]. This is about 80 million websites and

not all of these can be in the top-1-million whitelist described in [179]. In other words,

having whitelists with a million pages causes more problems for defenses in terms of false

positives and thus is not useful against BigEye.

Out-of-order packet delivery. In-order packet delivery from the compromised host to

the remote domain is not guaranteed by the DNS protocol. To ensure delivery guarantees,

new attributes such as sequence numbers may be needed. This aspect is left for future work.

We highlight that BigEye decodes each query independently. Thus, we believe that using

the decoded queries, an ML model can assess the received queries to determine whether

they were received in order and rectify the order if necessary.
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4.8 Related Work

Text generation. GPT [205] and BERT [64] are ML methods to synthesize text sim-

ilar to training text. However, our problem differs since we seek a latent space repre-

sentation, largely decodable to its raw form. Similarly, GANs have been used for text

generation [139,278] but do not handle multiple goals (mimicking benign traffic and ensur-

ing decodability). Recent work uses multiple generators and discriminators with different

loss functions in order to achieve a single objective (e.g., generating better synthetic im-

ages [86,231]). However, Dolos seeks to fulfil multiple objectives.

Adversarial Perturbations. There is work on perturbing inputs to deceive a neural net-

work (e.g., [244,283]). Such methods cannot be readily applied to modify exfiltration data.

NIDSGAN [283] perturbs packet headers while adhering to domain constraints to deceive

ML-based intrusion detection systems. However, they only have one objective (evasion).

Encoder-decoder frameworks. ML-based encoder-decoder frameworks have been stud-

ied. For example, [76] builds such a framework to send text data over an erasure channel.

This work differs from ours in two ways. First, the latent representations are continu-

ous whereas in our case, they are discrete (they form the fake queries). Beyond this, our

approach has constraints on the latent space (it should resemble benign traffic). A work

close to ours is [124], where the authors design an end-to-end communication system over

an erasure channel but constrain the latent representation to binary values. The problem

differs from ours because, in addition to constraining the representation to characters used

by DNS, we also have additional requirements (e.g., stealth and decodability).

Detection. As discussed, defenses against DNS exfiltration are either rate based [71, 128]
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or encoding based [61,123,140,149,163,276]. These methods were either considered in our

evaluations in § 4.6.2 or are very similar to those considered and we expect them to fail in

detecting Dolos.

DNS Exfiltration tools. Today’s DNS exfiltration tools such as DNSmessanger [42],

DNSteal [83] and Iodine [54], use DNS query types that do not conform with benign traffic

and/or use the traditional encoding (e.g., Base-64, Base-32 and Hex) that are inefficient and

detectable. For example, DNSmessager uses DNS type TXT, which, as discussed, is easily

detectable.

4.9 Conclusions

In this work, we show that contrary to the common belief that current defenses

have succeeded in curbing DNS exfiltration, our GAN-guided approach, Dolos, can achieve

successful exfiltration. Dolos encodes the exfiltration data such that it not only mimics

benign traffic to fool defenses but also achieves significantly faster exfiltration than what

is possible today. In addition, it includes a rate tuning module that is key in preventing

the attack from being detected in a blackbox setup. Finally, Dolos also ensures that

exfiltrated data is fully decodable at an external site like with traditional methods. Our

evaluations show that Dolos can exfiltrate data 25 × faster than the baselines, if the

detection probability needs to be kept low (< 0.15).
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Algorithm 2 Training Dolos Encoding

Input: exfiltration and benign DNS datasets , accD

Input: Validation dataset (VD), Validation Model (VM )

Input: Validation model fooling rate threshold (β)

Input: Training time out threshold (H)

for γ in range (0.5,1.5,0.1) do

Initialize Dec, Dis, Enc with latent space of size γ ∗ Lmi

while True do

(1) Sample batches from exfiltration dataset and benign dataset of size B.

(2) Update the Discriminator as follows: ∇θDis
1
B

∑B
k [log(Dis(xk)) + log(1−Dis(Enc(zk))).

(3) Update the Encoder: ∇θEncα
1
B

∑B
k [log(1−Dis(Enc(zk))) + (1− α) ∗ 1

Lmi

∑
j log(pĉj ).

(4) Update Decoder with ∇θDec
1

Lmi

∑
j log(pĉj ).

if 1
|VD|

∑
v∈VD

1( argmax Dec(Enc(v)) = v ) ≥ accD & VM (Enc(VD)) ≥ β then

return trained Dolos

end if

if # of batches ≥ H then

break {Need a bigger encoding size}

end if

end while

end for=0
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Algorithm 3 Dolos clustering methodology

Input : list requests to a domain (Queries), threshold

Initialize clusters set (ClusSet)

for newQ in Queries do

for q in ClusSet do

if JaccardSimilarity(newQ,q) ≥ threshold then

Break {Found a match}

end if

end for

if no match then

ClusSet ← newQ {Create new cluster with query newQ}

end if

end for=0
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Chapter 5

Conclusions

In this dissertation, we identified multiple networking applications in constrained

environments where machine learning can advance the state-of-the-art beyond traditional

methods. We first presented BigEye, which detects and summarizes key global events from

distributed data sources using a very limited amount of data. We analytically showed that

BigEye can achieve the same accuracy as cases where data is available centrally, with less

than 1% of the entire data volume empirically demonstrated.

Next, we introduced AcTrak, a reinforcement learning-based control system for

steering camera movements within a specified area of interest. The trained RL agent or-

chestrates camera movements to effectively balance the trade-off between zoom levels.

Finally, we introduced Dolos, demonstrating how ML-based malware can evade

DNS exfiltration defenses to exfiltrate data undetected. Dolos is a framework that trains

an ML-based encoder and decoder to encode exfiltrated data to resemble benign traffic,

thereby evading defenses and ensuring the encoded data can be decoded back to its original
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representation. Additionally, Dolos uses heuristic approaches to dynamically adjust the

exfiltration rate at runtime to evade detection.
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