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Short-Term Precipitation Forecast Based on the PERSIANN System and LSTM Recurrent Neural Networks

Ata Akbari Asanjan1, Tiantian Yang1,2, Kuolin Hsu1,3, Soroosh Sorooshian1, Junqiang Lin4, and Qidong Peng4

Abstract Short-term Quantitative Precipitation Forecasting is important for flood forecasting, early flood warning, and natural hazard management. This study proposes a precipitation forecast model by extrapolating Cloud-Top Brightness Temperature (CTBT) using advanced Deep Neural Networks, and applying the forecasted CTBT into an effective rainfall retrieval algorithm to obtain the Short-term Quantitative Precipitation Forecasting (0–6 hr). To achieve such tasks, we propose a Long Short-Term Memory (LSTM) and the Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIANN), respectively. The precipitation forecasts obtained from our proposed framework, (i.e., LSTM combined with PERSIANN) are compared with a Recurrent Neural Network (RNN), Persistency method, and Farneback optical flow each combined with PERSIANN algorithm and the numerical model results from the first version of Rapid Refresh (RAPv1.0) over three regions in the United States, including the states of Oregon, Oklahoma, and Florida. Our experiments indicate better statistics, such as correlation coefficient and root-mean-square error, for the CTBT forecasts from the proposed LSTM compared to the RNN, Persistency, and the Farneback method. The precipitation forecasts from the proposed LSTM and PERSIANN framework have demonstrated better statistics compared to the RAPv1.0 numerical forecasts and PERSIANN estimations from RNN, Persistency, and Farneback projections in terms of Probability of Detection, False Alarm Ratio, Critical Success Index, correlation coefficient, and root-mean-square error, especially in predicting the convective rainfalls. The proposed method shows superior capabilities in short-term forecasting over compared methods, and has the potential to be implemented globally as an alternative short-term forecast product.

1. Introduction

Precipitation is one of the crucial elements of the hydrological cycle, and an important weather phenomenon, which affects human lives in many aspects. Accurate and timely information regarding the upcoming, especially short-term, precipitation events can prevent financial and life losses. In particular, short-term precipitation forecasts, referred to 0–6 hr of lead time, are acute for flash flood warning, flood forecasting, and other hydrological applications (Ganguly & Bras, 2003; Kuligowski & Barros, 1998b; Liu et al., 2017; Vasiloff et al., 2007; Zhu et al., 2017).

Previous studies had shown that the Numerical Weather Prediction (NWP) models and the extrapolation-based methods are frequently used in the short-term precipitation forecast (Bright & Mullen, 2002; Golding, 1998; Kuligowski & Barros, 1998a; Nam et al., 2014; Robertson et al., 2013; Zahraei et al., 2013). The NWP models are using physical characteristics of related atmospheric processes to simulate the dynamics of many meteorological properties, and one of the most important variables is precipitation (Faridzad et al., 2018; Golding, 1998; Ritter & Geleyn, 1992; Warner et al., 1997; Yang, Tao, et al., 2017; Zahraei et al., 2012, 2013). In recent years, the NWP models have improved significantly in many aspects (Ballard et al., 2016; Sun et al., 2014; Wang et al., 2016). For example, the temporal and spatial resolutions of the NWP forecasts have been enhanced by advanced computational resources (Bližňák et al., 2017; Wang et al., 2016). The high-resolution NWP forecasts enabled researchers to improve prediction skills for convective systems (Sun et al., 2014). Despite the improvements attained, the NWP models are still facing many limitations in the short-term forecasting (Foresti et al., 2016). The NWP models with short-range
forecasting purposes require more observational data with higher quality and more effective assimilation methods to overcome the spin-up problems (Shrestha et al., 2013; Wang et al., 2016). Moreover, convective systems require more than sophisticated assimilation methods and sufficient data (Sun et al., 2014). Fine spatial and temporal forecasts are also required for convective studies in order to improve the uncertainties associated with model spin-up and rapid error growth problems (Sun et al., 2014; Wang et al., 2016). Despite the deficiencies of NWP models, they are vastly trusted and used by governmental agencies. In this study, we use the first version of Rapid Refresh (RAPv1.0) model forecasts from National Oceanic and Atmospheric Administration (NOAA)/National Centers for Environmental Prediction (https://rapidrefresh.noaa.gov/) as a numerical baseline comparison to the proposed model.

The RAP is an hourly updated regional NWP model over North America. The RAP model benefits from the community-based Advanced Research version of the Weather Research and Forecasting model and NOAA’s Gridpoint Statistical Interpolation analysis system (GSI; Benjamin et al., 2016). The RAPv1.0 forecasts are presented with 13 × 13-km spatial resolution and hourly temporal resolution, which makes the model a proper benchmark candidate.

Different from the NWP models, extrapolation-based methods, or data-driven methods, belong to another category of tools to predict precipitation. The main difference between the NWP models and extrapolation-based methods is that the extrapolation-based methods use statistical approaches to extrapolate the current state of precipitation while the NWP models imitate the rainfall dynamics by using physically-based governing equations. However, the extrapolation-based methods have the advantage of achieving higher forecasting skills during the first few hour(s) of precipitation events with a relatively lower computational cost than the NWP models (Zahraei et al., 2012, 2013). Kuligowski & Barros (1998b) implemented a Three Layer Feed Forward Neural Networks to forecast hourly rainfall in 0- to 6-hr range over Pittsburgh, Pennsylvania. The authors used radiosonde-based 700-hPa wind direction and the historical data of a precipitation gauge network surrounding the target gauge. The results show improvement in rainfall forecasts up to 6 hr. Zahraei et al. (2012) introduced a pixel-based short-term forecasting algorithm. The method tracks severe precipitation events using an iterative algorithm to obtain the advection of mesh cells in space and time (Zahraei et al., 2012). In addition, authors also extrapolated the storm events up to 3 hr using advection field information and a pixel-based Lagrangian dynamic model (Zahraei et al., 2012) and compared the results with the Watershed-Clustering Nowcasting and Persistency methods for 10 storm events over the continental United States (CONUS). The authors evaluated the forecasts from their model along with the two benchmarks using Q2 radar observations. The results obtained by Zahraei et al. (2012) showed promising improvement in terms of verification metrics. As suggested by the above literatures, machine learning and statistical methods have shown their potential to improve the short-term forecasting skills and become popular methods to forecast precipitation events.

The objective of this study is to propose an advanced deep learning algorithm, termed Long Short-Term Memory (LSTM), to forecast the next time step of Cloud-Top Brightness Temperature (CTBT) images from infrared (IR) channel of GOES satellites and iteratively feed the forecasted CTBT image as input to obtain precipitation forecasts with up to 6 hr ahead of time. To demonstrate this concept, we compare the results from the proposed LSTM method with a number of classical extrapolation-based methods, including the Recurrent Neural Networks (RNNs) introduced by Elman (1990), the Farneback Optical Flow method developed by Farnebäck (2003), and Persistency method.

The first generation of RNNs was introduced by Jordan (1997) and then Elman (1990) to find the temporal structure of time-dependent variables. Elman (1990) added a context unit to FeedFroward Neural Network (FFNN) architecture in order to represent the information from previous time steps. This structure, often called Elman Networks, has an internal memory of the past events and extends the learned information with an assumption of consistent characteristics of data over time. In general, RNNs are capable of providing a better internal state in comparison with FFNN models and other existing temporal models (Connor et al., 1994; Graves & Schmidhuber, 2005). Despite the soundness of the Elman Networks, the model faces many challenges in learning sequential patterns. According to Guo (2013), one of the challenges is that the RNNs cannot sufficiently be trained by classical backpropagation (BP) algorithm. Hochreiter et al. (2001) and Hochreiter and Schmidhuber (1997a) also indicate the inability of RNNs in learning long-term dependencies even with using more effective learning algorithms like BP Through Time (BPTT). The reason for this
shortcoming in RNNs is the limitations within the BP, which is not suitable for sequential models (Guo, 2013). Many approaches were attempted to improve the general learning capabilities of the Neural Networks (Rumelhart et al., 1985; Werbos, 1988; Williams & Zipser, 1989; Yang, Asanjan, Faridzad, et al., 2017; Yang, Asanjan, Welles, et al., 2017). Despite the improvements in training procedure of RNNs, they cannot capture the temporal features especially the long-term dependencies (Hochreiter et al., 2001; Hochreiter & Schmidhuber, 1997a).

To improve the sequential learning skills of the RNNs, the first LSTM was proposed by Hochreiter and Schmidhuber (1997b). The proposed architecture includes a concept of control gates to control the flow of information and prevent the possible model perturbations caused by useless data. Later Gers et al. (2000) introduced a LSTM with abilities to forget useless memories from the memory cell by adding a forget gate to deal with uninformative memory contents.

The overall architecture of LSTM block differs from traditional RNN in two major aspects: (1) the LSTM block tends to excel in learning skills using a sophisticated gated approach where one gate learns the relevance of the input information (input gate), and the other gate learns the importance magnitude of the relevance information (network gate). Putting the above-mentioned gates along with forget gate, which clears the memory of the LSTM block from useless information, creates an efficient and effective learning scheme. On the contrary, traditional RNNs have simple learning scheme, which affects the performances, and (2) the gating structure of the LSTM block allows the model to prevent the gradient decay problem which exists in the traditional RNNs. Thus, allowing LSTMs to learn more complex and longer-range behaviors comparing to traditional RNNs.

In general, LSTM models have shown groundbreaking skills on complex sequential tasks (Byeon et al., 2015; Eck & Schmidhuber, 2002; Graves, 2013). For example, Sundermeyer et al. (2012) used a LSTM model for an English and French language modeling task. The authors found 8% incomprehension improvements as compared to the standard RNNs (Elman Networks) using English Treebank-3 Corpus and the French corpora data sets. Srivastava et al. (2015) designed a LSTM autoencoder to reconstruct and forecast patch sequences of YouTube videos from the Sports-1M data set.

Despite the broad application of LSTM models across different research areas, there are limited studies investigating the applications of LSTM variants in the short-term precipitation forecasting. Shi et al. (2015) introduced a new Neural Network layer, which is an integration of convolutional layer and LSTM layer, termed as ConvLSTM, to better capture the spatiotemporal characteristics of precipitation events. The authors used an encoding-forecasting structure, and radar precipitation data over Hong Kong to forecast precipitation in short range (0–6 hr). Heye et al. (2017) used a similar approach to that used by Shi et al. (2015) and used the ConvLSTM autoencoder to overcome the short-term precipitation forecasting problem. Heye et al. (2017) used NEXRAD radar precipitation data to forecast the upcoming precipitation events.

The aim of current study is to introduce a precipitation-forecasting algorithm that has potentials of becoming an accurate short-term precipitation forecasting product in quasi-global coverage. To address the above-mentioned bottleneck, we used the CTBT data set from GOES satellites, which is a homogenous and continuous data set instead of directly using precipitation data. As compared to the rainfall data, the CTBT data obtained from the GOES satellites provide continuous values for each pixel, and less randomness in the time dependencies on each pixel as the changes of temperature follows the continuity governing law of heat transfer. In contrast, the rainfall characteristics of each pixel are relatively discrete and lack the temporal dependency, especially for small rainfall events. In addition, CTBT data set, provides high temporal and spatial resolution microphysical information regarding the cloud locations and cloud-top temperature (Arkin et al., 1994; Behrangi et al., 2009), which are essential information for precipitation forecasting purposes. The high frequency of CTBT images, which are available for the quasi-global domain, makes the CTBT data set unique and popular for capturing fast varying precipitation fields (Xu et al., 1999).

In order to take advantage of CTBT data set, an effective precipitation retrieval algorithm is required. Due to the indirect relationship of CTBT and precipitation rates (Arkin et al., 1994; Behrangi et al., 2009; Xu et al., 1999), nonlinear mapping functions such as Artificial Neural Networks (ANN) have shown promising potentials in estimating rainfall intensities from CTBT information. In this study, an effective ANN-based precipitation retrieval algorithm termed as Precipitation Estimation from Remotely Sensed Information using ANNs
(PERSIANN) is used. The PERSIANN algorithm is a suitable candidate for estimating precipitation from short-term CTBT forecast due to the capability of the model in estimating high-resolution half-hourly rainfall rate maps where other precipitation retrieval models have coarser temporal resolution (AghaKouchak et al., 2011; Behrangi et al., 2009).

The PERSIANN algorithm introduced by Hsu et al. (1997) is an effective and efficient approach in retrieving rainfall using CTBT data in quasi-global coverage (60°N to 60°S). For instance, Katariae-Boroujerdy et al. (2013) investigated the performance of CMORPH, PERSIANN, adjusted PERSIANN, and TRMM-3B42 V6 algorithms over Iran, and their results demonstrate that adjusted PERSIANN and TRMM-3B42 V6 are more reliable than other tested products over their case study. AghaKouchak et al. (2011) evaluated the performance of CMORPH, PERSIANN, TMPA-RT, and TMPA-V6 in detecting the extreme precipitation events over the central United States. The authors compared the satellite precipitation data sets to the Stage IV radar data set and found out that CMORPH and PERSIANN have better Probability of Detection (POD) skills comparing to the other products; however, their False Alarm Ratio (FAR) and intensities are higher than TMPA-RT and TMPA-V6. Therefore, we utilized the PERSIANN algorithm to estimate precipitation from forecasted CTBT data.

Besides the methods implemented in this study, two frequently used baseline methods termed as Persistency and Farneback optical flow methods are also implemented to compare the performances of extrapolation-based methods for CTBT and precipitation forecasts. The Persistency method takes the last observed information and assumes no changes will happen during all the lead times (French et al., 1992; Hall et al., 1999; Zahraei et al., 2013). Farneback optical flow method takes last two most recent data and extracts the advection flows for each pixel using the dense optical flow technique. The method assumes steady advection throughout the forecasts and uses the same advection to predict further in time. In this study, first, we forecasted CTBT images using the LSTM, RNN, Persistency, and Farneback models, and then used the PERSIANN algorithm to estimate the corresponding precipitation fields.

Many studies have focused on variations of precipitation types over the United States (Fovell, 1997; Higgins et al., 1998; Wallace, 1975). Based on the different precipitation regimes and types, we select three case studies to evaluate the performances of the proposed LSTM model jointly used with the PERSIANN algorithm under different precipitation mechanisms. Based on the existing precipitation classifications, most of the rainfall events over the states of Oklahoma and Florida are associated with convective systems. In additional, the state of Oregon is also studied to investigate the capabilities of the proposed model under advection-dominant orographic precipitation pattern. The study is designed into two sets of experiments. In the first set of experiment, we compare the CTBT forecast skills of the LSTM, RNN, Persistency model, and the Farneback method for the whole testing period. In addition, the corresponding precipitation forecasts obtained from the combination of the models with the PERSIANN algorithm (respectively referred to as LSTM-PER, RNN-PER, Persist-PER, and Farne-PER) alongside RAPv1.0 numerical forecasts are compared for the whole testing period. In the second set of experiments, we investigate the visual precipitation forecasts from LSTM-PER, RNN-PER, Persist-PER, Farne-PER, and RAPv1.0 for a single precipitation event over each case study region. The rest of this paper is organized as follows. Section 2 describes the implementation steps for obtaining forecasts from the RNN, LSTM, and rainfall estimations for corresponding CTBT forecasts using the PERSIANN algorithms; section 3 provides the details for the data sets and case studies, and parameters of the employed models; section 4 presents the results and discussion. Lastly, the main findings, conclusions, limitations, and future works are presented in section 5.

2. Methodology

2.1. RNNs

The RNNs are capable of encoding information from past events in an internal state (Lipton et al., 2015). The Elman Networks or the Elman-type RNN is one of the most commonly used RNNs (Mao et al., 2014). The Elman-type RNN introduces a context unit in the hidden layer, which is able to learn the time-dependent information (Elman, 1990). In this paper, a standard Elman-type Network (Figure 1) is employed. The employed RNN consists of an input layer, which is connected to the hidden layer of the model. The hidden layer has a one-on-one connection to the context layer, which carries the temporal information. In other words, the context layer is another input to the model to represent the time-varying characteristics by
creating an inner loop. The hidden layer is also connected to the output layer to forecast the next time step (Figure 1). In details, a sequence of the CTBT images retrieved from the GOES satellites is first normalized to a range between 0 and 1. The normalized CTBT images at each time step (e.g., at time $t$) are fed into the RNN model to forecast the next time step (e.g., time $t+1$). To further discuss the structure of the implemented RNN, let us assume $x = (x_1, \ldots, x_T)$ to represent the sequence of CTBT images from time step $t=1$ to $T$, respectively. As shown in Figure 1, the normalized input image $x_t$ is fed into the model, and the RNN model computes the hidden vector sequence $h = (h_1, \ldots, h_T)$ by

$$h_t = \sigma(W_i x_t + U_j h_{t-1} + b_j)$$

$$\sigma(a) = (1 + \exp(-a))^{-1}$$

$$i = 1, \ldots, n_0 \quad n_0 = \text{number of input nodes}$$

$$j = 1, \ldots, n_1 \quad n_1 = \text{number of hidden nodes}$$

where $W$ is the input-hidden weight vector, $U$ is the context unit weight vector, and $b$ denotes the bias vector. The calculation of outputs is shown in the following equation (3):

$$y_t = V_h h_t + b$$

where the vector $y = (y_1, \ldots, y_T)$ is the output of the model for time step $t = 1, 2, \ldots, T$; and $V$ is the hidden-output weight vector.

The cost function is set to the mean square error (MSE) function detailed as follows:

$$E = \frac{1}{N} \sum_{i=1}^{N} (y_i - o_i)^2$$

where $E$, $o_i$, and $N$ are the output layer error term, target values of $i$th sample, and the total number of samples, respectively. The described RNN model is trained using the BPTT scheme (Rumelhart et al., 1988).

In order to use the above model for forecasting multiple time steps, an iterative forecast scheme is used in which the model output is fed into the model as the next time step input for desired multiple times. For instance, the first input at time $t = 1$ is fed into the model, and the output is the forecasted CTBT image at $t = 2$. Then, the forecasted CTBT image will be fed into the model as input and the output will forecast the CTBT image at time $t = 3$, and so on.
2.2. LSTM Algorithm

LSTM is a complex recurrent model developed by Hochreiter and Schmidhuber (1997b) to address the deficiencies of RNNs. As mentioned in the previous section, RNN models have simple hidden structures made of a context layer. However, LSTMs consist of one or many memory blocks as its fundamental units, and the memory blocks contain memory cell(s) and gates to control the information flow of the system. According to the literature, there have been many types of LSTM developed to improve the performance of the original model, such as LSTM with Forget gate (Gers et al., 2000), LSTM with peephole connections (Gers & Schmidhuber, 2000), and GRU (Cho et al., 2014). Greff et al. (2017) investigated eight variants of LSTM on different tasks and concluded that there was no significant difference with regard to the performance of different versions of LSTM algorithms. The employed LSTM is from Gers et al. (2000), and a conceptual illustration of the implemented model is shown in the following Figure 2.

As it is shown in Figure 2, a LSTM block consists of an input gate, a forget gate, a memory cell, and an output gate. The following equations (5)–(9) represent the mathematics behind the LSTM Memory Block:

\[ i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + b_i) \]  
\[ f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + b_f) \]  

Figure 2. The conceptual illustration of employed LSTM: The \( x_t \) and \( y_t \) represent the normalized input and the output forecast at time \( t \), respectively. The \( V \) represents the LSTM output weights. The Network, Input, Forget and Output gate and Cell are the main components of the Memory Block. The \( \sigma_i, \sigma_f \) and \( \sigma_h \) represent the activation functions used for different gates. Note that \( \sigma_g \) and \( \sigma_h \) both represent the tanh activation function in this study. LSTM = Long Short-Term Memory; CTBT = Cloud-Top Brightness Temperature.
A 3 × 3 neighborhood is used. The inputs for the regression layer. The 15 × 15 is the size of the hidden layer, and the neighborhood index of each pixel whether if it is land, coast, or ocean as inputs, and the CTBT image as inputs to estimate the displacement of each pixel. The Farneback method, which was originally developed by (Hsu et al., 1997). The heart of PERSIANN consists of a three-layer FFNN with a Self-Organizing Feature Map (Kohonen, 1982) and a regression layer (Figure 3).

The PERSIANN algorithm takes the CTBT images along with the 3 × 3 and 5 × 5 spatial mean and standard deviation of the CTBT image, and the location index of each pixel whether if it is land, coast, or ocean as inputs, and provides precipitation information. The Self-Organizing Feature Map layer uses an unsupervised technique to classify different patterns of input data. Then, a linear regression will estimate precipitation based on the most relevant feature of the hidden layer and its neighborhood.

The PERSIANN has been validated over different regions worldwide, and the reported results indicate promising performances of accurate precipitation estimations (AghaKouchak et al., 2011; Hsu et al., 1997; Kätirae-Boroujerdy et al., 2013; Moazami et al., 2013; Romilly & Gebremichael, 2011).

### 2.3. PERSIANN Algorithm

The PERSIANN is an efficient and effective precipitation estimation algorithm, which was originally developed by (Hsu et al., 1997). The heart of PERSIANN consists of a three-layer FFNN with a Self-Organizing Feature Map (Kohonen, 1982) and a regression layer (Figure 3).

The PERSIANN algorithm takes the CTBT images along with the 3 × 3 and 5 × 5 spatial mean and standard deviation of the CTBT image, and the location index of each pixel whether if it is land, coast, or ocean as inputs, and provides precipitation information. The Self-Organizing Feature Map layer uses an unsupervised technique to classify different patterns of input data. Then, a linear regression will estimate precipitation based on the most relevant feature of the hidden layer and its neighborhood.

The PERSIANN has been validated over different regions worldwide, and the reported results indicate promising performances of accurate precipitation estimations (AghaKouchak et al., 2011; Hsu et al., 1997; Kätirae-Boroujerdy et al., 2013; Moazami et al., 2013; Romilly & Gebremichael, 2011).

### 2.4. Farneback Dense Optical Flow Method

The Farneback dense optical flow method is used in this paper to investigate the performance of optical flow methods, and from now on will be called Farneback method. The Farneback method is a robust algorithm, which takes two sequences of images to estimate the displacement of each pixel. The Farneback method, first, approximates the neighborhood of each pixel using a quadratic polynomial equation:

\[
f_1(x) = x^T A_1 x + b_1^T x + c_1
\]

where \( A_1, b_1, \) and \( c_1 \) are a symmetric matrix, a vector, and a scalar coefficient, respectively. The weights for above equation are estimated using a weighted least squares fit. By creating a new signal \( f_2 \) with a global displacement of \( d \), the following equations can be obtained:

\[
\begin{align*}
f_2(x) &= f_1(x - d) \\
f_2(x) &= (x - d)^T A_1 (x - d) + b_1^T (x - d) + c_1 \\
f_2(x) &= x^T A_2 x + (b_1 - 2A_1 d)^T x + d^T A_1 d - b_1^T d + c_1 \\
f_2(x) &= x^T A_2 x + b_2^T x + c_2
\end{align*}
\]

The key outcome of the above equilibrium is
from which the translation \(d\) can be solved if \(A_1\) is non-singular

\[
d = \frac{(b_2 - b_1)}{2A_1}
\]

In addition to the above-mentioned strategy, a series of fine-tuning is applied to minimize the errors and provide high-performance dense advection fields (Farnebäck, 2003).

### 2.5. RAP NWP Model

The RAP models are one of the operational assimilation and forecasting models developed by NOAA in response to the need for an accurate short-range NWP model. The first generation of RAP models (RAPv1.0) was developed to increase the short-range forecasting accuracy and replaced the Rapid Update Cycle (RUC) models, which were serving as a preparedness model over the United States and some portions of Canada and Mexico. In May 2012, the previous RUC model was replaced by RAPv1.0, which consisted of more advanced data assimilation techniques and covered larger portion over North America. The RAPv1.0 uses more advanced model components, assimilation components, and horizontal domain in comparison with RUC model. The RAPv1.0 model benefits from the modified GSI, which assimilates radar reflectivity and boundary layer-related observations in hourly resolution. In addition to GSI, the community-based regional Weather Research and Forecasting model is used in RAPv1.0 to include additional precipitation type information. Using the above-mentioned advanced structure, the RAPv1.0 model provides hourly updated forecasts up to 18 hr ahead.

### 2.6. Statistical Metrics

In order to quantify the capabilities of the presented extrapolation-based models in this study (i.e., Persistency, Farneback, RNN, and LSTM) in forecasting CTBT images, we used correlation coefficient (CC) and root-mean-square error (RMSE) indices for CTBT comparison. The equations used for the comparison indices are

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N}(\hat{y}_i - y_i)^2}{N}}, \quad i = 1, \ldots, N
\]

\[
CC = \frac{\sum_{i=1}^{N}((\hat{y}_i - \bar{\mu})(y_i - \mu))}{\sqrt{\left(\sum_{i=1}^{N}(\hat{y}_i - \bar{\mu})^2\right)\left(\sum_{i=1}^{N}(y_i - \mu)^2\right)}}, \quad i = 1, \ldots, N
\]

where \(\hat{y}, \ y, \ \bar{\mu},\) and \(\mu\) are the forecast, observation, mean of the forecast, and the mean of observation, respectively. \(N\) is the number of pixels in the study area. For the precipitation result comparison, we chose POD, FAR, and Critical Success Index (CSI) indices on top of the RMSE and CC. The following equations (16)–(18) describe the indices, respectively.

\[
POD = \frac{TP}{TP + MS}
\]

\[
FAR = \frac{FP}{TP + FP}
\]

\[
CSI = \frac{TP}{TP + FP + MS}
\]

where \(TP,\ MS,\) and \(FP\) are the number of True Positive, the number of Missed, and the number of False Positive pixels in an event, respectively.

### 3. Study Regions, Data, and Model Settings

In this paper, we investigated the performances of the proposed model along with baseline models over three case study regions with different precipitation regimes. The case study areas are selected as
rectangular regions, which include states of Oregon, Oklahoma, and Florida. The corresponding coordinates of the rectangular regions over state of Oregon, Oklahoma, and Florida are 126°W to 115°W and 40°N to 48°N, 103°W to 92°W and 31°N to 39°N, and 88°W to 77°W and 24°N to 32°N, respectively (Figure 4).

The input data used in the LSTM, RNN, Farneback, and Persistency models is the longwave IR channel of GOES provided by Climatic Prediction Center (http://www.cpc.ncep.noaa.gov/products/global_precip/html/wpage.merged_IR.html). The data provides continuous quasi-global CTBT images with spatial resolution of 0.04° × 0.04°, every 30 min. The combination of GOES East and GOES West produces the CTBT data for the CONUS and adjacent oceans. For the purpose of this study, the CTBT data were regridded using bilinear interpolations to match the resolution of the PERSIANN algorithm, which is 0.25° × 0.25°.

For the ground truth reference, we use the National Mosaic and multisensory Quantitative Precipitation Estimation system (Q2; http://nmq.ou.edu; Zhang et al., 2011). Note that the Q2 radar precipitation estimation is bias corrected using different in-situ observations and quality control algorithms (Lakshmanan et al., 2007; Zhang et al., 2011). The temporal and spatial resolutions for the Q2 data set are 5 min and 0.01° × 0.01°, respectively. In this study, the Q2 data were regridded to 0.25° × 0.25° resolution using bilinear interpolations in order to match the resolution of PERSIANN algorithm.

For comparison purposes, the first version of RAPv1.0 model (https://rapidrefresh.noaa.gov/) is retrieved to be compared with the precipitation forecast produced by the Persist-PER, Farne-PER, and RNN-PER models and the proposed LSTM-PER model. The RAPv1.0 model, with an hourly updating mechanism, is one of the most frequently updated models over North America. The model provides 13 × 13 km, and 51 vertical levels since May of 2012 by NOAA/National Centers for Environmental Prediction (Benjamin et al., 2016). The RAPv1.0 model provides various variables consisting of Atmospheric and Land surface variables. We used the Precipitation rate surface variable, which provides the hourly rainfall rate. We regridded the obtained RAPv1.0 data, using bilinear interpolation, to 25 × 25 km to match the PERSIANN results.

To train the RNN model for each case study region, we implemented a three-layer neural network consisting of an Elman-type RNN layer and a fully connected layer as described in section 2.1. An exhaustive trial-and-error process was conducted to find the optimal hyper-parameters for the model, and the resulted optimal hyper-parameters are 2,000 nodes for the size of the hidden layer, and the RMSProp (Tieleman & Hinton, 2012) optimizer with a learning rate of 0.002 and momentum of 0.9. Moreover, a 25% dropout in the forward
layer and recurrent layer of the RNN, and early-stopping scheme were implemented to prevent the model from overfitting and simply copy the input problem.

A similar architecture to the RNN was imposed for the LSTM model with three layers consisting of an LSTM layer and a fully connected layer (described in section 2.2). Based on the outcomes of trial-and-error hyper-parameter search, a same number of nodes and optimizer used in the RNN model was selected for the LSTM network. The RMSProp optimizer was performing the best when the learning rate was set to 0.001 with the momentum of 0.9. Similar to the RNN model, the 25% dropout in the forward layer and recurrent layer of the LSTM was implemented, and the early-stopping scheme was used to prevent the model from overfitting.

The Farneback model was implemented using the last two CTBT observations to estimate the advection, and from there, the same advection field was applied to the last output of the Farneback model to forecast the next time steps. We used a 5 × 5 neighborhood for the polynomial expansion function, and the model was fine-tuned using 10 iterations.

Due to the stochasticity of Neural Networks including LSTMs and RNNs, the LSTM and RNN models implemented in this study were trained separately over each case study regions for 30 independent runs. For all the study regions, the CTBT data from 1 May 2011 to 1 May 2012 and from 1 May 2012 to 1 May 2013 are used as training and testing data sets, respectively. The Persistency and Farneback models are assumed deterministic, which yield in unique forecasts.

The PERSIANN algorithm was separately trained over each case study region using the same period of training and testing data as used in the LSTM and RNN models. All the hyper-parameters of the PERSIANN algorithm used in this study are identical to those used by (Hsu et al., 1997, 2002).

4. Results

In this section, the results will be presented in two parts: (1) General performances of the CTBT forecast models along with their corresponding precipitation forecasts obtained from jointly use of the models with the PERSIANN algorithm and RAPv1.0 (Figures 5–7) and (2) event-based visual comparison of precipitation forecasts over the case study regions (Figures 8–10).

4.1. General Forecasting Skills

The performance averages of each model forecast in each lead time are calculated for 12 time steps (6 hr) ahead, and the results are presented in Figures 5–7 for the states of Oregon, Oklahoma, and Florida, respectively. Figures 5a and 5b present the average performances of the LSTM, RNN, Farneback, and Persistency methods over the state of Oregon for 12 CTBT prediction time steps in terms of RMSE and CC, respectively. The results show lower RMSE and higher CC for the LSTM forecasts (red line) comparing to the other models. The Farneback model (green line) has the second lowest RMSE values in all the lead time. In Figure 5b, the Farneback method shows higher CC comparing to the LSTM model for the first hour of the forecast; however, the LSTM model deteriorates slower than Farneback model for the remainder of the forecast lead time. The RNN (blue line) shows better performances compared to Persistency method (black line) but has the highest RMSE and the least CC comparing to the LSTM and Farneback method. It is noteworthy that the LSTM model yields more certain results from the 30 independent runs compared to the RNN model.

In Figures 5c–5g, the performances of the corresponding precipitation from the LSTM-PER, RNN-PER, Farne-PER, and Persist-PER along with RAPv1.0 forecasts are compared. It is noteworthy that the presented metrics in Figures 5–7, subplots c–g, are calculated in 30-min intervals for LSTM-PER, RNN-PER, Farne-PER, and Persist-PER. The performance metrics for RAPv1.0 hourly forecasts are also calculated in 30-min intervals by comparing each hourly forecasts from RAPv1.0 to the immediate previous and the same 30-min observation data from Q2 radar data. The corresponding precipitation data were first processed to remove all the no rain events, and then the results with rainy events were compared in terms of RMSE, CC, POD, FAR, and CSI. In order to remove the no rain events, we removed the events where the maximum rain rate of the event was lower than 10% of the maximum rain rate value of that month, and the number of the rainy pixels in each event was less than 10 (i.e., the area of precipitation over each case study was less than 6,250 km²). Figure 5c shows superior performance of the LSTM-PER model in terms of RMSE except for the first time step.
The Farne-PER model show the second lowest RMSE for the first 4 hr of forecasts and from there the RAPv1.0 (magenta line) becomes the second lowest RMSE. The RNN-PER and Persist-PER are the second and first worst models in terms of RMSE, respectively. In Figure 5d, the LSTM-PER has slightly higher CC comparing to the Farne-PER and RNN-PER models. In Figure 5e, the RNN-PER model has the highest POD values with
increase of lead time where the LSTM-PER model has the second highest POD values in most lead times. The Farne-PER has higher POD values than Persist-PER and RAPv1.0 up to 4 hr of lead time, and from fourth to sixth hour of forecast, the Farne-PER has the lowest POD values comparing to all baselines. The RAPv1.0 forecasts yield to a steady POD value of 40% throughout the forecast time. In Figure 5f, the LSTM-PER model has the lowest FAR values up to fourth hour of forecast and from there the RAPv1.0 model provides

**Figure 6.** The average of (a) root-mean-square error (RMSE) and (b) correlation coefficient (CC) between the observation and forecasted Cloud-Top Brightness Temperature (CTBT) from the Persistency, Farneback, Long Short-Term Memory (LSTM), and Recurrent Neural Network (RNN) over lead times from 30 to 360 min for whole testing period. (c–g) The average of RMSE, CC, Probability of Detection (POD), False Alarm Ratio (FAR), and Critical Success Index (CSI) indices for the precipitation forecasts from Persist-PER, Farne-PER, LSTM-PER, RNN-PER, and RAPv1.0 models over the state of Oklahoma.
the lowest FAR values. The Farne-PER, RNN-PER, and Persist-PER models have the third, second, and first highest FAR values, respectively. Figure 5g demonstrates the superiority of the LSTM-PER model comparing to the other models with the increase in lead time. The RNN-PER and Farne-PER methods have the second and third highest CSI values up to the last hour of forecast. The RAPv1.0 model has a steady CSI value of 30% with the increase in lead time.
Comparing the 30 independent runs for the RNN-PER and LSTM-PER, the forecasts become more uncertain with the increase in lead time. However, the certainty of the RNN-PER model deteriorates faster than the LSTM-PER model in all comparison metrics (Figures 5c–5g).

Figures 6a and 6b presents the average CTBT performances in terms RMSE and CC over the state of Oklahoma. The LSTM model provides forecasts with lowest RMSE and highest CC in all lead times. The RNN model has slightly higher RMSE values comparing to Farneback forecasts; however, the RNN yields higher CC values comparing to the Farneback model. The Persistency provides the highest RMSE and lowest CC values in comparison to other models. The 30 independent runs for the RNN model shows higher uncertainty compared to the 30 independent runs for the LSTM model.

Similar to Figures 5c–5g, Figures 6c–6g show the precipitation forecasting skills over the state of Oklahoma. Figures 6c and 6d show lower RMSE and higher CC for the LSTM-PER model comparing to the other models. The performances of the RNN-PER and Farne-PER models are similar, but the Farne-PER model has slightly lower RMSE and higher CC compared to the RNN-PER results. The RAPv1.0 has higher RMSE and lower CC than the other models except for the Persist-PER results up to 3 hr of the forecast, and after that, the RAPv1.0 model yields similar RMSE and CC compared to the RNN-PER and Farne-PER (Figures 6c and 6d). In Figures 6e, the LSTM-PER, RNN-PER, and Farne-PER models have similar POD values for the first 4 hr of the forecast, and for the rest of lead time, the RNN-PER, Farne-PER, and LSTM-PER have higher POD values, respectively. The RAPv1.0 performs similarly with the increase in lead time in terms of the POD (Figure 6e). In Figure 6f, the LSTM-PER shows lowest FAR up to 4 hr of the forecast, and from fourth to sixth hour of forecast the RAPv1.0 model yields the least FAR values and the LSTM-PER has the second lowest FAR. The RNN-PER and Farne-PER have similar FAR values with increase in lead time, and Persist-PER has the highest FAR (Figure 6e). Figure 6g shows similar performances of the LSTM-PER, RNN-PER, and Farne-PER in terms of CSI with slightly higher skills for the LSTM-PER. In comparison to the other models, except Persist-PER, the RAPv1.0 model has lower CSI values in the first 4 hr of forecast and has similar
performance to for the rest of forecast lead time (Figure 6g). Comparing the error bars of the LSTM-PER and RNN-PER, the LSTM-PER tends to have smaller error bounds in all of the comparison metrics presented in Figures 6c–6g.

The statistics for the state of Florida is presented in Figure 7. Based on Figures 7a and 7b, the LSTM model demonstrates superior performances in terms of RMSE and CC for all lead times. The Farneback, RNN, and Persistency models have the second, third, and fourth lowest RMSE, respectively (Figure 7a). The second, third, and fourth highest CC also belong to the Farneback, RNN, and Persistency methods, respectively (Figure 7b). In Figure 7c, the LSTM-PER model yields lower RMSE values, where the RNN-PER and Farne-PER have similar RMSE. The RAPv1.0 model performs consistently close to 2.5 mm/hr with the increase in lead time (Figure 7c). Figure 7d demonstrates highest CC for the LSTM-PER for all of the lead times. The Farne-PER model shows second highest CC up to seventh time step, and after that, RAPv1.0 provides the second highest CC. The RNN-PER model shows lower CC in all lead times comparing to the Farne-PER model, and Persist-PER model performs the worst between all the investigated models in terms of CC (Figure 7d). In Figures 7e and 7f, the RNN-PER model has the highest POD and FAR values almost in all lead times. The performances of LSTM-PER in terms of FAR show the second lowest FAR values up to 1 hr of lead time, and third lowest FAR from first- to sixth-forecast hours (Figure 7f). In comparison with the LSTM-PER, the Farne-PER shows lower POD values in Figure 7e, and lower FAR values in Figure 7f in all lead times. The Persist-PER has the lowest POD values in comparison with the RNN-PER, LSTM-PER, and Farne-PER in all lead times (Figure 7e). In Figure 7f, the Persist-PER has higher FAR values than LSTM-PER and Farne-PER in all lead times. In terms of CSI metric, the performances of the Farne-PER and LSTM-PER are similar up to 2 hr of lead time, and after that, the Farne-PER model deteriorate faster than the LSTM-PER (Figure 7g). Respectively, the Persist-PER and RNN-PER have the least and second least CSI values after second hour of lead time, and the RAPv1.0 model provides consistent CSI of 30% for all the lead times (Figure 7g). In the case study of Florida, the LSTM-PER error ranges indicate higher certainty of LSTM-PER model comparing to the error ranges of RNN-PER.

Figure 9. Hourly forecast of precipitation from the Persist-PER, Farne-PER, RAPv1.0, RNN-PER, and LSTM-PER models with lead times of 1, 2, 3, 4, 5, and 6 hr, and the observed precipitation on the corresponding time steps. The presented precipitation results are over the state of Oklahoma made on 29 May 2012 22:00. LSTM = Long Short-Term Memory; RNN = Recurrent Neural Network.
Table 1 summarizes the performances of the investigated models by averaging the statistics of 12 forecast frames (6 hr) presented in Figures 5–7 for the states of Oregon, Oklahoma, and Florida, respectively. The values in bold in Table 1 present the best statistics for each metric among the investigated models.

In general, Table 1 shows better statistics for the LSTM/LSTM-PER in terms of CTBT RMSE, CTBT CC, rainfall RMSE, rainfall CC, FAR, and CSI compared to other models for the states of Oregon, Oklahoma, and Florida. The POD values in all the three case studies show higher values of the RNN-PER model. The LSTM/LSTM-PER model shows lower uncertainties comparing to RNN/RNN-PER in most metrics for all the case study regions.

### 4.2. Event-Based Visual Performances

To further investigate the forecasting capabilities of the models, an event-based visual comparison of the model forecasts over the state of Oregon, Oklahoma, and Florida is conducted and presented in Figures 8–10, respectively. It is worth mentioning that all the presented cases over the states of Oregon, Oklahoma, and Florida are selected based on the rainfall events larger than 6,250-km² area (Figures 8–10).

Figure 8 shows the visual comparison of the predicted precipitation for the Persist-PER, Farne-PER, RAPv1.0, RNN-PER, and LSTM-PER models with lead times of 1, 2, 3, 4, 5, and 6 hr, and the observed precipitation on the corresponding time steps. The presented precipitation results are over the state of Florida made on 8 June 2012 16:00. LSTM = Long Short-Term Memory; RNN = Recurrent Neural Network. Figure 10. Hourly forecast of precipitation from the Persist-PER, Farne-PER, RAPv1.0, RNN-PER, and LSTM-PER models with lead times of 1, 2, 3, 4, 5, and 6 hr, and the observed precipitation on the corresponding time steps. The presented precipitation results are over the state of Florida made on 8 June 2012 16:00. LSTM = Long Short-Term Memory; RNN = Recurrent Neural Network.
rainfall as compared to Persist-PER, Farne-PER, RAPv1.0, and RNN-PER forecasts. The evolution of the northwest rainy patch is well captured by LSTM-PER, and the northeast rainy patch dissipates similar to the observation (Figure 8).

Figure 9 demonstrates the precipitation forecasts on 26 May 2012 22:00 UTC time over the state of Oklahoma. The results from Persist-PER indicate poor performances in terms of the location, shape, and intensity of the rainy patches. The Farne-PER forecasts show small movements of three rainy patches toward the center of the Oklahoma state (Figure 9) but fail to foresee the growth of the northwest and southern rainy patches. The RAPv1.0 model does not capture the high-intensity rainfall in the state of Oklahoma; however, small-intensity rainfall is forecasted. The locations of rainfall forecasted by RAPv1.0 model is close to the center of intensity of the observed precipitation (Figure 9). RNN-PER model shifts the three patches of rainfall toward midstate area up to the fourth hour of the forecast, and from there the precipitation patches dissipates. In Figure 9, LSTM-PER shows similar dynamics in terms of location of rainfall with an increase of lead time. The intensity of the LSTM-PER forecasts tends to underestimate especially in third and fourth hours of lead time. The shapes of rainy patches are similar to the observations; however, the LSTM-PER forecasts produce rainfall over a larger area compared to the observation (Figure 9).

Figure 10 presents the visual forecasts from the investigated models on 8 June 2012 16:00 UTC time over the state of Florida. Persist-PER model provides the last observed precipitation pattern, which has poor forecasting skills in terms of shape, location, and intensity of the rainy patches. The Farne-PER has insignificant changes with the increase in lead time; however, the small rainy patches tend to get closer and unite in the last hours of the forecast (Figure 10). The RAPv1.0 forecasts show a complex rainfall mass moving toward the southeast. The RAPv1.0 forecasts are in acceptable agreement with observations in terms of the evolving direction of the rainy patch; however, the shape and intensities of the rainy patches are not similar to the observations (Figure 10). The forecasts from RNN-PER demonstrate high similarities with observations up to 3 hr of lead time, and from third to sixth hour the rainy patch moves east toward the inland Florida state. The direction of rainy patch forecasted between third and sixth lead time hours does match the direction in the corresponding observations (Figure 10). The rainfall intensities are underestimated by RNN-PER model, especially in the fifth and sixth hours of the forecast. Based on the forecasts in Figure 10, LSTM-PER has good agreements with the observations in terms of the shape and the center of intensity. However, the LSTM-PER model slightly underestimates the rainfall intensities in all the lead times.

Table 1
Average Statistical Performances of RAPv1.0, RNN/RNN-PER, LSTM/LSTM-PER, Persistency/Persist-PER, and Farneback/Farne-PER on Testing Data Set

<table>
<thead>
<tr>
<th>Model</th>
<th>CTBT RMSE (K)</th>
<th>CTBT CC</th>
<th>Rainfall RMSE (mm/hr)</th>
<th>Rainfall CC</th>
<th>POD (%)</th>
<th>FAR (%)</th>
<th>CSI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAPv1.0</td>
<td>13.22 ± 5.24</td>
<td>0.45 ± 2e-4</td>
<td>2.36 ± 0.03</td>
<td>0.31 ± 0.06</td>
<td>35.25</td>
<td>43.56</td>
<td>27.70</td>
</tr>
<tr>
<td>RNN/RNN-PER</td>
<td>10.86 ± 2.23</td>
<td>0.39</td>
<td>2.17 ± 0.07</td>
<td>0.44 ± 0.04</td>
<td>39.29</td>
<td>45.44</td>
<td>29.54</td>
</tr>
<tr>
<td>Persistency/Persist-PER</td>
<td>14.13 ± 6.35</td>
<td>0.39</td>
<td>3.4 ± 0.12</td>
<td>0.31 ± 0.06</td>
<td>37.16</td>
<td>64.75</td>
<td>22.34</td>
</tr>
<tr>
<td>Farneback/Farne-PER</td>
<td>8.61 ± 2.64</td>
<td>0.62 ± 0.01</td>
<td>2.01 ± 0.02</td>
<td>0.51 ± 0.03</td>
<td>47.64</td>
<td>51.06</td>
<td>35.95</td>
</tr>
</tbody>
</table>

Note. Entries in bold are values that represent the best performances between the models. The RNN/RNN-PER and LSTM/LSTM-PER include the uncertainties obtained from the 30 independent runs of the RNN and LSTM models. CTBT = Cloud-Top Brightness Temperature; RMSE = root-mean-square error; RAPv1.0 = Rapid Refresh; RNN = Recurrent Neural Network; LSTM = Long Short-Term Memory; CC = correlation coefficient; POD = Probability of Detection; FAR = False Alarm Ratio; CSI = Critical Success Index.
5. Discussion

5.1. Forecasting Performances

According to Figures 5–7, the statistical metrics for testing period show more accurate forecasting results from the LSTM/LSTM-PER model compared to the Persistency/Persist-PER, Farneback/Farne-PER, RNN/RNN-PER, and RAPv1.0. In general, the LSTM/LSTM-PER shows slower deterioration of performances compared to the other investigated methods (Figures 5–7). The LSTM/LSTM-PER method has better forecasting skills than the Farneback/Farne-PER model due to its capabilities in detecting the dynamics of the clouds by using a sophisticated spatiotemporal function. On the contrary, the Farneback/Farne-PER only uses a fine-tuned quadratic polynomial function to approximate the cloud movement of last two observations. The Farneback/Farne-PER model shows closer performances to the LSTM/LSTM-PER over the state of Oregon compared to the results from the other two states, due to advection-dominant precipitation occurring over the state of Oregon. The Farneback/Farne-PER forecasts have less similar performances compared to the LSTM/LSTM-PER due to complex evolving nature of the precipitation clouds over the states of Oklahoma and Florida, which cannot be captured properly by Optical flow techniques. Based on the statistics from Figures 5–7, the LSTM/LSTM-PER method is more robust and powerful than the RNN/RNN-PER model because of two primary reasons. First, the LSTM has a specific designed structure to fully utilize the training information within the data set. The gates in the LSTM memory block allow the model to learn and update the memory in an efficient way (Wu et al., 2015). It is noteworthy that the efficient structure of the LSTM enabled the model to learn complex dynamics of the convective-type precipitation over the states of Oklahoma and Florida. Second advantage of LSTMs over RNNs is the fact that the LSTM model has a higher capability of dealing with time-dependent data and maintaining the forecast skill of predictions for a longer lead time as compared to the baseline RNN model. Similar argument was also made by Hochreiter (1998) that RNNs cannot benefit from the further past information to increase the model performance due to the gradient vanishing/exploding. Gers et al. (2000) also concluded that the LSTM model has a characteristic of Constant Error Carousel, which is able to prevent the gradient vanishing problem by keeping the local error backflow constant in the absence of new input or error signal. In Figures 5–7, the RNN-PER model tends to predict significant false rainy pixels, which results in having higher POD values and higher FAR values at the same time. However, the performances of the RNN-PER in terms of CSI is low due to high false positive and missed values.

5.2. Forecasting Uncertainties

The uncertainty of precipitation forecasts from the presented experiments comes from two sources: (1) Errors from the forecast algorithms in predicting the CTBT images for future time-steps and (2) errors introduced by the PERSIANN algorithm when estimating rainfall intensity using the predicted CTBT images. The uncertainties in forecasting the CTBT data grow by the increase in lead time, due to aggregation of errors from previous forecasts (which is the input to predict the next time-step CTBT). The error aggregation is valid for all the investigated extrapolation-based models (Persistency, Farneback, RNN, and LSTM). However, due to stochasticity of Neural Networks, including the RNN and LSTM models, another source of error is the performances of models with the parameter sets obtained from stochastic optimization. The error bars in Figures 5–7 show the uncertainties associated with training of the RNN/RNN-PER and LSTM/LSTM-PER. The LSTM/LSTM-PER, in general, shows smaller ranges of error in almost all the case studies, which indicates easier convergence of the LSTM/LSTM-PER compared to the RNN/RNN-PER model because of easier training scheme. In addition, the RNN/RNN-PER errors grow exponentially with the increase in lead time; however, the LSTM/LSTM-PER model seems to aggregate errors slowly (Figures 5–7). The differences in error growth rate of LSTM/LSTM-PER and RNN/RNN-PER models indicate the higher capabilities of the LSTM model in its learning and recalling useful information.

The second source of uncertainties comes from the accuracy of rainfall estimations by the PERSIANN algorithm. The performance of PERSIANN algorithm lies in (1) the capabilities of the model in translating CTBT information into rainfall intensities and (2) the amount of useful information that the CTBT images provide for estimating the rainfall. The performances of the PERSIANN model with respect to the statistical metrics of precipitation is presented on the lead time of zero in Figures 5–7, panels c–g.
6. Summary and Conclusion

In this study, we proposed a framework to forecast precipitation in a short term (0–6 hr). The proposed framework consists of an advanced deep learning model (termed LSTM) to forecast continuous CTBT images, and a precipitation estimation algorithm (termed as PERSIANN algorithm) to obtain the forecasted rain rates. Three case studies are investigated over the CONUS, including the states of Florida, Oregon, and Oklahoma. In the first part of the evaluation of forecasting skills, the results from our proposed model (LSTM/LSTM-PER) were compared with a number of baseline models, including the Persistency/Persist-PER, Farneback/Farne-PER, RNN/RNN-PER, and RAPv1.0. Better statistics (CTBT RMSE, CTBT CC, rainfall RMSE, rainfall CC, POD, FAR, and CSI) are observed with the results from LSTM/LSTM-PER as compared with other extrapolation-based and numerical methods. In the second phase of evaluation, the visual comparison of event-based precipitation forecasts from Persist-PER, Farne-PER, RAPv1.0, RNN-PER, and LSTM-PER were demonstrated. The visual comparisons of LSTM-PER model showed higher similarities compared to the other investigated models. Specific conclusions are listed below:

- According to our experiments, we found the proposed LSTM combined with the PERSIANN system is able to generate accurate initial forecasts for severe and even low-rate precipitation events in up to 6 hr.
- ANNs, in specific advanced RNNs, are useful tools in support of forecasting complex precipitation in short range (0–6 hr), particularly for capturing the patterns of convective precipitation systems. In details, the proposed framework (i.e., the combination uses of LSTM method with PERSIANN algorithm) demonstrated higher forecasting capabilities compared to some commonly used storm tracking and prediction methods, such as the RNN, and the advection flow method in our employed case studies.
- The advantages of our proposed forecasting model (i.e., LSTM) relies on the recurrent layer, which can learn the patterns of precipitation events better than the traditionally used RNN, the Farneback advection flow model, and Persistency method. And the prediction accuracy of LSTM algorithm is higher any of those in general based on the case studies in this work.
- As one type of tools to predict precipitation, extrapolation-based methods, in general, will give high prediction accuracy in short lead time, and the forecast skills will drop quickly as the lead time increases. differs from the extrapolation-based methods, NWP models, which rely on the physical process of rainfall formation, tend to have lower prediction skills with a short prediction lead time. However, the forecast skills will remain consistent and stable comparing to extrapolation-based methods employed in this study.
- The uncertainties of our proposed framework come from either the forecast modeling itself as the LSTM is not end-to-end in this study or the process of estimate rain rates from CTBT images (the uncertainties associated with the PERSIANN system).
- Last, the proposed deep learning framework (i.e., the LSTM models), while acting alone, has some levels of redundancies to learn the spatiotemporal variabilities of an event. Future investigation is suggested to jointly use a spatial classification technique and the LSTM layers for data with high spatiotemporal variabilities. This combination can be developed by using autoencoders with LSTM layer at its most encoded layer as suggested in some other studies from the literature.
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