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Leveraging context for perceptual prediction using word embeddings
Georgia-Ann Carter

University of Edinburgh, Edinburgh, United Kingdom

Paul Hoffman
University of Edinburgh, Edinburgh, United Kingdom

Frank Keller
University of Edinburgh, Edinburgh, United Kingdom

Abstract

Pre-trained word embeddings have been used successfully in semantic NLP tasks to represent words. However, there is
continued debate as to whether they encode useful information about the perceptual qualities of concepts. Previous re-
search has shown mixed performance when embeddings are used to predict these perceptual qualities. Here, we tested if
we could improve performance by providing an informative context. To this end, we generated decontextualised (“char-
coal”) and contextualised (“the brightness of charcoal”) word2vec and BERT embeddings for a large set of concepts and
compared their ability to predict human ratings of the concepts’ brightness. We repeated this procedure to also probe
for the shape of those concepts, finding that it can be better predicted than brightness. We consider the potential advan-
tages of using context to probe specific aspects of meaning, including those currently thought to be poorly represented
by language models.
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