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The broad objectives of this work are to provide and apply computational tools to reveal 

how structural and dynamic protein features affect substrate binding processes and 

enzymatic efficiency. New findings are also used to design enzyme mutants with 

enhanced catalytic activity. Static structures have been available for many proteins, 

however, only recently, advances in experimental and computational methods allow 

scientists to explore the relationship between protein dynamics and conformational 

changes involved in function. It has long been of interest to identify which mechanisms 

and rules proteins utilize for allosteric and synergetic regulations. Although experiments 

provide information from biochemical assays, it is challenging to understand why and 

how enzymes/proteins have the behavior we obtain from data. Computational methods 

bridge the gap by allowing an atomistic level insight into conformational changes and 
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protein-ligand interactions. While various experimental methods can find the overall 

effect on catalysis from a mutation distant from the active site, experiments cannot 

explain why. To answer the above questions, in this study, we have employed  two model 

systems – tryptophan synthase and papain-like protease. We have applied a combination 

of various computational methods such as molecular dynamics simulations, molecular 

docking, binding energy calculations and pair-wise force distribution, to understand how 

dynamics and conformational changes are induced by ligand binding and protein mutants. 

Thorough understanding of allosteric regulations, ligand-protein interactions, and 

mutation effect assists designing potent inhibitors and more efficient enzymes. 
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Chapter 1 Introduction 

1.1 Overview 

As scientist have moved away from the initial “lock and key” hypothesis to the more 

dynamic “hand in glove” mechanism for ligand binding,1 questions about the relationship 

between structure, dynamics and function have arisen. Molecular recognition is a key 

factor in understanding enzyme function Three models for ligand binding have been 

proposed: “lock and key,” induced fit, and conformational selection. The “lock and key” 

model assumes that the specificity of the enzyme is due to presence of enzyme 

pocket/binding site which is geometrically fit to accommodate the substrate.2 The 

induced fit model suggests that intramolecular structural rearrangements, commonly 

induced by an effector molecule or the ligand itself, allow ligand binding in the active 

site.3-5 Conformational selection model likewise accounts for the dynamic nature of 

proteins but in contrast to the induced fit model, it postulates that functional proteins exist 

as an ensemble of conformational states and ligand binding is possible when the 

protein/enzyme adopts the complementary conformation.6 The latter two models, which 

lie in the foundation of the concept of allosteric regulation,7 emerged as more structural 

models of various proteins were available. Several methods have been established for 

determining 3D structure of proteins, nucleotides, and more than 170,000 structures are 

currently available in the Protein Data Bank. One limitation of most popular methods (X-

ray crystallography and NMR) in structural biology is that they provide partial 

information on conformational ensembles of biomolecules. While X-ray crystallography 
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can determine the most populated conformations in apo and ligand-bound protein 

complex, and Nuclear magnetic resonance (NMR) can capture some states of the 

conformational ensemble, computational methods further allow to further understand  the 

mechanism of conformational exchange at atomistic level.8,9  

1.2 Molecular Dynamics Basics 

Molecular dynamics (MD) is a computational approach utilizing statistical mechanics 

equations to simulate the motions of atoms within a biomolecular system. The method 

was developed decades ago10-12, however more recently, with the increase of 

computational power, has MD become a widely used tool in studies of biological and 

non-biological systems.13-15  

MD simulations shows how the atoms in the system, represented as hard balls, move with 

time, typically on the nanosecond time scale. The trajectory of the atom motions is 

obtained by the numerical, step-by-step solution of the Newton’s equations of motion 

(Figure 1.1). The initial position of each atom is obtained from the PDB coordinates of 

the protein. Initial velocities are usually determined from a random distribution based on 

the required temperature and corrected so there is no momentum. 
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Figure 1.1. MD trajectory computation steps. The potential energy of the initial 

conformation is obtained, followed by force and acceleration calculations. The new 

velocity and position of each atom is obtained by integration.  

1.2.1 Force Fields 

The force field is a potential energy function and represents the sum of bonded and non-

bonded terms (Figure 1.2): 

𝐸 = (𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛) + (𝐸𝑒𝑙𝑒𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐸𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠)    Eq. 1.1 
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Figure 1.3 Bonded (bond, angle, torsion) and non-bonded (vdW and electrostatic) terms 

in potential energy function. 

Each term can be further represented by the following equations: 

𝐸𝑏𝑜𝑛𝑑 = 𝑘𝑏(𝑟 − 𝑟0)2                                                                                 Eq. 1.2 

𝐸𝑎𝑛𝑔𝑙𝑒 = 𝑘𝑎(𝑎 − 𝑎0)2                                                                               Eq. 1.3 

𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 = ∑
1

2
𝑉𝑛[1 + 𝑐𝑜𝑠(𝑝𝜃 − 𝜑)]𝑝                                                       Eq. 1.4 

𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 = 𝑓𝑖𝑗 {𝜖𝑖𝑗 [(
𝑅𝑚𝑖𝑛

𝑟𝑖𝑗
)

12
− 2 (

𝑅𝑚𝑖𝑛

𝑟𝑖𝑗
)

6

]}                                      Eq. 1.5 

𝐸𝑣𝑑𝑊 = 𝑓𝑖𝑗 {
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗
}                                                                                    Eq. 1.6 
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1.2.2 Temperature Control 

Maintaining the correct temperature during equilibrium and production run in a constant 

temperature ensemble requires a thermostat. Currently, there are four thermostat 

algorithms used in MD simulations. Both Berendsen and Andersen thermostat controls 

can be thought as the systems are coupled to external heat bath which supplies or 

removes heat from the system as needed.16,17 In the Andersen model, stochastic 

interruptions to the collision frequency will bring the system to energy levels appropriate 

to the required temperature, while the Berendsen algorithm will scale the velocities at 

each time step by a factor corresponding to the desired temperature. Nose-Hoover 

thermostat scales velocities by introducing a friction coefficient proportional to the 

degrees of freedom.18 In this work, we use Langevin thermostat19,20 in which atoms 

receive a random force and their velocities are lowered by applying constant friction 

force proportional to velocity. 

𝑚𝑎 = −𝜉𝑣 + 𝑓(𝑟) + 𝑓′                                                                                       Eq. 1.7 

Where 𝜉 is the friction force, and 𝑓′is the random force adding kinetic energy to the 

particle. The balance between the two added forces maintains the system at the desired 

temperature and generates the correct canonical ensemble. 

1.2.3 Solvent Models 

Solvent in molecular mechanics can be implicit or explicit. Implicit solvent model 

represents water as continuum and can speed up the simulation as interaction between 

solvent atoms are not calculated. Two methods are commonly used for implicit solvation. 
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The Poisson-Boltzmann equation (PBE) accurately models the electrostatic properties of 

a charged solute in an ionic solution,21,22 however, due to its complexity and 

computational expense, it mostly used for energy calculation rather than for MD 

simulations. The generalized Born model is an approximation of PBE and models the 

solute atoms as charged spheres whose dielectric constant is lower than the external 

solvent.23,24   

To obtain a realistic simulation of a protein system, explicit solvent model is preferred. In 

explicit solvation, water molecules are added to the system after minimization, and ions 

are used to neutralize the system charge or to obtain a desired salt concentration. There 

are several water models available but most popular which was also used in this work is 

TIP3P.25 

1.3 Molecular Dynamics Simulation Protocol 

For accurate and reproducible result, molecular dynamics requires a careful preparation 

of the initial structure obtained from Protein Data Bank. Figure 1.4 outlines the steps 

required to perform an MD simulation. 
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Figure 1.4. MD simulation protocol 

1.3.1 Preparation of initial structure 

Structures are obtained are obtained from Protein Data Bank. Coordinates for the systems 

used in this work are obtained from X-ray crystallography, they do not include hydrogen 

atoms and must be added. Some of the flexible regions such as loops may not be present 

either and require modeling. The most accurate method we use, is by alignment with a 

structure containing those coordinates. In case complete structure is not available, 

homology modeling can be used. Ligands, not present in the crystal structure, can also be 

modeled by alignment or docking. Any necessary substitutions need to be prepared 
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before further steps. Protonation states of polar amino acids are critical for analyzing 

amino acid interactions and are determined by calculating the pKa of residues. 

1.3.2 Minimization and Solvation 

We perform three-step minimization to ensure correct bond, angle and dihedral 

parameters and clear any steric clashes that may be produced during crystallization. Any 

modeled fragments need to be minimized before proceeding with these minimization 

steps. We first restrain all heavy atoms and minimize the hydrogen atoms. In the second 

step, we minimize the side chains of amino acids by applying the restraint to all backbone 

atoms. Finally, we minimize the whole protein. Once the protein is fully minimized, we 

proceed to solvate the system by adding water molecules and ions. The minimization is 

done in GB implicit solvent and therefore it is important to accurately apply the effective 

Born radius. 

1.3.3 Equilibration and Production Run 

Since the water molecules are added externally, they may not reach some regions within 

the protein. Equilibration of water alone is essential in order to properly position the 

water molecules within the solute systems and to stabilize the overall density of the 

system. While minimization can clear any close contacts, it does not necessary produce 

the most favorable residue conformations, therefore we cool the system to 50K and 

gradually increase the temperature at 25K intervals to allow the system to relax and 

slowly equilibrate to stabilize the force field parameters.  
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The production run is continued from the final coordinates and velocities obtained from 

the final equilibration at the desired temperature. The simulation is carried out at a 

constant pressure and temperature (NPT) with a 2 fs timestep. SHAKE algorithm is 

applied to restrain the heavy-atom-hydrogen bonds and Particle mesh Ewald summation 

is used to treat long-range electrostatics.26-28 

1.4 Analysis 

Analysis tools are selected based on our interest in the system. Common tools used for 

most simulation in this work are root-mean-square deviation (RMSD) and root-mean-

square fluctuation (RMSD). RMSD is a measure of the deviation of the position of all 

atoms in reference to an initial position, while RMSF measures the displacement of a 

single atom averaged over time, thus showing highly fluctuating residues and regions. 

To quantify conformational changes, we use dihedral torsion and configurational entropy. 

T-Analyst29 calculates the configurational entropy for protein residues using the Gibbs 

entropy formula: 

𝑆𝑐𝑜𝑛𝑓(𝑖) = −𝑅∑𝑃𝑖 ln 𝑃𝑖 ,                                                                                  Eq. 1.8 

where 𝑃𝑖 is the probability distribution of dihedral torsion i and R is the gas constant. 

We use Force Distribution Analysis (FDA)30 to identify significant contacts and 

interactions. FDA calculates the pair-wise forces for specified atoms over the simulation 

time and represents them as scalar values: negative for attraction and positive for 

repulsion. 
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Chapter 2 Modeling Coordinated Conformational Changes and Interaction 

Networks in Tryptophan Synthase 

2.1 Introduction 

The study of dynamic residue networks in proteins has emerged as indispensable part of 

understanding the various aspects of their structural and catalytic properties. In the classic 

model of allostery, enzyme function is regulated by conformational changes induced by 

an effector distal from the active site.1-3 Population shifts in individual residues are 

possible via long- and short-range interactions and could be induced by perturbations 

such as ligand binding or site mutation. Propagation of the signal of such perturbation to 

the affected site is the basis for defining and mapping contact networks involved in the 

allosteric regulation of the functionality of proteins. Understanding protein residue 

networks allows for advances in protein engineering, function control and drug 

development.  

We use the tryptophan synthase (TS) complex as a model system. This system has been 

studied for decades as a model for allosteric regulation and substrate channeling within 

protein complexes. The enzyme is a bienzyme nanomachine. Its catalytic activity is 

intimately related to allosteric signaling and metabolite transfer between its - and -

subunits that are connected by a 25 Å-long channel. TS catalyzes the last two steps of 

tryptophan biosynthesis. It is a heterodimer but exists as a tetramer, and the two dimers 

connect linearly with two β subunits attached to each other. The enzyme α subunit 

catalyzes the first reaction, the cleavage of indole-3-glycerol phosphate (IGP), the indole 
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product is transferred through the hydrophobic channel to β active site where it is 

condensed with serine in a  nine-step pyridoxal phosphate (PLP) dependent reaction to 

form tryptophan, and the glyceraldehyde-3-phosphate (G3P) is released from alpha 

subunit as a byproduct.4,5 A wide range of allosteric interactions regulate the overall 

catalytic activity of the enzyme as to prevent the escape of the indole intermediate. 

Important feature of this allosteric regulation is the altering between open inactive and 

closed active conformations of the active sites of both subunits induced by the substrate 

bound to the α active site and the reaction intermediates formed at the β active site.6  

Several computational approaches have been developed in an effort to map allosteric 

networks which commonly rely on tracing significant changes in residues conformation 

and interaction.7-10 Similarly, in this study we evaluated pairwise forces to distinguish 

specific interaction changes within experimentally determined protein residue networks. 

In this work, we initially examined how changes in active site propagate to the surface of 

the enzyme. NMR chemical shift covariance analysis (CHESCA) mapped several amino 

acid networks in tryptophan synthase α subunit which showed coordinated response to 

perturbations and presence of substrate. In chemical shift covariance analysis (CHESCA), 

amino acid residues with covarying chemical shift changes across a set of perturbations 

are proposed to be involved in the same conformational change, and thus belong to the 

same amino acid interaction network.11-13 Cross-correlation analysis identified a CORE 

network sustained throughout the catalytic cycle and two clusters (CYCLE 1 and CYCLE 

2) with network changes highly coordinated across the enzyme states, that is: these 

residues were correlated to different residues depending on the enzyme state (Figure 2.1). 
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We applied molecular dynamics to simulate four states of the catalytic cycle of 

tryptophan synthase (TS) α subunit: apo state (E:apo), substrate-bound state (E:IGP), 

intermediates-bound state (E:indole:G3P), and product-bound state (E:G3P) to 

understand these changes. Dihedral data and force distribution analysis reveal how 

conformational exchange in individual residues affects interactions within these 

networks. 

 

Figure 2.1. Venn diagram showing the overlap between the identified clusters. The 

CORE residues are those identified to be in the same cluster in the CHESCA-type 

analysis for the individual states (i.e. E:apo, E:IGP, E:indole:G3P, E:G3P). The CYCLE 1 

and CYCLE 2 clusters do not overlap with each other, but some of these residues were 

identified also as CORE residues. 
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To further examine how changes outside of the active site may affect the overall 

dynamics within the identified residue networks, we analyzed the effects of substitution 

at a surface residue of α subunit, Ala198, that was found to be conformationally dynamic 

throughout the catalytic cycle of αTS,14 and is distant from both the αTS active site and 

the αTS/βTS binding interface. Previous studies indicated that the A198G substitution 

induces a modest decrease in αTS catalytic activity, and changed the structure/dynamics 

of other network residues, according to NMR studies.13 Contrary, a cell-based assay 

showed that A198W substitution induces more rapid bacterial growth in a Trp 

auxotrophic strain of Escherichia coli, likely by increasing catalytic efficiency of the full 

TS complex, while the turnover rate for the individual subunits remained unchanged. The 

simulated wild type and mutant systems show how conformation population changes 

induced by the distal substitution, enhance the interdomain communication and the 

channel accessibility.  

2.2 Methods 

2.2.1 Molecular Systems for Computer Simulations 

The three-dimensional structure of E. coli tryptophan synthase α subunit was obtained 

from Protein Data Bank entry 1WQ5.15 Missing and distorted portions of the structure – 

β2α2 loop, α2 helix and β6α6 loop (residues 52 to 77 and 175 to 195) were constructed 

by alignment with PDB entry 2CLK.16. The coordinates for the active conformation of 

Glu49 were taken from PDB 1QOQ.17 Substrates were placed in the active site by 

alignment with PDB entries 1QOQ, 3CEP18 and 2CLK for E:IGP, E:indole:G3P and 

E:G3P respectively.  
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Due to lack of crystal structure of dimeric Escherichia coli αβ TS complex, wild type and 

A198W mutant molecular systems were obtained from crystal structure of Salmonella 

Typhimurium TS PDB ID 2CLK16 and corresponding residues were substituted to match 

the E.coli sequence. The coordinates for the active conformation of Glu 49 and the 

substrates were taken from PDB entry 1QOQ17  

2.2.2 Molecular Dynamics Simulation 

MD simulations were performed using standard Amber package with GPU 

acceleration.19,20 The protein was parameterized using Amber Force Field FF14SB.21 

General Amber force field (GAFF) was applied to ligands and charges were assigned 

using AM1-bcc model.22 All systems were prepared by a three-step minimization process 

(hydrogens, sidechains and all atoms), solvated with TIP3P water model with counter 

ions in a rectangular box with edges at minimum 12 Ǻ from any atom.23 The solvated 

systems were minimized and equilibrated from 50 to 298K at 25K intervals. MD 

trajectories were collected over 200 ns at 1 ps interval with 2 fs timestep under constant 

pressure and temperature. Particle mesh Ewald was used for long-range electrostatics and 

SHAKE algorithm for fixed heavy atom – hydrogen bond lengths.24,25 The systems were 

visualized and analyzed using Visual Molecular Dynamics (VMD)26 and Molecular 

Operating Environment (MOE).27 

2.2.2.1 Analysis of Catalytic Cycle States of α TS 

 For catalytic cycle states of α TS,  the E:apo, E:IGP bound, E:G3P bound and the 

E:indole:G3P bound states, three independent 200 ns MD runs were carried out for each 
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system (different random seed, starting from the same equilibrated system). The 

trajectory output files were processed with PTRAJ software28 to contain 20000 frames, 

each representing 0.01 ns timestep and dihedral data for Glu49 was collected for each 

state with T-Analyst software.29 Three MD runs were analyzed for the E:apo, E:IGP 

bound and E:G3P bound states. For the E:indole:G3P state, only one trajectory was 

available in which the indole substrate remains in the active site. The three conformations 

of Glu49 were defined based on three distinct dihedral value sets exhibited in the 

analyzed trajectories. The dihedral value range criteria for each conformation were 

estimated based on the minimum and maximum value for each of those sets (Figure 2.2). 

The conformation of Glu49 with respect to the defined dihedral angle was assigned as 

follows: active conformation, dihedral angle values between 160° and 250°; transitional 

conformation, dihedral angle values between 30° and 160°; and inactive conformation, 

dihedral angle values between 250° and 360°. An undefined category was also included 

to account for seldom dihedral angle values between 0° and 30°. Occupancy was 

calculated as a percent relative to each individual run. The presence of the characteristic 

hydrogen bond for each conformation was further verified: active conformation, 

hydrogen bond between Glu49 and IGP; transitional conformation, hydrogen bond 

between Glu49 and Tyr173; inactive conformation, hydrogen bond between Glu49 and 

Tyr4.  
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Figure 2.2 Representative plot for conformations observed for αGlu49 based on dihedral 

data for Cα-Cβ-Cγ-Cδ (colored in green).  

The Force Distribution Analysis (FDA) tool was used to identify significant contacts and 

persistent interactions throughout 200 ns trajectories resaved every 0.1 ns. The pairwise 

atom forces are represented as a scalar value with negative values indicating attraction 

and positive values showing repulsion.30  

2.2.2.2 Analysis of WT and A198W αβ TS 

 For the wild type and A198W αβ TS, four independent simulations were performed for 

each system. The trajectory output files were processed with PTRAJ software to contain 

2000 frames, each representing 0.1 ns timestep. Dihedral data was collected with T-

Analyst software.28,31 Dihedral entropy was also calculated using T-Analyst and residues 
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with difference in entropy between the wild type and mutant higher than 0.2 kcal/mol 

were selected for further analysis (sidechain and backbone dihedral angles were 

considered).  Force Distribution Analysis tool was used to identify significant contacts 

and persistent interactions throughout 200 ns trajectories. 

2.3 Results and Discussion 

2.3.1 Interaction Changes across the αTS Catalytic Cycle 

CHESCA analysis suggested that changes to the amino acid interaction networks are 

highly coordinated and cooperative, including network changes near and far from the 

active site. To better understand the long-range connections in E. coli αTS and how they 

may change across the catalytic cycle, we conducted 200-ns MD simulations for the four 

states of the catalytic cycle of αTS: apo state, substrate-bound state, intermediates-bound 

state, and product-bound state (Figure 2.3). Dihedral and pair-wise force analysis of MD 

simulations suggest that these network changes are coupled to the reorientation of Glu49 

in preparation for catalytic turnover and then product release. 
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Figure 2.3. Four catalytic states of αTS: apo state, substrate-bound state (IGP), 

intermediates-bound state (indole and G3P), and product-bound state (G3P). 

We first focused on chemical shift correlation results for residue pairs Leu11-Glu49 and 

Val20-Glu49 both of which change as a function of the catalytic cycle. The interactions 

between Leu11-Glu49 and Val20-Glu49 are strongest and weakest in different 

complexes, but the changes in these interactions are somehow coordinated (Figure 2.4). 
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Figure 2.4. The chemical shift correlations (R) between Leu11 and Glu49 (top, blue), 

Val20 and Glu49 (top, red), Asp27 and Glu49 (bottom, blue), and Leu34 and Glu49 

(bottom, red) change as a function of the αTS catalytic state. 

Dihedral data collected from the four simulated states showσ that Glu49 exhibits three 

major conformations, which we designated active, inactive, and transitional (Figures 2.5 

and 2.6). The three conformations of Glu49 were defined based on three distinct dihedral 

values sets exhibited in the MD trajectories: active, transitional, and inactive 

conformations had Cα-Cβ-Cγ-Cδ dihedral angle ranges of 160o to 250o, 30o to 160o and 

250o to 360o, respectively (Figure 2.2). These results are consistent with previous 

CHESPA results also suggesting three different enzyme conformations.12 The Glu49 

conformations are also defined by different hydrogen bonding interactions (Figure 2.6A). 

The active conformation of Glu49 is present primarily in the E:IGP complex (Figure 2.5), 

in which a hydrogen bond forms between the Glu49 carboxyl group and IGP’s C3’ 

hydroxyl. In the transitional conformation, Glu49 forms a hydrogen bond instead with 

Tyr173, and in the inactive conformation Glu49 is associated more with the N-terminal 

helix through its interaction with Tyr4. It should be noted that these hydrogen bonds are 

not mutually exclusive. In some frames, Glu49 forms a hydrogen bond with Tyr173 and 
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IGP simultaneously. The E:apo and E:indole:G3P states fluctuate into all three Glu49 

conformations, but the transitional and inactive conformations are favored. In E:G3P, 

Glu49 stays almost entirely in the inactive conformation (Figure 2.5).  

 

Figure 2.5. Conformation population for catalytic residue Glu49. The active 

conformation is preferred in the E:IGP state, and the inactive conformation is preferred in 

the E:G3P state. The E:apo and E:indole:G3P states access all three conformations but 

prefer the transitional and inactive conformations. Occupancy was calculated as a percent 

relative to each individual run.  
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Figure 2.6. The catalytic residue Glu49 changes its interactions throughout the αTS 

catalytic cycle. (A) In the active, transitional, and inactive conformations, Glu49 makes 

hydrogen bond interactions with IGP, Tyr173 and Tyr4, respectively. (B) The 

conformation and interactions of Glu49 will also affect how it interacts with nearby 

residue Val20. The change in hydrogen bonding interactions will likewise affect other 

residues, including Leu11 that is on the same N-terminal α helix as Tyr4. (C) Pairwise 

force distribution analysis of the MD simulations shows that the Val20-Glu49 interaction 

is weakest in the E:IGP state (i.e. near 0 pN), and strongest in the E:G3P (i.e. either 

strong attraction, ~-300 pN, or strong repulsion, ~300 pN), potentially explaining why the 

chemical shift correlation between these two residues is lowest and highest in the E:IGP 

and E:G3P states, respectively.   
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The NMR data indicated that the interaction between Val20 and Glu49 changes across 

the catalytic cycle. The MD simulations help to rationalize this finding. Val20 forms a 

persistent van der Waals (VDW) interaction with Glu49 in the apo, E:indole:G3P and 

E:G3P states, however the presence of IGP disrupts this interaction (Figure 2.6B). Force 

distribution analysis  shows that the hydrogen bond between Glu49 and IGP results in 

little or no interaction between Glu49 and Val20 (Figure 2.6C). The disruption of this 

interaction likely explains the poor chemical shift correlation for these residues in the 

E:IGP state (Figure 2.4). As Glu49 shifts to its transitional conformation, it interacts with 

Tyr173, and the hydrophobic contact with Val20 is established. This VDW contact 

appears strongest when the Glu49-Tyr4 hydrogen bond is present (i.e. in the inactive 

conformation). This result potentially explains why the NMR chemical shift correlation 

between Val20 and Glu49 is highest in the E:G3P state. 

We further applied the force distribution analysis (FDA) tool to better understand how 

interactions involving the CYCLE 1 and CYCLE 2 cluster residues change during the 

catalytic cycle (Figures 2.1 and 2.7). In FDA, pairwise forces are calculated between each 

atom pair during an MD simulation, instead of a total force acting on one atom, which 

would average to zero over time. FDA provides insight into mechanical linkages and 

signal propagations, even in the absence of larger conformational changes. The pairwise 

forces are represented as a scalar value with negative and positive values representing 

attractive and repulsive forces, respectively . In our analysis, we averaged residue 

interactions over all atoms, so changes to specific atom-atom contacts might potentially 

be offset by changes to other atom-atom interactions. In addition, when averaging values 
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over time, persistent repulsive or attractive interactions throughout the trajectories result 

in strong negative or positive values, respectively. While alternating positive and 

negative force values may result in a small time-averaged values, they still reflect 

changes in interactions and some of the observed changes were illuminating. For 

example, the averaged pairwise forces for Val20-Glu49 across the catalytic cycle (i.e. 

apo, -32.79 pN; E:IGP, -19.52 pN; E:indole:G3P, -25.93 pN; E:G3P, -40.49 pN) follow a 

similar pattern as the chemical shift correlations (Figure 2.4) with the strongest 

interaction and highest chemical shift correlation occurring at the E:G3P state. 

 

Figure 2.7. Topology of CYCLE 1 and CYCLE 2 clusters. CYCLE 1 (red) involves 

residues mainly near the active site of αTS; CYCLE 2 (blue) spans the surface of αTS. 
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In general, the interactions between CYCLE 1 cluster residues were maintained 

throughout the catalytic cycle, displaying similar pairwise forces across the catalytic 

cycle, with some notable exceptions (Figure 2.8). In addition to Glu49, CYCLE 1 residues 

Phe19, Leu34 and Val259 all show extended networks of interactions, and the nature of 

these interactions changes across the catalytic cycle (Figures 2.8 and 2.9). Dihedral angle 

analyses show that changes in overall force distribution may be directly or indirectly 

affected by conformational exchange of surrounding and interacting residues. For 

example, Ala43 and Val259 had an overall repulsive interaction in all states, except for 

the E:IGP state (Figure 2.9A). These two residues are part of a small hydrophobic cluster 

including amino acid residues Ala43, Ile237, Phe258, Val259, and Met262, connected to 

the active site by their interactions with Phe19 (Figure 2.9B). Changes in the Val259 

conformation were not observed, however, it is in relatively consistent contact with 

Ile237 in the E:IGP state (Figure 2.9C). According to dihedral angle analysis, Ile237 

maintains one conformation in this state and its interaction with Val259 possibly relieves 

the repulsion between Ala43 and Val259. In all other states, Ile237 appears to populate 

three different conformations, and its contact with Val259 is much weaker (Figures 2.9C 

and 2.9D). In this context, it is worth noting that the chemical shift correlation for Ala43-

Val259 was highest for the E:IGP state (R>0.99), also suggesting their close relationship 

in this state.  
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A (E:apo) 

 
B (E:IGP) 

 
C (E:indole:G3P) 

 
D (E:G3P) 

 
Figure 2.8. Heat maps for pairwise force distribution analysis (in pN) for CYCLE 1 

residues in (A) E:apo, (B) E:IGP, (C) E:indole:G3P and (D) E:G3P states. 
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Figure 2.9. CYCLE 1 residues change their interactions across the αTS catalytic cycle 

according to MD simulations. (A) Select average pairwise interactions for CYCLE 1 

residues Phe19, Leu34, Glu49 and Val259. Attractive and repulsive interactions are 

shown in varying degrees of blue and red, respectively. (B) FDA and dihedral angle 

analyses indicate that CYCLE 1 residues Phe19, Leu34, Glu49 and Val259 change their 

interactions across the catalytic cycle. Changes in these interactions likely affect other 

CYCLE 1 residues. CYCLE 1 residues are plotted in red, and residues associated with 

Phe19, Leu34, Glu49 and Val259 are plotted in blue, magenta, green and cyan, 

respectively. IGP is plotted in yellow. (C) Ile237 can access different conformations, 

which affects the Ala43-Val259 interaction. The Ile237 Cα-Cβ-Cγ1-Cδ dihedral angle is 

highlighted in green. (D) The conformational populations of Ile237 across the catalytic 

cycle (conformation I, 30o to 130o; conformation II, 130o to 210o; conformation III, 260o 

to 330o).
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Other notable changes involve interactions between Phe19 and residues 44-47, which are 

mainly characterized by hydrogen bonds between backbone atoms of Phe19 and Ala45 

and Asp46 (Figure 2.10). The overall dynamics of these hydrogen bonds appear to relate 

to the position of the Glu49 sidechain and its interaction with Val20, which in turn affects 

the overall conformation of the β1 strand relative to the β2 strand and the adjacent turn 

(α1β2 loop).  

 

Figure 2.10. Interactions involving Phe19 and residues on the β1 strand (yellow), α1β2 

loop (blue) and β2 strand (orange). Phe19, Gly44, Ala45, Asp46, Ala47 and Glu49 are 

CYCLE 1 residues, and Val20, Ala47, Glu49 are CORE residues. 

 

 



 31 

The interactions between CYCLE 2 cluster residues were also generally maintained in all 

four states of the enzyme with only a few interactions changing substantially across the 

catalytic cycle (Figures 2.11 and 2.12A). For example, Leu25 and Asp27 had a repulsive 

interaction in the E:apo state (68.70 pN), but an attractive interaction in the E:IGP state (-

54.0 pN). The interactions between the backbone atoms of the two residues mainly 

contribute to the averaged force value. A salt bridge between Asp27 and Arg70 of the α2 

helix appears to affect the relative position of Asp27 that in the E:apo state is closer to 

Leu25 causing van der Waal repulsion between Thr24, Leu25 and Asp27 (Figures 2.12A 

and 2.13). The dynamics of the α2 helix are likely affected by the motion of the β2α2 

loop, responding to the presence of the different ligands. The change in interactions 

paralleled the change in the chemical shift correlations; the chemical shift correlation for 

Leu25-Asp27 was higher in the E:IGP state (R 0.98) compared to the E:apo state (R 

0.73).  
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A (E:apo) 

 
B (E:IGP) 

 
C (E:indole:G3P) 

 
D (E:G3P) 

 
Figure 2.11. Heat maps for pairwise force distribution analysis (in pN) for CYCLE 2 

residues in (A) E:apo, (B) E:IGP, (C) E:indole:G3P and (D) E:G3P states. 
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Figure 2.12 CYCLE 2 residues change their interactions across the αTS catalytic cycle 

according to MD simulations. (A) Select average pairwise interactions involving CYCLE 

2 residues Leu25, Ile52, Phe114, Phe152, Leu209 and Phe258. Attractive and repulsive 

interactions are shown in varying degrees of blue and red, respectively. (B) CYCLE 2 

residues are plotted in blue, and residues associated with Leu25, Ile52, Phe114, Phe152, 

Leu209 and Phe258 are plotted in peach, cyan, yellow, magenta, green and grey, 

respectively. IGP is plotted in yellow. (C) Interactions involving Val128, Val133, Ser136 

and Phe152 change across the catalytic cycle, which can also affect interactions with 

water. In the E:IGP state, water is excluded at this site, allowing for rotation of Phe152. 

In the E:G3P state, conformational exchange involving Phe152 does not occur. (D) The 

conformational populations of Phe152 across the catalytic cycle as defined by the Phe152 

Cα-Cβ-Cγ-Cδ1 dihedral angle (conformation I, 50o to 150o; conformation II, 240o to 

320o), which indicates a rotation of the phenyl ring. There is conformational exchange in 

the E:apo and E:IGP states, but limited exchange in the E:indole:G3P and exchange is 

absent in the E:G3P, indicating population shifts over the catalytic cycle.  
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Figure 2.13. Interactions involving Leu25 and Asp27. The α2 helix and β2α2 loop are 

colored in yellow. 

The interaction between Ser136 and Phe152 likewise changed from an attractive 

interaction in the first part of the catalytic cycle (i.e. E:apo, E:IGP) to a repulsive 

interaction in the second part of the catalytic cycle (i.e. E:indole:G3P, E:G3P). Rotation 

of the aromatic ring of Phe152 was observed in the E:apo and E:IGP states (Figure 2.12). 

While conformational exchange of Phe152 does not necessarily directly correlate with 

attractive forces between Ser136 and Phe152, rotation indicates more degrees of freedom 

for the aromatic ring of Phe152. In the E:IGP state, the hydrophobic contact of Phe152 

with Val128 and Val133 allows for conformational exchange by excluding water from 

the site and allowing Phe152 to rotate. In the other three states, the limited contact 

between Val128 and Phe152 potentially allows a water layer to form between these 
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residues (Figure 2.12C), helping to force Phe152 towards the methyl and backbone atoms 

of Ser136 and neighboring residues. In the E:apo state, this repulsion is relieved by 

rotation of the Asp136 hydroxyl group, while in the E:indole:G3P and E:G3P states, such 

conformational exchange was not observed (Figure 2.12C). These effects might help to 

explain the changes to the Ser136-Phe152 chemical shift correlations across the catalytic 

cycle; this chemical shift correlation is weak in the E:apo state (R 0.65), but even weaker 

in the E:indole:G3P (R 0.44) and E:G3P (R 0.32) states.  

As with the CYCLE 1  residues, we also noted that some CYCLE 2 residues changed their 

interactions with residues outside the cluster.  We selected six residues (Leu25, Ile52, 

Phe114, Phe152, Leu209 and Phe258) showing expanded networks of interactions, 

reaching towards and into the active site (Figure 2.12). Ligand changes at the active site 

may propagate changes to these interactions, affecting the CYCLE 2 cluster residues. 

Many of these interactions also involve CYCLE 1 (e.g. Ile52-Leu105) and CORE (e.g. 

Ile52-Leu100, Phe114-Met101, Phe152-Tyr175, Phe258-Ile240) residues (Figure 2.12), 

suggesting that the CYCLE and CORE clusters may act in concert. It is also noted that the 

CORE and CYCLE clusters are not mutually exclusive, and many CORE residues are 

positioned next to or even between CYCLE cluster residues. Altogether, our results 

suggest that the interactions within the CYCLE 1 and CYCLE 2 clusters do not necessarily 

change across the catalytic cycle, but these residues are especially responsive (directly or 

indirectly) to changing interactions and surrounding chemical environments. 
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2.3.2 A198W Mutation Induced Conformational Changes 

We further examined the effects of the mutation at a surface residue of αTS subunit. As 

the increase in catalytic efficiency affected only the full TS complex and not the 

individual subunits, we focused our analysis on interacting residues at the interdomain 

surface rather than α and β active sites. While the NMR data provided some insight into 

communication between position 198 and the αTS/βTS interface, the NMR data was 

limited in providing full context for the αβ TS complex. As such, we analyzed MD 

trajectories for αβ heterodimers, including for wild type (WT) and A198W TS. 

Differences in the interactions at the mutation site are subtle but they appear to translate 

into more significant changes in the interdomain communication at the αβ surface 

Briefly, the MD simulations indicated that local changes at the substitution site 

propagated structural dynamic changes throughout αTS (Figure 2.14), including 

decreasing the overall flexibility of active-site loop 6 (αL6). It is it important to note that 

large scale conformational changes captured in NMR experiments on millisecond 

timescale are induced by side chain motions and backbone fluctuations which could be 

detected within nanoseconds timeframe. Detailed atomistic analysis of our trajectories 

explains how changes in forces and interactions lead to different dynamics and 

conformational behavior in the WT and the mutant system. Our data shows that such 

changes led to the establishment of contacts at the αTS/βTS interface at four key 

positions in the A198W variant within the 200 ns simulation time, while such links were 

not formed or maintained in the WT enzyme on the same timescale (Figure 2.15). 

Furthermore, interactions observed for key residues within the indole channel (βTyr279, 
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βPhe280) in the mutant system  suggest that substrate channeling may be more efficient 

in the A198W variant. We detail some of the conformational dynamics and contact 

changes induced by the A198W substitution below. 

 

Figure 2.14. Propagation of interactions changes induced by the A198W substitution 

were examined in two directions leading to the αTS (white) – βTS (pink) interface. αC of 

residues with affected conformation are traced, based on pair-wise force distribution 

analysis, from the substitution site as follows: in orange – αAsn194, αLeu193, αLeu191, 

αAla189, αArg188, αGlu186, αAla185, αSer235, αLys239, αGlu242, αAsn66, αGln65, 

βSer161, βGly162; in green – αHis195, αPro156, βIle20, αLeu177, αPhe212, αThr183, 

βArg175. 
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Figure 2.15. . Molecular modeling reveals four positions with stronger interdomain 

interactions in A198W TS. (A) Electrostatic link between alpha residues αGln65, αAsn66 

and beta residues βSer161, βGly162, βAsp168 and βAsn171. (B) Hydrophobic cluster 

between αLeu177, αPhe212, and βIle20 observed in A198W TS. (C) αAsn104 forms 

consistent hydrogen bonds with βGln 288/βGly 292 in A198W TS. (D) Consistent 

hydrogen bond between αThr183 and αArg175 may contribute to closed αL6 

conformation. 

The most evident effect of the mutation, observed in the MD simulations, is the 

displacement of alpha helix 6 (αH6) in the mutant in the direction of alpha loop 6 (αL6) 

or the N-terminal direction shift (Figure 2.16). In the mutant this N-terminal direction 

shift brings αHis195 closer to the turn between alpha sheet 5 (αS5) and αH5 resulting in a 

dynamic but consistent hydrogen bond with αPro156 and recurrent contact with 

αAsn157. A group of hydrophobic residues αLeu177, αPhe212, and βIle20 are also in 
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consistent close contact. While it is not clear if this set of interactions induces the helix 

shift or vice versa, lack of it, as observed in the WT system, results in a formation of a 

small cluster between αAsn157, βIle20, βPro23 and βTyr181, while the interactions 

between βIle20 and alpha Leu177 and Phe212 are interrupted. (Figures 2.15B and 2.17) 

This collection of interactions may be important as the absence of the hydrophobic 

contact between βIle20 and αLeu177 and αPhe212 may contribute to αL6 disordering and 

moving to open conformation providing possible means of substrate escape from alpha 

subunit.  (Figure 2.17D).  
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Figure 2.16. Displacement pattern of αH6 leads to conformation change in local and 

distant residues. (A) Root-mean-square deviation (RMSD) for αC of αH6 (residues 194 – 

203). (Β) αHis195 αC position distribution over 8000 analyzed frames represented by 

blue dots. The initial position of the atom is shown in blue and the most distant position 

in red. αL6 is colored in red. 



 41 

 

Figure 2.17. Local interaction changes are induced by A198W substitution. (A) Pair-wise 

force distribution analysis shows different interactions for αAsn157 and βIle20 in WT 

and A198W. (B) Hydrogen bond between αHis195 and αPro156 is formed and 

maintained in three of the A198W MD simulations analyzed, while such hydrogen bond 

is rarely observed in WT. (C) Hydrophobic interactions between residues βIle20 (βTS in 

pink), αLeu177 and αPhe212 in A198W are inconsistent in WT. (D) Lack of such 

interactions may lead to rotation of the sidechain of αPhe212 providing escape route for 

substrate (initial conformation shown in magenta, rotation in pink). 
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Differences in the dynamics of residues part of loop 6 are more challenging to trace due 

to its high flexibility. Changes in interactions were observed for αAsn194 as its sidechain  

forms a more stable hydrogen bond with backbone oxygen of αAla226 of αH7 in the 

mutant compared to wild type. A backbone hydrogen bond between αLeu191 O and 

αGln210 N is strong in mutant and rarely observed in wild type (Figure 2.18). These 

findings agree with suppressed conformational exchange of αGln210 and αAla226 on the 

millisecond timescale, at least according to the NMR studies on αTS alone. Consistent 

contact is observed between αAla185, αSer215 and αSer235 which may impact the 

closed conformation of αL6, as in the wild type, these interactions are interrupted. 

 

Figure 2.18. Hydrogen bonds between αAsn194 and αAla226, and αLeu191 and αGln210 

(A and B) are more consistent in A198W and may further contribute to the ordered 

closed conformation of αL6 (B) colored in blue. Mutation site is indicated by black 

circle, αTS is colored in white and βTS is colored in pink. 
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An extremely critical aspect of the dynamics of αL6 in the mutant system is its consistent 

interactions with βH6, an important part of COMM domain which is well known to play 

a key role in the interdomain communication and the activation of αTS.5 Pairwise force 

data and hydrogen bond analysis show a consistent hydrogen bond between αThr183 O 

and βArg175 guanidino group in over 70% оf the frames analyzed (Figures 2.15D and 

2.19). This hydrogen bond was not maintained in any of the trajectories of the simulated 

WT system. In addition to this hydrogen bond, a hydrophobic interaction is established 

between αVal182 and the hydrocarbon portion of the βArg175 sidechain. Loss of these 

interactions as observed in wild type system and in one of the trajectories for the mutated 

system results in displacement and disordering of αL6. In A198W trajectory, with the 

absent hydrogen bond between αThr183 and βArg175, a hydrophobic interaction between 

αVal182 and beta residues Ser178 and Gly179 is maintained but it is not sufficient to 

prevent the loop displacement. 
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Figure 2.19. Hydrogen bonds at αTS/ βTS interface in A198W (A) are more consistent 

and affect the conformation populations of the involved residues. Dihedral analysis 

shows one predominant conformation for αGln65 in A198W and multiple conformations 

in WT due to lack of stable interactions (B). 
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Another series of interactions correlates with the events occurring at the αL6 and βH6 

interface - interactions of αGln65 and αAsn66 with beta residues βSer161 and βGly162 

(Figure 2.15Α). Dihedral analysis shows one distinct conformation for the C – αC – βC – 

γC angle of αGln65 and αAsn66 in the mutant (Figure 2.19B). This conformation is 

associated with a hydrogen bond between αGln65 and βSer161 (68% in mutant and less 

than 3% in wild type). In addition, electrostatic (salt-bridge like) interaction between 

αGln65 and beta residues βAsp168 and βAsn171 is observed in the A198W variant. 

βAsp168 and βAsn171 are also part of beta helix 6 (βH6). A hydrogen bond between Oδ 

of αAsn66 and backbone of βGly162 is observed in over 50% of all frames for the mutant 

system, and less than 20% in the wild type. (figure 2.19A). Another hydrogen bond 

between the backbone nitrogen of αGln65 and αGly61 is more stable in the mutant. 

These results are interesting considering that the A198W substitution induced substantial 

chemical shift changes in both αGly61 and αAla67. Unfortunately, the backbone 

resonances of αGln65 and αAsn66 are unassigned. Nonetheless, the NMR results indicate 

that there are substantial structural dynamic changes in this region even in the absence of 

βTS. The A198W substitution also induced millisecond conformational exchange in 

αAla67, suggesting that this region may be seeking alternative binding interactions. 

The interactions of αGln65 and αAsn66 with the small loop between βS5 and βH6 and 

αThr183-βArg175 hydrogen bond appear to affect the position of βH6 relative to alpha 

subunit. In A198W variant, the displacement occurs in the direction of α subunit whereas 

in the WT, lack of consistent interactions leads to displacement in the opposite direction 

away from αTS (Figure 2.20). Difference in the interactions, possibly associated with this 
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movement, are observed in the two systems for the indole channel lining residues 

βTyr279 and βPhe 280 (Figure 2.21). Force analysis shows that both residues in the wild 

type have stronger interactions with residues from βH6. A more consistent link between 

βTyr279 and βLys167 is observed in the wild type. A hydrogen bond between βTyr 279 

and βAsn171 is also observed in one of the WT simulations. Such interactions position 

the sidechain ring of βTyr 279 within the tunnel possibly interfering with the indole 

transfer.32 Similarly, βPhe280 in WT enzyme shows stronger interactions with βCys170 

of βH6 which brings the sidechain of phenylalanine within the indole channel. In the 

mutant, these residues favor interactions with beta residues 306-308 on the channel 

“wall.” A hydrogen bond between βTyr 279 and αAsp56 is observed in 40% of MD 

frames in the A198W variant compared to 10% in WT TS. Such interaction may stabilize 

the aromatic ring of tyrosine in an “open channel” conformation. 
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Figure 2.20. Displacement of βH6 towards αTS leads to widening of indole channel 

which is further supported by weaker interactions between the channel lining residues 

βTyr279 and βPhe280 with residues of βH6 in A198W. Initial frame of MD simulations 

for both systems is in yellow trace and consequent displacement indicated in green for 

WT and blue for A198W, βH6 is colored in light green and light blue, respectively.  

 



 48 

 

Figure 2.21. Displacement of βH6 towards αTS leads to widening of indole channel 

which is further supported by weaker interactions between the channel lining residues 

βTyr279 and βPhe280 with residues of βH6 in A198W. (A) Distance between center of 

mass of residues βTyr279/βPhe280 and βH6 lining the affected tunnel portion. (B) 

Interactions for residues βTyr279 and βPhe280 show different trends in WT and A198W. 

(C) Interactions between βTyr279 and βLys167 position the aromatic ring within the 

indole channel. Active sites in both subunits (grey – α subunit, pink – β subunit) are 

represented as atom colored surface. Indole path is shown in green surface and the 

affected portion of the channel is mapped in cyan. 

Other interactions induced by the A198W substitution may also be important for αTS-

βTS communication, although the mechanism is unclear. For example, αAsn104 also 

appears to favor interactions with βTS in the A198W variant (Figure 2.15C). In WT, 

αAsn104 forms a very consistent hydrogen bond with αAsp130 (>60%) and in much 
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smaller extent with the backbone of βIle278. In A198W mutant, a dynamic hydrogen 

bond network between αAsn104 and βGln288/βGly292 was established, while such link 

was not formed in the wild type; these beta residues form part of the allosteric “metal 

binding loop” – βL8 (residues 287-310).33 This consistent interdomain interaction in the 

mutant was further aided by additional set of hydrogen bonds between αAsn108 and 

residues from βL8 but most hydrogen bonds are sustained for less than 20 % of the 

frames. NMR studies indicated that the A198W substitution induced chemical shift 

perturbations for αAsn104 and αAsp130.  

We briefly analyzed two other variants A198K and A198V, following up experimental 

results showing improper folding. The MD simulations for the A198K and A198V 

variants indicated a dramatic movement of αL6 into a position that completely opens the 

active site, and which is likely not conducive for catalysis (Figure 2.22); this aL6 

conformation was not observed for either WT or A198W αTS. The large conformational 

change in aL6 may help to explain the large chemical shift and peak intensity changes in 

the A198K and A198V NMR spectra. 
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Figure 2.22. Molecular dynamics simulations suggest that the A198K and A198V induce 

a large conformational change in the active site αL6 (light and dark blue). Shown are 

snapshots from the MD simulations for the A198K (left) and A198V (right) variants with 

IGP indicating the active site.  

Lastly, to further explore the significance of the aforementioned residues in terms of 

conservation, we aligned αβ TS complex to analogs in six different bacterial species. 

Most of the amino acids involved in the αTS-βTS interaction and/or form the indole 

channel, outlined  in our MD work are conserved (Figures 2.23 and 2.24) or have a 

positive substitution to maintain interactions. 
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Figure 2.23 Sequence alignment for α and β chains of TS from M. tuberculosis (white), 

F. tularensis (pink), S. pneumoniae (yellow), P. furiosus (grey), C. trachomatis (orange), 

E. coli (teal), and S. enterica (black). Conserved residues, showing conformational 

changes due to the A198W substitution are highlighted. 
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Figure 2.24 Structural alignment of for α and β chains of TS from  M. tuberculosis 

(white), F. tularensis (pink), S. pneumoniae (yellow), P. furiosus (grey), C. trachomatis 

(orange), E. coli (teal), and S. enterica (black).  Six structures of αβ TS (PDB ID: 6DWE, 

5KZM, 5KIN, 1WDW, 6V82, 1QOQ) were aligned with our E. coli model (see 

Methods). Highlighted residues are shown as VDW model. 

2.4. Conclusions 

In this work, we combined several experimental and computational analysis tools in an 

effort to delineate protein residues network in our model system TS which heavily relies 

on allosteric communication for its functionality. NMR and CHESCA studies identified 

several networks which may affect the overall enzyme function. Conformational changes 
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within these networks are highly coordinated and cooperative, and likely drive the 

enzyme through the structural and dynamic changes necessary to carry the enzyme along 

its catalytic cycle. 

We applied molecular dynamics and several analysis tools to gain an atomistic level 

insight into conformational changes occurring within and away from active site in the 

presence of different substrates throughout the catalytic cycle. Our data revealed three 

conformations for catalytic residue αGlu49. These three conformations appear to 

correlate with the presence of substrate in the active site and affect the interactions of the 

residue. Local changes in the active site led to conformational exchanges that propagate 

to surface residues and affect the overall dynamics of the protein. We studied the two 

networks defined by CHESCA analysis, CYCLE1 and CYCLE2, and found key residues 

with population shifts affecting the overall dynamics of each cluster. CYCLE 1 residues 

were shown to responding more directly to ligand changes at the active site, while the 

CYCLE 2 residues responded to structural changes outside the active site, especially those 

involving the outer a-helices, nonetheless these population shifts were in response to 

conformational changes occurring within the ligand binding site. 

Our analysis also revealed how local changes at the mutation site propagate through a 

series of interactions and may lead to significant changes away from the perturbed site. 

Contacts at the interdomain surface were established at four key positions (Figure 2.15) 

in the mutant within the 200 ns simulation time, while such links were not formed or 

maintained in the wild type on the same timescale. Stronger interactions between 
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αPhe212 and βIle20 was shown to prevent substrate escape. The consistent hydrogen 

bond between αThr183 and βArg175 appears to be important in maintaining α-L6 

conformation. It was previously shown αThr183 has critical importance in the 

interdomain communication,34 and our results show that the residue is the main link 

between αL6 and βH6. The electrostatic group formed between the N terminal end of 

βH6 and alpha residues αGln65 and αAsn66 proved to enhance the position of βH6 

relative to α subunit. This position of the helix may also affect the channel accessibility. 

Stronger interactions of βTyr279 and βPhe280 with βLys167, βAsn171, βCys170 of βH6 

may indicate that the helix is closer therefore allowing continuous contact.  Previous 

mutation studies reveal that αAsn104 is critical in alpha-beta association and 

communication35 and in the mutated system, interactions between αAsn104 and αAsn108 

and metal binding loop are more consistent. 

The combined methodology in this work deepens understanding of allosteric regulation 

and molecular recognition. Overall, our results indicate that amino acid interaction 

networks may not only be important for function within an enzyme subunit, but they may 

be used to bridge communication between subunits in a multienzyme complex. This 

finding reveals new possibilities of controlling function in proteins, engineering more 

efficient enzymes, developing new drugs and improving the efficacy of existing drugs. 
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Chapter 3 Discovery of Antimicrobial Agents Targeting the α Subunit of 

Tryptophan Synthase 

3.1 Introduction 

Multidrug-resistant pathogens are an increasing danger to public health, with more than 

2.8 million infections reported annually in the United States, resulting in more than 35 

000 deaths.1 The biochemical mechanisms by which bacterial cells resist treatment have 

been classified into four general types, including modification of the drug, alteration of 

the target site, decreased permeability and overall structural or functional adaptations.2,3 

These genetically dictated adjustments in bacteria render many of the currently used 

antibiotics ineffective and lead to more severe symptoms and high hospitalization and 

death rates in infected patients.3,4 The US Center for Disease Control and Prevention has 

listed clinically resistant Salmonella strains at the top of the 10 serious public health 

threats, with markedly increasing resistance to commonly used antibiotics.1 Drug-

resistant Escherichia coli strains are also of concern because of their high occurrence in 

humans and animals.5 Therefore, the development of novel drugs targeting vital bacterial 

pathways is essential to successfully fight bacterial infections.  

One critical pathway in microorganisms is L-tryptophan (L-Trp) biosynthesis.6,7 In 

bacteria, yeast, molds, and plants, the tryptophan operon encodes for enzymes involved in 

metabolism of this amino acid. Auxotrophic mutants of pathogenic bacteria with defects 

in L-Trp biosynthesis lose virulence within a host organism.8 For higher organisms, L-

Trp is an essential amino acid and can only be acquired from diet.9 Antigenic and 
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inflammatory signals lead to activation of the indoleamine 2,3 dioxygenase pathway 

responsible for L-Trp catabolism, thus resulting in L-Trp depletion upon microbial 

infection.10,11 With the bacterial survival capacity under L-Trp starvation, the limited 

supply of the amino acid in host cells, and the lack of comparable biosynthetic machinery 

in higher animals and humans, components of the L-Trp biosynthetic pathway are a 

highly specific drug target.12,13 

Our study focused on inhibiting the function of the α subunit of tryptophan synthase 

(TRPS), a bienzyme complex that catalyzes the last two steps of tryptophan biosynthesis. 

TRPS is a heterodimer, but in a biological setting, it exists as a tetramer, and the two 

dimers connect linearly with two β subunits attached to each other (Figure 3.1A). The 

enzyme α subunit catalyzes the first reaction, the cleavage of indole-3-glycerol phosphate 

(IGP), then the indole product is transferred through a 25-Å hydrophobic channel to the β 

site, where it is condensed with L-serine in a pyridoxal phosphate (PLP)-dependent 

reaction to form tryptophan. The glyceraldehyde-3-phosphate is released from the α 

subunit as a byproduct (Figure 3.1B and 3.1C).14 A wide range of interactions between α 

and β subunits of TRPS, predominantly between residues of the α loop 2 (αL2) and β 

COMM domain, regulate the overall catalytic activity of the enzyme.15 An important 

aspect of this allosteric regulation is the shifting  between open inactive and closed active 

conformations of the active sites of both subunits induced by the ligands bound to the α 

active site and the covalent intermediates formed at the β active site.16-18 The closed 

conformation of the flexible α loop 6 (αL6) has a crucial role in ligand binding and 

catalytic activity of the TRPS α subunit.15,19 
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Figure 3.1. Tryptophan synthase (TRPS) overview. (A) Ribbon representation of TRPS 

αβ complex (α – pink, β – grey). Flexible loop 2 (αL2) and loop 6 (αL6) are in yellow 

and green, respectively, and the communication domain (β-COMM) is in blue. Active 

sites are indicated in atom color surface representation. Tunnel, connecting α and β 

subunits is in brown. (B) α subunit reaction – cleavage of indole-3-glycerol phosphate 

(IGP). (C) β subunit reaction – condensation of indole with L-serine (Ser) to produce L-

Trp. MarvinSketch was used for drawing the reactions.20 
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This study is a continuation of the work of a former group member, in which the dynamic 

nature of proteins was incorporated to perform in silico screening of 1800 compounds 

obtained from the National Cancer Institute (NCI) Diversity Set I. Protein conformational 

changes play an important role in ligand binding 21,22; therefore, four conformations from 

previously performed molecular dynamics (MD) simulations and three experimental 

structures were selected for docking screening. Ranking of compounds was based on the 

lowest binding energy from docking results and scores from their absorption, distribution, 

metabolism, and excretion (ADME) properties. A whole-cell minimum inhibitory 

concentration (MIC) assay was used to evaluate in vitro inhibition of the selected 28 

compounds and one compound, 3-amino-3-imino-2-phenyldiazenylpropanamide 

(Compound 1), was identified to significantly prevent bacterial growth. In addition to the 

α subunit binding site assessed in the docking experiment, crystallization of the protein in 

complex with Compound 1 (PDB ID 6XIN) showed an alternative binding mode for the 

ligand at the αβ interface of the enzyme. Modeling work further supported the binding 

ability of Compound 1 in both sites. MD simulations were performed to identify specific 

ligand-protein interactions and provide prospects for improving this lead compound. The 

compound is a promising lead for further development of a strong antimicrobial agent 

targeting the L-Trp metabolic pathway. 
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3.2 Materials and Methods 

3.2.1 Molecular Systems 

The coordinates of a fully closed active conformation of TRPS were obtained from the 

crystal structure of PDB ID 4HN417 with the α subunit ligand F9F removed and α-

aminoacrylate ligand in the β subunit. Compound 1 was docked in the active site of  the α 

subunit by using the Molecular Operating Environment (MOE)23 with an induced fit 

option and free side chain rotation allowed. Two docking poses were selected with 

respect to the position of the propenamide portion of the compound. The interface 

binding mode was obtained by alignment with the newly crystallized structure of the 

complex PDB ID 6XIN. 

3.2.2 Molecular Dynamics Simulations 

We performed three 200-ns MD simulations of TRPS in complex with the strongest 

inhibitor, (3-amino-3-imino-2-phenyldiazenylpropanamide (Compound 1), to evaluate 

two binding sites: the active site of the α subunit and the αβ subunit inter-domain 

interface. MD simulations were carried out using the standard Amber package with GPU 

acceleration.24,25 The protein was parameterized by using Amber Force Field FF14SB.26 

General Amber force field (GAFF) was applied to ligands and charges were assigned by 

using the AM1-BCC model.27 All systems were prepared by a three-step minimization 

process: hydrogens, sidechains, and finally the whole system. The systems were solvated 

by using an explicit TIP3P water model in a rectangular box with edges at a minimum of 

12 Å from any atom.28 We added 18 positive counter ions (Na+) to neutralize the overall 
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system charge. The solvated systems were then minimized, followed by 750-ps water 

equilibration at 298 K and a whole-system equilibration from 50 to 298 K at 25-K 

intervals for a total of 1.3 ns (50 to 275 K, 100 ps each; 400 ps at 298 K). MD trajectories 

were collected over 200 ns at a 1-ps interval with a 2-fs timestep under constant pressure 

and temperature. Particle mesh Ewald was used for long-range electrostatics and the 

SHAKE algorithm was applied for fixed heavy atom–hydrogen bond lengths.29,30 The 

systems were visualized and analyzed by using Visual Molecular Dynamics 31 and MOE. 

The trajectory output files were processed with PTRAJ software32 to contain 20000 

frames, each representing 0.01-ns timestep. 

3.3 Results and Discussion 

To investigate specific interactions between TRPS and Compound 1, we performed three 

MD simulations initiated by complex structures reflecting two binding poses, A and B, 

for Compound 1 in the active site of the α subunit and a pose C in the inter-domain 

interface shown in our crystal structure (Figure 3.2A). We used the Molecular Operating 

Environment (MOE) program to dock Compound 1 in the α active site to ensure that the 

position of Compound 1 suggested by the Vdock program could be reproduced by a 

different docking algorithm. Consistent with the Vdock results, the phenyl ring, in the 10 

highest-scoring poses with MOE, occupied the small cleft where the phosphate group of 

the natural substrate IGP binds (Figure 3.2). We observed two orientations for the 

propanamide moiety from our docking results; therefore, two initial conformations, poses 

A and B, were used for the two MD runs. The MD simulations showed that the hydrogen 

bond between αAsp60 and the amino/imino groups of Compound 1 is more favorable 
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because after dihedral rotation in pose A, the same hydrogen bonds are formed as in pose 

B (Figure 3.2A, green dotted line). As a result, both poses A and B held two stable 

hydrogen bonds between the carboxyl oxygen of compound 1 and αTyr175 as well as the 

amino group of the ligand and αAsp60 (Figure 3.2B). At the interface, αAsp130 

coordinates the amido and imino groups, whereas the amino and carboxyl groups 

establish a hydrogen bond with the backbone oxygen of βIle278 and the backbone 

nitrogen of βGly281, respectively (Figure 3.2B). 
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Figure 3.2. Compound 1 conformations and interactions with protein in the α-subunit 

active site and interdomain surface. (A) Three selected initial conformations of 

Compound 1 for molecular dynamics (MD) simulations. Compound 1 can bind to two 

distinct binding sites: the active site (poses A and B) of the  subunit, and that in the  

inter-domain interface (pose C). The two major conformations in the active site are 

characterized by a 180° rotation of the amido group resulting in stable hydrogen bonds 

with the nearby residues. (B) Intermolecular hydrogen bonds between Compound 1 and 

TRPS during 200-ns MD runs. Hydrogen bonds between Compound 1 and residues D60 

(purple, a) and Y175 (green, b) in the active site of  subunit. At the  inter-domain 

interface, hydrogen bonds are observed between residues D130 of  subunit (cyan, i and 

orange, ii), I278 of  subunit (red, iii) and G281 of  subunit (blue, iv). 

Root-mean-square deviation (RMSD) for protein backbone showed that the systems are 

well equilibrated, with no significant deviations (Figure 3.3A). After initial adjustments 

for each binding pose, the ligand was stable in the binding pocket for all three systems, as 

indicated by the calculated RMSD for the heavy atoms of the compound (Figure 3.3B).  
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Figure 3.3. Root-mean square deviation (RMSD) for protein backbone and compound 1 

within binding site. (A) All three compound 1 bound systems are well equilibrated and 

significant deviations were not observed. (B) Compound 1 is stable in both binding sites. 

The initial spike in pose A is due to the rotation of propanamide moiety. 
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We also compared root-mean square fluctuation data (RMSF) for the three systems to 

analyze the overall dynamics of the protein and identify more flexible regions, 

specifically αL6 (Figure 3.4). A closed ordered conformation of this loop is essential for 

retaining the substrate in the binding site.18,19 In pose A and interface pose C, the upper 

portion of αL6 (residues 186 to 191) is more flexible; nonetheless a consistent hydrogen 

bond between αAsp60 and αThr183 indicates that αL6 remains closed (Figure 3.5). Pose 

B shows a highly ordered conformation for αL6, comparable to the natural substrate IGP-

bound complex, whereas the αL6 appears more dynamic in the ligand-free enzyme 

(Figure 3.4B and 3.4C). This ordered state of the loop further indicates the stability of 

Compound 1 within α subunit active site. Conformational fluctuation of the β subunit is 

similar in all systems. Because the motions of the  subunit are allosterically regulated by 

the  subunit ligand,  substrate binding should alter the overall dynamics of the  subunit 

as well.33,34   
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Figure 3.4. Conformational fluctuation of TRPS with Compound 1. RMSF data 

calculated relative to the initial position of αC of each residue. The X-axis presents the 

residue numbers of the complex, the color bar indicates the structural region of the 

enzyme (α-subunit – pink, αL2 – yellow, αL6 – green, β-subunit – grey, βCOMM domain 

– blue). (A) RMSF computed from  three 200-ns MD runs, with Compound 1 bound to 

the active site of  subunit (poses A and B) or the -inter-domain interface (pose C), 

show similar dynamics. αL6 (green) is more flexible in poses A and C, and the loop 

remains stable in pose B. (B) Comparison of RMSF computed from pose B, MD 

simulation in complex with natural substrate IGP and ligand-free TRPS. (C) αL6 

fluctuation in ligand-free TRPS and TRPS in complex with Compound 1 (3 poses) and 

IGP. 
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Figure 3.5. Hydrogen bond distances between αAsp60 and αT183 for three simulated 

binding poses. αL6 remains closed in pose B and shows slight fluctuation in poses A and 

C. 
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Further modifications to Compound 1 based on interactions revealed in our modeling 

work may improve binding in the active site. Adding a hydrogen bond donor, such as 

carboxyl substitution at the meta or para position of the phenyl ring could likely increase 

hydrogen bond interactions, specifically with αGly184, αGly213 and αSer235, which are 

shown to coordinate the phosphate group in IGP. The addition of an aromatic ring or 

cyclic hydrocarbon to the imino nitrogen could further increase affinity by engaging in 

hydrophobic interactions with Phe22 and Leu100. By using MOE to evaluate our design 

strategies, five Compound 1 analogs were docked to the active site of the  subunit 

(Figure 3.6A). Docking results showed that the addition of a ring improved the binding 

score by more than 2 kcal/mol as compared with Compound 1 (Figure 3.6B). However, 

the addition of a carboxyl group to the phenyl ring at para position without an additional 

ring structure only slightly improved the docking score, which suggests that the binding 

pocket has unutilized space for further investigation.   
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Figure 3.6. Docking of modified Compound 1. (A) Compound 1 substitutions. (B) 

Average score of the five lowest-scoring docking poses modeled by the Molecular 

Operating Environment (MOE) program. 
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3.4 Conclusions 

Antibiotic resistance poses a great challenge in treating bacterial infections and presents a 

serious public health threat. The development of novel drugs to fight these infections is 

vital to prevent further health crises. The tryptophan biosynthesis pathway is essential for 

bacterial growth. In this work, we aimed to identify an inhibitor for the  subunit of 

TRPS. With combined computational and experimental approaches, we identified a 

propanamide-based compound with satisfactory pharmacokinetic properties. In vitro MIC 

testing showed that the selected compound significantly reduced bacterial growth, and 

equally important, adding L-Trp to the medium recovered bacterial growth, indicating 

that the compound specifically targets the L-Trp biosynthetic pathway. In addition to the 

known binding pocket in the  subunit, MD simulations and crystallization of the TRPS-

Compound 1 complex revealed another stable binding site of Compound 1 in the -

inter-domain interface. Our MD runs for three different binding poses showed that TRPS 

was stable when Compound 1 was bound to either binding site. TRPS showed similar 

dynamic fluctuations when its natural substrate IGP or compound 1 (pose B) was bound 

to the active site. We further modified Compound 1 to enhance binding, and our docking 

results showed an improved binding score after the addition of substituents. In summary, 

our work shows that compound 1 is a good lead for further improvement and 

development of a potent antimicrobial drug. 
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Chapter 4 Insights into Dynamics of Inhibitor and Ubiquitin-like Protein Binding in 

SARS-CoV-2 Papain-like Protease 

4.1 Introduction 

Covid-19, caused by a novel form of coronavirus, has created a global health crisis due to 

the lack of vaccines and anti-viral drugs. Over the past two decades, coronaviruses such 

as the Severe Acute Respiratory Syndrome coronavirus (SARS-CoV-1 or CoV1) and 

Middle East Respiratory Syndrome coronavirus (MERS-CoV) have caused mass human 

fatality. In late 2019, the novel form of coronavirus, known as SARS-CoV-2 (CoV2), 

spread rapidly from Wuhan, China to all continents of the world within months, causing 

widespread mortality and worldwide panic.1 The only way to curtail the spread of the 

virus thus far has been through strict, indefinite quarantine of millions of people. Clearly, 

development of anti-viral drugs capable of inhibiting CoV2 is of paramount importance. 

CoV2 contains a Papain-like protease (PLpro) that is vital for viral replication.2 PLpro is 

responsible for the proteolytic processing of the product of open reading frame 1a 

(ORF1a) in the replicase gene of CoV2, a large viral polyprotein containing nonstructural 

proteins which form the replicase complex.3 PLpro exists as a monomer in biological 

settings and has the USP fold, typical for the ubiquitin-specific proteases (USP) family in 

humans, which is topologically organized into four domains – UBL, thumb, palm, and 

fingers (Figure 4.1A).4 The peptide bond cleavage in the active site is catalyzed by a 

conserved catalytic triad comprised of residues Cys111, His272 and Asp286.5 In addition, 

PLpro possesses deubiquitinating and deISGylating capabilities6 which interfere with 
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critical signaling pathways leading to the expression of type I interferons, resulting in 

antagonistic effect on host innate immune response.7,8 Therefore, inhibition of PLpro 

activity can halt viral replication and disrupt its role in host immune response evasion, 

making it an excellent anti-viral drug target. 
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Figure 4.1. Cartoon representation of the entire CoV2 PLpro structure and close-ups of 

regions important to ligand binding. (A) PLpro with the four domains and other major 

regions indicated as follows: fingers – orange, palm – green (BL2 loop – yellow), thumb 

– blue, UBL – magenta, SUb1 and SUb2 – yellow and green circles, respectively. The 

putative 3k binding site is shown as a grey surface and the active site as a teal surface. 

6MP was docked to the putative 3k site and active site. (B) important binding site 

residues. (C) 3k (light grey) engaging in hydrogen bonds with D164 and Y268, and the 

important BL2 loop-stabilizing hydrogen bond between Y264 and N267. 
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CoV2 PLpro exhibits a high sequence similarity to CoV1 PLpro (Figure 4.2); in 

particular, the binding site and active site residues are nearly identical. We have 

introduced a leading naphthalene-based inhibitor, 3k, and chemotherapy agent 6-

mercaptopurine (6MP) (Figure 4.1A), which successfully inhibited CoV1 PLpro and 

MERS-CoV PLpro, respectively,9-11 to assess their binding affinity for CoV2 PLpro. The 

3k binding site is adjacent to the catalytic triad and sterically inhibits the binding of 

ubiquitin (Ub) and Interferon-stimulated gene 15 (ISG15) by occupying the space 

normally reserved for their C-terminal (LXGG cleavage site) at ubiquitin binding subsite 

1 (SUb1) (Figure 4.1A). Compounds capable of binding to this site therefore exhibit high 

inhibitory capabilities.  

 

Figure 4.2 Amino acid sequence alignment of CoV1 and CoV2 PLpro 
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In this work, we carried out several molecular dynamics (MD) simulations of ligand-free 

and ligand-bound CoV2, CoV1, and MERS-CoV PLpro (Table 4.1). Based on detailed 

examination of the CoV2 3k binding site, we provide guidance and suggestions for 

optimization of compounds targeting this site. Moreover, by simulating 3k bound to 

CoV2 and CoV1 PLpro, we show that it exhibits a highly similar binding mode in both 

proteins, suggesting that 3k and similar compounds should have an inhibitory effect on  

CoV2 PLpro. After analyzing the binding mode and binding site, we constructed and 

docked new ligands based on the 3k scaffold which showed improved binding affinity 

over the current molecule. Additionally, we carried out experimental assays to validate 3k 

binding to CoV2 PLpro and inhibit enzymatic function. We show that the overall 

dynamics of ligand-free PLpro in all analyzed systems is highly similar, with comparable 

flexibility in BL2 loop, zinc-binding region and UBL domain. Our detailed description of 

3k binding in the protein provides insight into the essential interactions necessary for 

successful fragment-based drug design. Additionally, we provide well-sampled dynamics 

of the available CoV2 PLpro crystal structures for wider use as a guide to potential drug 

binding sites or in docking and drug screening studies. 
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Table 4.1. Summary of all simulations performed. All ligand-free proteins were simulated 

twice under identical conditions except for the initial random number seed, first for 1 µs, 

followed by a 500 ns secondary run to confirm consistency in the observed dynamics. 

Similarly, all ligand-bound proteins were simulated three times for at least 200 ns. Where 

necessary, secondary and tertiary runs are referred to by a dash and number after the main 

designation e.g., MD1-2 means the second run of simulation MD1. 

Summary of Simulations 

Simulation 

Index 

PDB Protein system Length 

MD1 (1, 2) 6W9C CoV2 PLpro 1 µs, 500 ns 

MD2 (1, 2) 6WRH CoV2 PLpro 1 µs, 500 ns 

MD3 (1, 2) 4OW0 CoV1 PLpro 1 µs, 500 ns 

MD4 (1, 2) 4RNA MERS-CoV  PLpro 1 µs, 500 ns 

MD5a (1-3) 6W9C CoV2 PL pro complexed w/ 3k 

(pose A) 

1 µs, 500 ns, 200 

ns 

MD5b (1-3) 6W9C CoV2 PL pro complexed w/ 3k 

(pose B) 

3 × 200 ns 

MD5c (1-3) 6W9C CoV2 PL pro complexed w/ 3k 

(pose C) 

3 × 200 ns 

MD5d (1-3) 6W9C CoV2 PL pro complexed w/ 3k 

(pose D) 

3 × 200 ns 

MD6 (1-3) 4OW0 CoV1 PLpro complexed w/ 3k 1 µs, 500 ns, 200 

ns 

MD7a (1-3) 6W9C CoV2 PLpro complexed w/ 

6MP (in putative site) 

3 × 200 ns 

MD7b (1-3) 6W9C CoV2 PLpro complexed w/ 

6MP (in active site) 

3 × 200 ns 
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4.2 Methods 

4.2.1 MD Simulation Protocol 

MD simulations were prepared and run using the Amber18 molecular dynamics package 

with GPU acceleration.12,13 Force fields ff14SB14 and the general Amber force field 

(GAFF2)15 were used on proteins and ligands, respectively. Ligands 3k are 6MP were 

parameterized using Amber’s antechamber program with the AM1-BCC charge 

assignment method.16 All systems were solvated with a rectangular box of explicit TIP3P 

water extending 12 Å beyond the solute edges, and 1 or 2 explicit counterions were added 

to neutralize the overall system charge. Systems were minimized in four steps. First, 

using Generalized Born implicit solvent,17 we minimized the hydrogen atoms, then 

protein sidechains, and finally the entire protein for 500, 1000, and 5000 steps, 

respectively. Next, the entire solvated structure was minimized for 5000 steps. Solvated 

systems were equilibrated in the isothermic-isobaric (NPT) ensemble from 50 to 275 K in 

25 K increments for 100 ps each, and finally at 298 K for 500 ps. Production simulations 

were performed in the NPT ensemble at 298K using the Langevin thermostat with a 2 fs 

timestep. A 12 Å cutoff distance was used for direct non-bonded energy calculations and 

long-range electrostatics were calculated by the particle mesh Ewald method.18 The 

SHAKE algorithm19 was employed to constrain all bonds involving hydrogen. Raw 

trajectories were saved every 2 ps and then processed using Amber’s cpptraj20 for 

analysis.  
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4.2.2 Selection of Initial Structures for MD Simulation 

Initial coordinates for CoV2 PLpro simulations were obtained from two crystal structures 

of the ligand-free protein, PDB IDs 6W9C21 and 6WRH.22  The ligand-bound complexes 

for CoV2 were obtained by docking ligands into a protein conformation selected from 

MD1; details are provided in the following subsection.  CoV1 PLpro simulations began 

from a crystal structure of a 3k-bound complex, PDB 4OW0.9 Ligand 3k was manually 

removed from the binding site for our ligand-free CoV1 PLpro simulation. MERS-CoV 

PLpro was simulated only in the ligand-free state, starting from crystal structure 4RNA.23 

For simplicity, we have indexed these simulations as shown in Table 4.1. 

4.2.3 Ligand Docking to CoV2 PLpro  

Force distribution analysis tool (FDA)24 was used to identify the residues interacting 

with 3k in CoV1 PLpro (Figure 4.3), and since these residues are identical in CoV2 

PLpro, we used them as a ligand docking site.  To choose a CoV2 PLpro conformation 

that was highly similar to the CoV1 3k-bound crystal structure, we found the CoV2 frame 

from MD1-1 with minimum RMSD between key binding site residues to use for docking 

(Figure 4.3). The ligands were docked to this single PLpro conformation using Molecular 

Operating Environment (MOE).25 Four poses (Figure 4.4) of 3k in this site were selected 

for MD simulations. To obtain poses A and D, we used the induced fit docking option 

with constrained/tethered side chain rotations allowed; poses B and C were obtained 

using the same induced fit option with free sidechain rotation allowed. Poses A and B 

closely resemble  the Cov1 PLpro–3k  crystal structure, PDB 4OW0. Pose C is a rotamer 
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of A with a 180° rotation of the naphthalene moiety, while in pose D the piperidine 

moiety is rotated 180° with respect to A. In addition to the 3k binding site, 6MP was also 

docked to the active site following the same method. The designed ligands reflecting our 

suggested modifications to the 3k scaffold were docked in the 3k site by the same 

protocol to the same CoV2 PLpro conformation as 3k. 

 

 



 88 

 

Figure 4.3. Residues selected as the docking site. (A) Residue-wise force distribution 

heatmap indicates protein residues interacting with ligand 3k in CoV1 PLpro. (B) 

Conformation of key residues in CoV1 PLpro (orange) and the conformation of the same 

residues selected for docking in CoV2 PLpro (teal). (C) The docking site residues 

selected based on force analysis displayed in CoV2 PLpro. (D) RMSD values between 

binding site residues in the minimized CoV1 PLpro crystal structure and CoV2 PLpro 

conformation used for docking. Force values are in piconewtons. 
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Figure 4.4. Ligand poses A-D from which the CoV2 PLpro-3k complex simulations 

began. Key binding site residues are shown in grey to show the difference in relative 

orientation of the ligand in each pose. 

4.2.4 Simulation Analysis  

4.2.4.1 Trajectory Visualization and Dihedral Analysis.  

The simulations were visualized using Visual Molecular Dynamics (VMD)26 and MOE. 

Dihedral angle populations and entropy were calculated using T-Analyst 27.  
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4.2.4.2 Cartesian Principal Component Analysis.  

To observe major protein motions, we performed principal component analysis28,29 of α-

carbon atoms in the 1 µs trajectory of ligand-free CoV2 PLpro. PCA reduces the high-

dimensional data set of all α-carbon motions throughout the MD trajectory to its principal 

components (PCs), the directions which contain the largest motions. We used the average 

α-carbon positions as references. The first and second largest PCs were analyzed to 

reveal the dominant motions. 

4.2.4.3 MM/PBSA.  

We used the MM/PBSA method30 to evaluate the intermolecular interactions between 

ligands and PLpro. From a total of 20,000 MD frames making up the 200 ns ligand-

bound trajectories, system conformations were analyzed every 2 ns. This method 

computes the energy (E) of a system from theprotein, ligand, and protein-ligand complex, 

and computes the interaction energy as Δ<E> = <Ecomplex> - <Eprotein> - <Eligand>. <E> 

denotes the computed average energy from a given MD trajectory. The default values of 

a solute dielectric of 1.0 and solvent dielectric of 80.0 were used. The total binding 

energy term was computed as EMM/PBSA = EMM + GPB + Gnp, where EMM includes 

standard molecular mechanics force field terms, GPB is the solvation energy computed by 

solving the Poisson Boltzmann (PB) equation, and Gnp is the nonpolar energy estimated 

from the solvent accessible surface area (A) as γA + b, where γ is the surface tension and 

b is a correction term. We used γ = 0.005 kcal mol-1 Å-2 and b = 0.0 kcal mol-1 , and 

estimated the surface area with the LCPO method.31  
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4.3 Results and Discussion 

We analyzed 1 µs trajectories of ligand-free CoV2, CoV1 and MERS-CoV PLpro to 

uncover the overall protein dynamics of the novel coronavirus protease and to make 

comparisons to older coronavirus PLpro for which inhibitors have been developed. In 

addition, we simulated ligand-bound trajectories of CoV1 and CoV2 PLpro to assess 

potential effectiveness of one naphthalene-based and one thiopurine inhibitor – 3k and 

6MP, respectively – in the 2019 coronavirus. We showed that 3k formed stable 

interactions with CoV2 PLpro, suggesting that the compound can bind to the protein, 

which was verified by experimental assays. Moreover, we designed and docked new 

ligands based on the 3k-scaffold to CoV2 PLpro and show that they achieve lower 

binding free energies. Protein flexibility, entropy, and conformational changes were 

analyzed in the ligand-free protein simulations to characterize the overall protein 

dynamics and to assess similarities and differences relevant to inhibitor or Ub binding in 

CoV2 PLpro. The ligand-bound MD simulations were analyzed for a detailed 

characterization of ligand binding modes by analyzing residue-wise interactions, binding 

energy, and ligand-induced conformational changes.  

4.3.1 Structure and Dynamics of Ligand-free CoV2 PLpro and Implications for Drug 

Discovery 

Dynamic regions of potential importance to small molecule drug  or Ub binding in CoV2 

PLpro include portions of the thumb domain (containing SUb2), the fingers region 

(adjacent to SUb1) and the BL2 loop (directly adjacent to the 3k binding site). Principal 
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component analysis (PCA) shows that the dominant overall motion of CoV2 PLpro 

occurs due to high flexibility of the fingers domain – especially the zinc-binding region, 

the BL2 loop, and the UBL domain (Figure 4.5). The fingers domain is the most mobile 

region of PLpro, and has been shown to crystallize in different conformations 5. Because 

this region is highly flexible and challenging for a small molecular inhibitor to bind 

tightly, it is not considered as an ideal  druggable site.  

 

Figure 4.5. PCA shows the most flexible regions of CoV2, Cov1 and MERS PLpro 

highlighted in red and pink to show the two extremes of a region’s range of motion 

(motion exaggerated 3-fold for clarity). From left to right, red/pink protein indicates the 

fingers domain, BL2 loop, and UBL domain. 
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This study focuses on the binding site of naphthalene inhibitors (Figure 4.1A), a 

druggable site reported in previous studies9 that is directly adjacent to the PLpro active 

site to prevent off-target binding to the highly similar active site of human proteins.32 

Flexibility of the BL2 loop, which can result in an open or closed conformation, indicates 

potential of this binding site to accommodate compounds with new scaffolds or different 

derivatives of 3k, which may include larger substitutions to strengthen binding with 

underutilized regions. One such region is the hydrophobic portion lined by residues 

Met208, Pro247 and Pro248 (Figure 4.1B). Closer to the BL2 loop, Gly266 may be able 

to provide inhibitor binding specificity through hydrogen bond formation . The portion of 

the binding site extending just past the BL2 loop in the direction of the UBL domain 

presents substantial space to engage PLpro residues with larger ligands (Figure 4.1B). 

One very prominent motion of CoV2 PLpro is partial rotation of the UBL domain and its 

relative position to “ridge” helix (Asp62 – His73) in the SUb2 region (Figure 4.6). The 

function of the UBL domain is unknown, and although some studies suggest that it has no 

effect on function of PLpro,33 we observed one noteworthy interaction involving this 

domain. Transposition of UBL towards the thumb domain results in hydrophobic 

interactions between Pro59 of the UBL domain and Pro77 and Thr75; Thr75 then 

interacts with Phe69 of the “ridge” helix and can alter the latter residues conformation. 

Mutating this Phe was shown to affect the binding affinity of ISG15 and K48 linked diUb 

in CoV1 PLpro,34 so the conformational dynamics of this residue may also be important 

in CoV2. Since CoV1 exhibits this same interaction between UBL residues and this Phe 

residue, we compared the conformation populations for Phe69/70 (residue numbering 
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differs by 1 between Cov2/CoV1) between the two PLpros. Notably, Cov1 contains Leu 

at position 75 (rather than Thr75 as in Cov2) and its concerted motion with Phe70 yields 

four different conformations. The Phe69-Thr75 interaction in CoV2 affects Phe69 to a 

lesser extent, resulting in just two distinct conformations of the same sidechain (Figure 

4.7). In contrast to the dynamic SUb2 region, SUb1, the binding site for distal Ub, does 

not show any significant structural fluctuation. Ub-interacting hydrophobic residues 

Met208 and Pro247 are exposed to the solvent to potentially engage in ligand interactions 

(Figure 4.8), which may be an alternative method to disrupt Ub binding at SUb1 in aside 

from blocking its C-terminal from the LXGG cleavage site.  

 

Figure 4.6. The movement of UBL in CoV2 allows for interactions between UBL residue 

Pro59 and the thumb domain residues Thr75 and Pro77. These interactions subsequently 

result in different rotameric states for the nearby key Ub-interacting residue Phe69/Phe70 

in CoV2/CoV1. Green arrow indicates the major motion of UBL; green circle indicates 

SUb2. 
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Figure 4.7. Conformation populations of the Ub-interacting residue Phe69/70 sidechain in 

ligand-free and 3k-bound CoV2 and CoV1 PLpro. CoV2 shows only two conformations, 

whereas CoV1 shows four, which may cause unique interactions between CoV2 PLpro 

and Ub or Ub-like proteins at SUb2. This difference is seen in both ligand-free and -

bound systems. 

 

Figure 4.8. The hydrophobic region of SUb1 (multi-color surface), which contains 

ligand-interacting residues M208, P247 and P248 in the putative bind site, is exposed to 

solvent in ligand-free systems. The residues here are available to establish new 
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hydrophobic ligand interactions, which may be able to disrupt Ub or Ub-like protein 

binding at this site.  

Overall, the dynamics of the CoV2, CoV1 and MERS-CoV ligand-free PLpro is quite 

similar. Figure 4.5 shows the first principal component of overall motion for all three 

systems, which reveals similarly high mobility in the zinc-binding domain, BL2 loop and 

UBL domain. CoV2 simulations MD2 and MD3 showed similar flexibility to CoV1 in 

most of the highly flexible regions during the entire course of the 1 µs MD simulations. 

Notably, in MD1, the initial crystal structure conformation shows a unique conformation 

of Asn267 and Tyr268 (Figure 4.9), resulting in larger root-mean-square fluctuation 

(RMSF) and dihedral entropy values than those computed for the other ligand-free 

PLpros (Figures 4.10), as well as additional rotameric states (Figure 4.11). Around 420 ns 

into MD1-1 and just 20 ns into MD1-2 the residues change conformation to ones highly 

similar to those in MD2 (CoV1) and MD3 (CoV2), at which point the RMSFs become 

nearly identical (Figure 4.12). This unique conformation of key ligand-binding residue 

Tyr26835 is not preorganized for protein-ligand complex formation, thus it may incur a 

cost in conformational energy or entropy which can affect inhibitor binding. In terms of 

dihedral entropy as well, CoV1 and CoV2 are quite similar. The entropy calculations for 

the backbone torsion show only a few regions with higher conformational sampling in 

CoV2, mainly in the zinc binding region of the fingers domain and BL2 loop (Figure 

4.10). In MERS-CoV, the amino acid composition of the BL2 loop is entirely different 

from CoV2 with the exception of two flanking Gly residues.23 Although the entropy and 

RMSF show similar flexibility of the loop, its overall conformation relative to the palm 
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domain is more open than in CoV1 and CoV2. BL2 remains in this open conformation, 

which appears to be stabilized by hydrophobic interactions of  Gln270, Glu273, Thr274 

and His278 sidechains, for the entirety of MD4 (Figure 4.13).  

 

Figure 4.9. Conformation of Asn267 and Tyr268, 3k binding site is indicated with dotted 

surface. (A) common conformation of these residues observed in CoV2 (6WRH) and 

CoV1 simulations. (B) Unique conformation observed only in CoV2 (6W9C) simulation. 
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Figure 4.10. Quantifying the overall dynamics and conformational flexibility of PLpro. 

Top: RMSF of alpha C atoms over the 1 µs trajectory of all four ligand-free PLpros. The 

spike at the BL2 loop (~ residues 265-275) is larger for CoV2 (6W9C) and MERS-CoV 

because of their more open conformations during all or part of the simulations. Residues 

1-56 (UBL domain) and 300-311 (C-terminal) have been omitted for clarity. Bottom: 

Dihedral entropy of the psi angle for CoV2, CoV1 and MERS-CoV systems. PLpro 

regions indicated by color bar: thumb – blue, fingers – yellow, palm – green, BL2 loop – 

grey. Entropy calculated at 298 K. 
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Figure 4.11. Psi angle in BL2 loop residues Tyr268 and Asn267 over simulation time for 

ligand-free CoV2 PLpro starting from the two different CoV2 crystal structures, 6W9C 

and 6WRH, and in CoV1 PLpro. The unique outward conformation of these residue in 

6W9C results in rotameric states of key ligand-interacting residue Tyr268 that may have 

implications on ligand binding in the putative site. 
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Figure 4.12. Root-mean-square fluctuation (RMSF) for all atoms in the BL2 loop during 

only the last 500 ns of simulation of ligand-free CoV1 PLpro and the two CoV2 PLpro 

simulations beginning from different crystal structures (6W9C and 6WRH). In the last 

500 ns of simulation, after the unique starting conformations of Asn267 and Tyr268 in 

crystal structure 6W9C go away, the dynamics of the loops in all three systems become 

highly similar. 
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Figure 4.13. Depiction of the open conformation of the MERS-CoV BL2 loop a) BL2 

loop of MERS-CoV PLpro (yellow) compared to CoV2 PLpro (orange) showing the 

more open conformation in MERS-CoV. b) Hydrophobic interactions between the 

labeled residues (shown as van der Waals spheres) hold the MERS-CoV BL2 loop in the 

open conformation. 

4.3.2 Comparison of Ligand-free and Ligand-bound Structures CoV1 and CoV2 PLpro 

Revealing detailed protein conformational changes after ligand binding provides insight 

to the key binding interactions relevant to drug development. We compared ligand-free 

and ligand-bound systems to identify how binding shifts the populated conformations of 

surrounding residues.  

Simulations show the CoV2 PLpro BL2 loop having significant flexibility in ligand-free 

proteins. Residues Asn267, Gln269, and most importantly Tyr268, account for most of 

this motion, which resembles opening and closing of the loop (Figures 4.14A and 4.14B).  
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Figure 4.14. Plot of entropy for 3k binding site residues and pictures of their 

conformations. (A) Sidechain dihedral angle entropy for 3k binding site residues in 

ligand-free and 3k-bound CoV1 and CoV2 PLpro shows the stabilization of these 

residues after ligand binding. (B) An overlay of several MD frames shows the range of 

conformations adopted by BL2 loop (dark green) residues in the ligand-free state. Tyr268 

in the ligand-bound conformation is shown in light green. (C) The conformational 

sampling of these residues is dramatically reduced upon binding of 3k (teal). Entropy 

calculated at 298K. 
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MD5a-d all show that the BL2 loop in CoV2 PLpro is highly stabilized by ligand 

binding, as most residues interacting with the ligand are confined to a single 

conformation (Figure 4.14C). Most notably, the sidechain and backbone rotation of key 

residue Tyr268 is minimized through a hydrogen bond and strong vdW interactions with 

the ligand, as detailed in next subsection. The very same ligand-induced stabilization of 

the BL2 loop is seen for CoV1 PLpro (Figure 4.15). The central portion of this binding 

pocket, which houses the piperidine, carboxyl and amide moieties of 3k, is narrower and 

may already be maximized in terms of inhibitor binding potential. Two key hydrogen 

bonds form here (Figure 4.1C), and it has been shown that substitutions larger than a 

methyl group or hydrogen at the benzylic-naphthyl or benzyl position, respectively, on 

naphthalene inhibitors lowered their effectiveness.9 

 

Figure 4.15. RMSF of all atoms in the BL2 loop in ligand-free and 3k-bound CoV1 and 

CoV2 PLpro. In both systems, ligand binding induces a closed, ordered BL2 loop 

conformation resulting in dramatically reduced mobility of this region. The x-axis 

indicates the range of atoms in each BL2 loop residue.  
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Residues involved in consistent interactions with the ligand show a significant difference 

in dihedral entropy. Hydrogen bonds formed with 3k substantially restrict conformational 

exchange for the associated residues. Asp164 and Tyr268 appear to be a key aspect in the 

3k-CoV2 PLpro interactions, which is reflected by the decreased dihedral entropy (Figure 

4.16).  

 

Figure 4.16. Dihedral entropy calculated at 298 K for phi and psi torsions of ligand-

interacting residues in ligand-free and 3k-bound CoV1 and CoV2 PLpro.  
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Comparison of MD5a-d to MD6 (Table 4.1) reveals that 3k binds very similarly in CoV2 

and CoV1 PLpro, inducing a closed, ordered conformation of the BL2 loop around the 

ligand. Moreover, the RMSD values of 3k over 200 ns in MD5a and MD6 of 1.06 and 

0.95 Å, respectively, reveal similar stability in the CoV2 and CoV1 putative binding 

sites. The naphthalene moiety occupies the hydrophobic cleft of the pocket and the 

fluorophenyl ring protrudes from the opposite end of the pocket while retaining a high 

degree of mobility relative to the rest of the compound. The high similarity of these 

binding modes indicates strong potential of naphthalene inhibitors to have an inhibitory 

effect on CoV2 PLpro through a similar mechanism as in CoV1 PLpro.  

4.3.3 Ligands Binding Modes in CoV2 PLpro and Strategies for Drug Design 

Because the putative naphthalene inhibitor binding site of CoV2 PLpro is comprised by 

the same residues as in CoV1 PLpro, we examined  one of the most effective second-

generation naphthalene inhibitors of CoV1 PLpro,9 3k, to reveal structural information 

regarding binding to CoV2 PLpro for future structure-based drug development. After 

analyzing free and ligand-bound CoV1 PLpro simulations, we docked 3k to one CoV2 

PLpro conformation to obtain four different binding poses (Figure 4.4) and ran three 

simulations for each pose (MD5a-d). Poses A and B were nearly the same, except B was 

docked with unconstrained side chain rotations allowed, so 3k starts slightly rotated with 

respect to A. MD5c and MD5d start with a 180° rotation of the naphthalene or piperidine 

moiety, respectively, compared to MD5a. Ultimately, MD5a, b and d all establish the 

same major interactions with PLpro. The majority of our discussion focuses on MD5a , 

where the initial conformation (Figure 4.4A)  is the most similar to the CoV1 PLpro-3k 



 106 

crystal structure. Our results indicated that 3k binds strongly and suggest that the ligand 

can inhibit the enzymatic function of CoV2 PLpro. 

In the hydrophobic portion of the binding site, the naphthalene moiety sits stably between 

residues Pro247 and Pro248 to one side and Tyr268 on the other (Figure 4.17) However, 

additional space exists in this pocket to engage more residues. Specifically, it may be 

possible to increase the hydrophobic interactions here with a methyl (or larger) 

substitution on the naphthalene to further engage in vdW interactions with Pro248 or 

Tyr264 (Figure 4.17, blue dots). Pro248 and Met208 can also be further engaged in 

hydrophobic interactions with substitutions at the appropriate positions on naphthalene 

(Figure 4.17, yellow dots), or potentially even a substitution of the entire naphthalene 

moiety for a larger aromatic structure such as anthracene or phenanthrene (Figure 4.17). 

MD5c (Figure 4.4C) , in which the naphthalene in the initial 3k conformation is flipped 

180° relative to MD5a, provides support for this idea, as the flipped moiety is seen 

making closer contact with residues Met208 and Pro248, resulting in greater attraction to 

these residues (Figure 4.18) and slightly lower overall binding energy (Table 4.2) than in 

MD5a. Lastly, a hydrogen bond donor or acceptor substitution at the correct naphthalene 

position (Figure 4.17, blue dots) may be able to engage with the Gly266 backbone.  
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Figure 4.17. Ligand 3k (grey) in the CoV2 PLpro binding site. Residues with which new 

interactions are achievable or current ones can be strengthened are labeled and shown in 

ball-and-stick representation. Top-right: 2D molecular structure of ligand 3k indicating 

proposed substitution positions for increased binding affinity. Substitutions at the yellow 

positions may be capable of additional hydrophobic contacts with Pro247, Pro248, or 

Met208. Substitutions at blue positions may be capable of additional hydrophobic 

contacts with Pro248 or Tyr264, or hydrogen bonds with the backbone carboxyl of 

Gly266. Finally, substitutions at the green position in combination with an extended 

benzene linkage may be capable of increased attractive interactions with Gln269 or other 

nearby residues. The naphthalene moiety is indicated by the dashed box, with the 

proposed anthracene or phenanthrene substitutions indicated above. 
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Figure 4.18. Residue-wise protein-ligand interaction forces, where blue indicates 

attractive forces and red indicates repulsion, from one 200 ns CoV2 PLpro-3k complex 

simulation beginning from each of the four binding poses, A-D. The interactions with 

residues Tyr268 and Asp164 are dominant for all four. Pose D, despite starting with its 

hydrogen bond donor pointed away from Asp164, establishes this important interaction in 

the latter half of the simulation. Force values are in piconewtons. 
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Table 4.2. MM/PBSA energy breakdowns for the binding energy from simulations of the 

four different starting poses (A-D) of CoV2 PLpro-3k and CoV1 PLpro-3k. ΔEelec+PB is 

the electrostatic plus polar solvation energy contributions, and ΔEvdW+np is the van der 

Waals plus non-polar solvation energy contribution. ΔEMM/PBSA is the binding energy 

predicted by MM/PBSA. Energies are in kcal/mol; values are ± SD. 

MM/PBSA Binding Energies  
CoV1-3k CoV2-3k A CoV2-3k B CoV2-3k C CoV2-3k D 

∆Eelec+PB 11.9 11.8  11.6  11.0  14.7  

∆EvdW+np -28.9 -26.2 -28.1 -28.7 -27.0 

∆EMM/PBSA -17.0 ± 3.9 -14.5 ± 4.3 -16.5 ± 4.5 -17.7 ± 3.6  -12.3 ± 5.4 

 

3k engages in two strong hydrogen bonds with the protein: one to Asp164 and the other 

to the backbone of Tyr268. Notably, even in MD5d, which began with the piperidine 

nitrogen and its hydrogen pointed in the opposite direction of Asp164, the entire moiety 

rotates after 25-140 ns (varying between the three runs) to establish the hydrogen bond 

with this residue. Previous studies found that bulky ligand substitutions that occupy this 

portion of the pocket decreased inhibition.1 A possible explanation is that the specific 

ligand orientation needed to maintain both of these strong hydrogen bonds was not 

attainable due to the additional bulk. Moreover, we observed a consistent intra-protein 

hydrogen bond between Tyr264 and Asn267 in ligand-bound CoV2 that could be 

disrupted by larger ligand substitutions here, which may destabilize the closed BL2 loop. 

Indeed, analysis of this interaction shows very high correlation between formation of the 

hydrogen bond and a closed loop conformation (Figure 4.19). A small hydrophobic 
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pocket formed by Tyr264, Tyr273 and Thr301 accommodates the methyl group at the 

benzylic-naphthyl position.  

 

Figure 4.19. Tyr264-Asn267 hydrogen bond length and Tyr268 psi angle over time. In 

ligand-free CoV2 PLpro (left), a short hydrogen bond length between Tyr264 and 

Asn267 (top, blue) has a strong correlation with a closed BL2 loop conformation 

(bottom, green). After ligand binding (right), this distance is consistently short and the 

loop conformation remains closed.  

The fluorophenyl ring of 3k appears to interact mostly with the hydrocarbon portion of 

Gln269, but also engages in  vdW interactions with Tyr268 (Figure 4.17). However, 

because of the openness of PLpro in this region, the position of the ring fluctuates widely, 

and it rotates freely with the fluorine observed at several positions consistent with 360-

degree rotation. Increasing ligand engagement with PLpro residues is achievable in this 

region, although previous attempts at doing so in CoV1 PLpro had mixed results. 

Substitutions on the benzyl ring in first generation naphthalene inhibitors found that 
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anything bulkier than methyl at the ortho position decreased inhibition;9 however, the 

linkage between the amide and benzene ring was one carbon shorter than in the second 

generation, possibly causing the added bulk to disrupt one of the two important hydrogen 

bonds with Tyr268 or Asp164. With a longer linkage to the benzene in second-generation 

naphthalene inhibitors, various benzene substitutions were tested, but showed no clear 

trend in effectiveness. Ultimately, the fluorine substitution at the meta position, as seen in 

3k, showed the best result. Extending the linkage between the amide and benzene ring by 

one additional carbon was found to weaken inhibition, providing evidence that benzene 

ring primarily contributes to binding through vdW interactions with Tyr268 and Gln269, 

and so needs to be close to those residues. This is consistent with our observations and 

residue-wise force calculations as well (Figure 4.18). 

One method to increase binding affinity in this region may be through increasing the 

hydrophobic surface area of the benzyl end of the ligand. This can be achieved either 

through substitution of methyl or larger hydrocarbon groups onto the benzene ring, or by 

replacing the benzene with a bulkier group, such as naphthalene. Although, as previously 

stated, it has been shown that both increasing ligand bulkiness near the benzene end and 

extending the linkage to benzene can sometimes lead to decreased inhibition, changing 

these two factors simultaneously has not been tested. A longer linkage may accommodate 

increased bulk, while the added hydrophobic mass can still reach residues Tyr268 and 

Gln269 for attractive interactions. Moreover, since no clear trend in ligand effectiveness 

from substitutions on the benzyl ring has been found, we suggest exploration of the 

available space in this portion of the binding site.  
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To validate some of our proposed modifications to the current naphthalene-based 

scaffold, we docked these modified ligands to the same CoV2 PLpro conformation used 

to dock 3k. First, to investigate the potential for making additional hydrophobic contacts 

in the cleft near SUb1, we substituted anthracene or phenanthrene to the naphthalene 

position. Results for both substitutions show more favorable docking scores than for 3k, 

with anthracene showing slightly better performance than phenanthrene (Figure 4.20). 

The favorable contacts arise from interaction with Asp166, a residue that rotates freely in 

the CoV2-3k simulations, indicating that it may be available to form a stable interaction 

with ligands capable of reaching it. Additionally, both the anthracene and phenanthrene-

substituted ligands maintained all the other essential interactions we identified for 3k. In 

an attempt to increase polar interactions, we added a hydroxyl to the naphthalene moiety 

to form a hydrogen bond with Gly266 or other hydrogen bond acceptors in the area. We 

found that the hydrogen bond with Gly266 does indeed form as expected, with a distance 

of just 1.74 Å. However, in this conformation, the important hydrogen bonding group on 

the ligand that usually interacts with Asp164 is slightly out of position (Figure 4.20). 

Despite this, the binding is still more favorable than that of 3k. Also, notably, our MD 

simulations of CoV2-3k that started without the 3k-Asp164 hydrogen bond quickly 

formed that hydrogen bond after the simulation began, providing evidence that the same 

will likely happen in the case of the new ligand. Taken altogether, the MD and docking 

results show that the 3k scaffold should be capable of exploiting bulkier hydrophobic 

groups or polar groups at the naphthalene end to establish both favorable hydrophobic 

and polar contacts while maintaining the essential residue interactions that made 3k 
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successful in CoV1. These are but a few of many possible enhancements to the 

naphthalene-based scaffold, and they require further validation through MD simulation or 

experimental assays. However, this serves as a proof-of-concept for future CoV2 PLpro 

design directions. 

 

Figure 4.20. The modified ligands (teal) docked to CoV2 PLpro. (A) 3k with anthracene 

substituted for naphthalene, (B) 3k with phenanthrene substituted for naphthalene, and 

(C) 3k with a hydroxyl substituted on the napthyl moiety; the hydrogen bond with 

Gly266 is clearly visible. S is the docking score given by MOE, and the difference 

between the pictured docked conformation and the best 3k score is shown in brackets. 

Pair-wise force distribution analysis (Figure 4.18) and interaction energies (Table 4.3) 

indicate that the binding mode of 3k in CoV2 is dependent on both strong vdW 

interactions and hydrogen bonds (Figure 4.21), highly similar to that of 3k in CoV1 

(Table 4.2). The interaction with Tyr268 is a dominant one in all ligand-bound 

simulations. The residue engages in a hydrogen bond donated by the amide nitrogen of 

3k and a T-shaped pi-stacking interaction with the naphthalene moiety (Figure 4.17), 
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which is seen with all naphthalene-based inhibitors 5. The hydrogen bond between 3k and 

Asp164 (Figures 4.1C and 4.21) is another strong protein-ligand interaction shared in 

CoV1 and CoV2. All major ligand interactions with binding site residues are shown in 

Figure 4.18 and listed in Table 4.3. 

 

Figure 4.21. Distance of the two key ligand-protein hydrogen bonds between 3k and 

Asp164 or Tyr268 over 200 ns of simulation. The minimal fluctuation in distance 

indicates the stability of the bonds and the very limited space in this part of the binding 

pocket.  
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Table 4.3. Total, electrostatic (elec), and van der Waals (vdW) residue-wise protein-

ligand interaction energies from 3k-bound CoV2 and CoV1 PLpro simulations, in 

kcal/mol. Energies were calculated every 200 ps and then averaged over the 200 ns 

trajectory. Values are ± SD. 

 CoV2 - pose A CoV2 - pose B CoV2 - pose C 
Res Total vdW elec Total vdW elec Total vdW elec 
164 -77.7 ± 16.1 -2.4 -75.4 -74.6 ± 9.8 -3.03 -71.6 -83.5 ± 5.8 -2.5 -81.0 
268 -21.5 ± 2.1 -9.6 -11.9 -21.6 ± 2.0 -9.5 -12.1 -21.1 ± 2.0 -9.6 -11.6 
167 -16.6 ± 12.5 -0.2 -16.4 -18.3 ± 10.6 -0.2 -18.0 -16.5 ± 12.1 -0.2 -16.3 
267 -7.4 ± 7.2 -1.5 -5.9 -7.9 ± 8.1 -1.3 -6.5 -5.8 ± 9.4 -1.3 -4.5 
248 -7.3 ± 3.2 -3.8 -3.5 -7.5 ± 3.0 -3.9 -3.5 -7.4 ± 3.0 -3.4 -3.9 
163 -5.5 ± 3.4 -1.9 -3.5 -4.5 ± 3.1 -1.8 -2.7 -3.2 ± 3.16 -2.0 -1.2 
269 -3.9 ± 10.7 -4.4 0.6 -2.7 ± 10.4 -4.5 1.9 -5.5 ± 11.2 -4.2 -1.2 
249 -3.0 ± 2.7 -0.1 -2.9 -2.7 ± 3.2 -0.1 -2.6 -3.3 ± 2.8 -0.1 -3.3 
274 3.7 ± 8.5 -0.0 3.8 7.5  ± 7.7 -0.0 7.5 7.2 ± 7.1 -0.0 7.2 
165 5.3 ± 9.3 -0.22 6.0 2.0  ± 8.8 -0.3 2.4 3.14 ± 8.2 -0.2 3.3 

 
 CoV2 - pose D CoV1  

Res Total vdW elec Total vdW elec 
164 -56.3 ± 14.7 -3.3 -53.0 -74.3 6.8 -3.2 -71.1 
268 -23.7 ± 2.8 -10.2 -13.5 -20.7 ±2.3 -9.4 -11.3 
167 -15.5 ± 12.2 -0.2 -15.2 -19.1 ± 9.8 -0.3 -18.8 
267 -5.5 ± 8.0 -1.6 -3.9 -7.8 ± 7.3 -1.4 -6.3 
248 -7.2 ± 2.6 -4.0 -3.2 -7.4 ± 2.9 -4.0 -3.5 
163 -6.8 ± 4.0 -2.0 -4.9 -6.2 ± 2.7 -1.9 -4.4 
269 -4.9 ± 7.5 -4.6 -0.3 -3.1 ± 2.8 -4.6 1.5 
249 -2.5 ± 2.9 -0.1 -2.4 -3.1 ± 10.1 -0.1 -3.0 
274 8.0 ± 9.2 -0.0 8.0 4.2 ± 6.7 -0.0 4.2 
165 3.8 ± 7.5  -0.3 4.2 8.3 ± 6.2 -0.4 8.7 

 

In addition to 3k, 6-mercaptopurine (6MP) from the thiopurine class of inhibitors has 

been reported to reversibly inhibit CoV110 and MERS-CoV11 PLpro activity. To assess its 

potential for inhibiting CoV2 PLpro, we docked 6MP in the active site of the enzyme and 

the putative ligand binding site (Figure 4.1A) based on the proposed binding poses from 

existing studies. We ran three independent simulations of the two complexes for 200 ns 

each (MD7a and MD7b). The compound dissociated from the putative ligand binding site 
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within 80 ns or less and no stable intermolecular interactions were established. The 

compound stayed within the active site during two of the three MD7b simulations; 

however, it remained highly mobile and unstable in the pocket (Figure 4.22). Because the 

ligand was unstable in both binding sites, we did not compute interaction energies 

between 6MP and Cov2 PLpro. Our analysis suggests that ligand 6MP is a weak binder 

and may be a poor inhibitor of Cov2 PLpro.  

 

Figure 4.22. Several conformations, shown as superimposed MD simulation frames, were 

observed for ligand 6MP in the active site of CoV2 PLpro, indicating it is a weak binder 

and does not appear to be a promising inhibitor. 

4.4 Conclusions 

By analyzing the dynamics of ligand-free and ligand-bound CoV2 PLpro, we have gained 

insight to the important dynamics and intramolecular interactions relevant to its function 
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and the development of small molecule inhibitory drugs. The BL2 loop, zinc binding 

region, and UBL domain are the most mobile protein regions, and CoV2 PLpro overall 

dynamics are extremely similar to those of CoV1 PLpro. SUb1 contains hydrophobic 

residues that contact the ligand in the 3k binding site, while SUb2 is adjacent to the 

highly mobile UBL domain and is affected by contacts to its Ub-interacting residues 

brought about by UBL domain rotation.  

We docked two ligands, 3k and 6MP, known to inhibit CoV1 and MERS-CoV PLpro, 

respectively, into CoV2 PLpro to assess their ability as CoV2 inhibitors and identify 

opportunities for further optimization of the ligand scaffolds. We found that not only can 

3k bind strongly to CoV2 PLpro, but that there is likely room for further optimization of 

binding affinity by exploitation of space in the small hydrophobic cleft near Pro247, 

Pro248 and Tyr264, or by making additional residue contacts in the open pocket region at 

the opposite end of the binding site. 6MP was unable to bind stably in the 3k site and 

dissociated quickly in all three simulations. It associated for longer to the active site; 

however, even when it remained bound, the compound was unstable. 

Our results show that naphthalene-based inhibitors or similar compounds should have an 

inhibitory effect on CoV2 PLpro, and we have provided detailed suggestions for how this 

ligand scaffold can be furthered improved by engaging residues in underutilized space of 

the binding site. This study also generates an ensemble of CoV2 PLpro conformations 

that illustrate potential inhibitor-protein interactions for structure-based inhibitor design 

and elucidates protein dynamics relevant to Ub or Ub-like protein binding.    
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Chapter 5 Molecular Dynamics Studies of the Conformational Changes and  

Protein Dynamics in Alpha Subunit of Tryptophan Synthase and Implications for 

Enzyme Engineering 

5.1 Introduction 

The use of enzymes has increasingly become a better option for many chemical processes 

in various industries such as  food and beverage, textile and paper technology, biofuels, 

and agriculture. These biotechnological methods reduce significantly manufacturing cost 

and environmental pollution. Enzymes have also transformed the medical research 

approach for various conditions and led to the development of a new class of drugs that 

allow for highly specific treatment, prevention, and control of many injuries and diseases. 

Widespread use of enzymes in biotechnology has prompted the need of increasing 

enzymatic efficiency. More often than not, a wild-type enzyme discovered in nature is 

not suitable for an industrial process. There is a need to engineer and optimize enzyme 

performance in terms of its properties such as activity, selectivity , stability, and others in 

order for the enzymatic process to make sense commercially. Generally, this process 

involves  three steps, selecting the target amino acids, accomplishing the selected 

modifications, and finally evaluating for improved enzyme properties. 1-7 

Two methods are commonly employed in selecting the mutations, each has its 

limitations, however they are not mutually exclusive. Directed evolution involves 

repeated cycles of random mutagenesis and/or gene recombination to generate molecular 

diversity, followed by high throughput screening and selection for positive mutants.8,9 
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This method mimics natural evolution and normally produces better results to rational 

design. The approach can be problematic as even protein libraries with millions of 

members still sample only a tiny fraction of the possible sequence space for an average 

protein. Instead of looking into bigger libraries and more screening to address this issue, 

many researchers are working on new methods to create smaller and higher quality 

libraries. Rational design is a more oriented knowledge-based library design, and relies 

extensively on information on protein sequence, structure, and function, as well as 

computational predictive algorithms to preselect promising target sites which translates 

into dramatically reduced library sizes.10  

Motivated by the growing popularity and need of enhanced proteins, our study aims to 

reveal how substrate binding processes and residue conformation exchange affect 

enzymatic efficiency using α subunit of S.enterica tryptophan synthase (TS) and its 

homolog BX1 in maize as model systems. TS is well understood functionally and 

structurally. Crystal structures of the complex bound to native substrate and number of 

intermediates and inhibitors are readily available. TS catalyzes the last two steps of 

tryptophan biosynthesis. It is e heterodimer but exists as a tetramer, and the two dimers 

connect linearly with two β subunits attached to each other. The enzyme α subunit 

catalyzes the first reaction, the cleavage of indole-3-glycerol phosphate (IGP), the indole 

product is transferred through a 25 Å hydrophobic channel to β site where it is condensed 

with serine in a pyridoxal phosphate (PLP) dependent reaction to form tryptophan, and 

the glyceraldehyde-3-phosphate (G3P) is released as a by-product from α site.11 A wide 

range of allosteric interactions between α and β subunits of TS regulate the overall 
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catalytic activity of the enzyme as to prevent the diffusion of the indole intermediate into 

the cell environment.12 A structural and catalytic homolog of α subunit is found in maize. 

Bx1 gene in maize encodes for indole-3-glycerol-phosphate lyase (BX1), which also 

cleaves IGP to produce indole which is the intermediate for the synthesis of compounds 

which are part of plants defensive mechanism against insects and pathogens.13 Its activity 

is independent of beta site. The α active site is well conserved, similarity matrix shows 

50% sequence similarity, however, the catalytic rate of the BX1 α subunit is 14 times 

faster than the TS complex (Figure 5.1).14 Furthermore, the isolated α subunit of bacterial 

TS catalyzes the cleavage of IGP 1400 times slower than BX1.11,15 This raises questions 

about the further role of the interactions between the two subunits in the overall catalytic 

efficiency of the enzyme as well as the structural and conformational composition of α 

subunit.  

 

Figure 5.1 Structural alignment of αTS (teal) and BX1 (yellow). 50% sequence similarity 

shown in the upper right corner. 
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We performed several conventional and accelerated MD simulations of the wild type α 

subunit of TS to examine the range of conformations of catalytically important residues. 

According to the proposed catalytic mechanism for α subunit reaction, the active 

conformation of the ligand bound enzyme requires a hydrogen bond between Glu49 and 

hydroxyl group of IGP at the cleavage site. More recent study proposes that a water 

molecule mediates the retro-aldol cleavage of IGP, but our data supports the originally 

proposed reaction mechanism (Figure 5.2).11,16 It has been further been suggested that the 

change in the conformation of catalytic Glu49 may be important in activating αTS.17  NH 

of the indole ring forms a hydrogen bond with Asp60 carboxyl group. The proper 

positioning of Asp60 is supported by the hydrogen bond between Asp60 and Thr183 

which is possible upon αL6 loop closure (Figure 5.2). Based on our data we speculate 

that the active conformation of Glu49 is energetically costly, and we propose a set of 

three mutations for which our MD data shows stabilization of the active conformation of 

Glu49. 
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Figure 5.2 The mechanism of αTS reaction (retro-aldol cleavage) and the active 

conformation of Glu49. 

5.2 Methods 

We performed six independent conventional MD runs for αTS wild type, and two 

variants as follows: vTS1 contains three mutations – F22Y, G98V and Y173F; vTS2 

contains the same three mutations as vTS1, two crystal water molecules were removed 

from the active site. For vTS3 containing two mutations – F22Y and G98V, we carried 

out three MD simulations (Figure 5.3). The coordinates of the wild type αTS were 

obtained from the crystal structure PDB ID 1QOQ. Protonation states were assigned 

based on MOE residues pKa calculation and notably, the pKa for Glu49 was 7.8.  MD 

simulations were carried out using the standard Amber package with GPU 
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acceleration.18,19 The protein was parameterized by using Amber Force Field FF14SB.20 

General Amber force field (GAFF) was applied to ligands and charges were assigned by 

using the AM1-BCC model.21 All systems were prepared by a three-step minimization 

process: hydrogens, sidechains, and finally the whole system. The systems were solvated 

by using an explicit TIP3P water model in a rectangular box with edges at a minimum of 

12 Å from any atom.22 We added seven positive counter ions (Na+) to neutralize the 

overall system charge. The solvated systems were then minimized, followed by 750-ps 

water equilibration at 298 K and a whole-system equilibration from 50 to 298 K at 25-K 

intervals for a total of 1.3 ns (50 to 275 K, 100 ps each; 400 ps at 298 K). MD trajectories 

were collected over 200 ns at a 1-ps interval with a 2-fs timestep under constant pressure 

and temperature. Particle mesh Ewald was used for long-range electrostatics and the 

SHAKE algorithm was applied for fixed heavy atom–hydrogen bond lengths.23,24 The 

systems were visualized and analyzed by using Visual Molecular Dynamics 25 and MOE. 

The trajectory output files were processed with PTRAJ software26 to contain 20000 

frames, each representing 0.01-ns timestep. We further carried out four 500 ns 

accelerated MD simulation for wild type αTS to sample more conformations. 
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Figure 5.3. Structure of αTS, with substrate IGP, catalytic Glu49, and substituted residues 

shown in sticks. Crystal water waters removed in vTS2 are highlighted in yellow. 

5.3 Results and Discussion 

Our work, described here, focuses on the active conformation of catalytic Glu49. We 

analyzed six 200 ns conventional (cMD), and four 500 ns accelerated MD (aMD) 

simulations for the presence of the hydrogen bond between Glu49 carboxyl oxygen and 

C3’-OH  of IGP (Figure 5.4). Based on the pKa computation, Glu49 is protonated, which 

is also consistent with the proposed reaction mechanism of αTS, in which Glu49 

mediates a proton transfer between C3’-OH and C3 of IGP. We were not able to sample a 
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stable active conformation for Glu49 and consistent hydrogen bond with the substrate in 

cMD, however aMD showed that the hydrogen bond is indeed possible. The number of 

frames, in which the hydrogen bond was present did not increase significantly, however, 

the reversible movement of Glu49 towards and away from substrate in the aMD was 

convincing (Figure 5.5).  

 

Figure 5.4 Hydrogen bond between Glu49 and IGP. 
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Figure 5.5 Distance between selected atoms of Glu49 and IGP in αTS in cMD (A) and 

aMD (B). 
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We further investigated what interactions prevent the catalytic residue to form a hydrogen 

bond with IGP. We found out that a water molecule present in the crystal structure, 

moves between IGP and Glu49 sidechain, disrupts the hydrogen bond between them and 

it forces the sidechain of the residue towards Tyr173, resulting in what appears to be a 

more favorable hydrogen bond between Glu49 and Tyr173 and another water molecule 

within the small tunnel leading to N-terminal of the protein (Figure 5.6). We compared 

the local amino acid composition to our model BX1 and investigated three site mutations. 

We simulated a variant with three substitutions at positions 22, 98 and 173 in two 

settings: one with the crystal waters disrupting the interactions between Glu49 and the 

ligand, and the other with those waters removed. We further simulated a variant 

containing only two substitutions to evaluate the significance of Y173F variant. We 

compared all trajectories for the total number of frames, in which the distance between 

the hydrogen of the hydroxyl group at C3’ of IGP and the unprotonated carboxyl oxygen 

of Glu49 is small enough (≤ 3 Å) to facilitate the desired hydrogen bond, as a percent 

relative to all frames for each variant system combined (Table 5.1). Our data shows that 

removal of water molecules from the binding pocket, along with the three substitutions, 

has the most significant effect (4 fold increase) on the conformation of the catalytic 

residue and its interactions with the ligand IGP and could possibly affect the overall 

catalytic rate. The Y173F substitution eliminates the competing hydrogen bond, and the 

G98V blocks the entry of solvent. The vTS2 simulation did not show any significant 

change from the wild type. By substituting F22Y, we intended to allow for a hydrogen 

bond between Tyr22 and Thr24, which would position the aromatic ring of the residue 



 132 

closer to the binding pocket “wall” and prevent van der Waals interaction with the 

hydrocarbon portion of Glu49 sidechain (Figure 5.7). 

Table 5.1. MD frames with distance between C3’-OH of IGP and carboxyl oxygen of 

Glu49 (see Figure 5.4) presented as percent of all frames for each variant. 

System Total number of frames Frames with distance ≤ 3 Å(%) 

αTS 120,000 13.0 

vTS1 120,000 26.2 

vTS2 120,000 53.3 

vTS3 60,000 20.4 

aMD αTS 200,000 7.1 
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Figure 5.6. Rotation of Glu49 is caused by a water molecule moving between the residue 

and IGP. Two conformations are shown, before the hydrogen bond disruption (teal) and 

after (gray). 
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Figure 5.7. Interactions between the substituted Phe22Tyr and Thr24, shown as stick and 

vdW model. 

5.4 Conclusion 

We carried out several molecular dynamics to investigate important interactions which 

may have implications in the catalytic properties of the enzyme.   We found out that a 

water molecule disrupts the interactions between Glu49 and IGP. We designed a variant 

with three substitutions, which in the absence of water molecules in the binding pocket, 

showed to substantially stabilized the active conformation of Glu49 and improved its 

interactions with the substrate IGP. We suggest that this set of mutations would enhance 

the catalytic efficiency of stand alone αTS. Further analysis of these substitutions is 

necessary to obtain more conclusive details for the significance of each substitution. 

Dihedral torsion analysis could further show the conformational populations of residues 

in the binding pocket and those involved in catalysis. MD simulations for each individual 
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site mutation may also be necessary as to understand the importance of each substituent. 

Nonetheless, experimental validation of our design will be crucial. 
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Chapter 6 Conclusion and Future Directions 

6.1 Conclusion 

We provided an incredibly detailed analysis for various inter- and intra-molecular 

interactions of both systems studied in this work – bacterial tryptophan synthase and viral 

papain-like protease. Our results for both systems are in a remarkably good agreement 

with experimental data and further show that molecular modeling is a reliable approach 

in studying biological systems. Increasing computational power allows for longer time 

scale simulations which in turn permits sampling of a much larger conformational space. 

Our findings can be used to create potent inhibitors, gain better control of protein 

function and design more efficient enzymes. 

6.2 Future Work 

6.2.1 Enhancing Catalytic Efficiency of α Subunit of Tryptophan Synthase. 

We were not able to observe consistent behavior of α subunit loop 6 in the presence of 

the ligand, in our simulations of S.enterica tryptophan synthase, the loop opens with IGP 

in the binding site and the substrate is exposed to solvent. Since BX1 enzyme functions 

as a single subunit we need to further examine the amino acid content and behavior of the 

loop to find out the mechanism of opening and closing in the absence of β subunit. 

Investigation of the interactions between individual residues, similarly to our analysis of 

tryptophan synthase in E.coli (Chapter 2), may help us understand the dynamics of the 

loop better and present us with further possibilities into enhancing the catalytic efficiency 

of α subunit. 
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6.2.2 Inhibition of Papain-like Protease in Coronaviruses 

We continue to study papain-like protease and potential drug candidates, both covalent 

and non-covalent leads. We screen libraries for possibly repurposing currently available 

drugs. We are planning to further expand our investigation to include PLpro interactions 

in a complex with ubiquitin and ISG15. Gaining a better insight into these protein-protein 

interactions may reveal further drug target sites and provide better understanding of the 

mechanism by which this viral protein is able to invade the host immune system.  Zhang 

et al. have engineered highly specific and effective Ub variants inhibiting the function of 

MERS PLpro. Crystal structures for the Ub variants in complex with the viral PLpro are 

also available.1 We aim to perform MD simulations for these complexes and compare 

protein-protein interactions with PLpro in complex with wild type Ub.  
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