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Abstract

We quantitatively modeled and compared two types of errors
in numerical estimation for naturalistic judgment targets: map-
ping errors and knowledge errors. Mapping errors occur when
people make mistakes reporting their beliefs about a particular
numerical quantity (e.g. by inflating small numbers), whereas
knowledge errors occur when people make mistakes using
their knowledge about the judgment target to form their be-
liefs (e.g. by overweighting or underweighting cues). In two
studies, involving estimates of the calories of common food
items and estimates of infant mortality rates in various coun-
tries, we found that knowledge error models predicted partic-
ipant estimates with very high out-of-sample accuracy rates,
significantly outperforming the predictions of mapping error
models. The knowledge error models were also able to iden-
tify the objects and concepts most associated with incorrect
estimates, shedding light on the psychological underpinnings
of numerical judgment.

Keywords: judgment errors; numerical estimation; word em-
beddings; word vectors; knowledge representation; cognitive
model

Introduction

Decades of research on judgment and decision making has
established that people make systematic errors when estimat-
ing numerical quantities, such as the frequencies of lethal
events, proportions of demographic groups, or the calories
of food items (Chernev & Chandon, 2011; Landy, Guay,
& Marghetis, 2017; Lichtenstein et al., 1978). Researchers
studying these judgment errors have identified a number of
factors responsible for numerical mis-estimation, such as the
use of non-linear weighting functions (e.g. Gonzalez & Wu,
1999; Hollands & Dyre, 2000; Landy et al., 2017; Tversky
& Kahneman, 1992) or the use of heuristic cue-aggregation
rules (Brown & Siegler, 1993; von Helversen & Rieskamp,
2008).

These factors can be understood in terms of two types of
errors — mapping errors and knowledge errors. Mapping er-
rors occur when people make mistakes reporting their beliefs
about a particular numerical quantity. In other words, peo-
ple may have the correct belief about the numerical quan-
tity but incorrectly map this belief into a response. For ex-
ample, prior literature on numerical estimation has found an
inverse-S-shape pattern when plotting participant estimations
against objective statistics, with overestimation of small val-
ues and underestimation of large values (e.g. Erlick, 1964;
Hollands & Dyre, 2000; Landy et al., 2017; Varey, Mellers,
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& Birnbaum, 1990). Such patterns have typically been mod-
eled using non-linear functions, e.g. power functions and
their variants (Curtis, Attmeave, & Harrington, 1968; Hol-
lands & Dyre, 2000), log-odds transformations (Shepard,
1981; Zhang & Maloney, 2012), and probability weighting
functions (Fennell & Baddeley, 2012; Tversky & Kahneman,
1992). These models all assume that a systematic distortion
takes place when transforming correct internal beliefs into an
explicit numerical response.

In contrast, knowledge errors occur when people make
mistakes using their knowledge about the judgment target
to form their beliefs. These can lead to the formation of
incorrect beliefs (e.g. through the biased use of memory
cues), though people may still be able to accurately report
these beliefs. For example, Chernev and Chandon (2011)
have documented halo biases in food calorie estimation, ac-
cording to which health-related cues are given an incorrectly
high weight, which can then lead to the underestimation
of food calories. Media coverage or word frequency has
also been shown to be used as a cue in probability estima-
tion (Dougherty, Franco-Watkins, & Thomas, 2008; Tver-
sky & Kahneman, 1974) and frequency estimation (Hertwig,
Pachur, & Kurzenhiuser, 2005; Lichtenstein et al., 1978),
which can lead to the overestimation of the size of minor-
ity groups (Gallagher, 2003; Herda, 2013). More generally,
many researchers in cognitive psychology have proposed that
people use heuristics to weigh and aggregate judgment cues,
which can, at times, lead to systematic errors in numerical
estimation. These heuristics simplify the decision process
by ignoring certain cues (and thus assigning them incorrectly
low weights), or by using equal weights for all cues (and thus
over-weighting irrelevant cues and under-weighting relevant
cues) (see Hertwig, Hoffrage, & Martignon, 1999; Juslin,
Olsson, & Olsson, 2003; von Helversen & Rieskamp, 2008).
Our division of numerical judgment errors into mapping and
knowledge errors has precedent. For example, Lichtenstein
et al. (1978) suggested that there are two types of biases in
frequency estimation — a primary bias (i.e. overestimation
of small numbers and underestimation of large numbers) and
a secondary bias (which may due to media bias, dispropor-
tionate exposure, imaginability, etc.). Likewise, Brown and
Siegler (1993) argued that there are two types of knowledge
that come into play in quantitative estimation — metric knowl-
edge (e.g. statistical induction) and mapping knowledge (e.g.



heuristics). Von Helversen and Rieskamp (2008) extended
this work by showing that people are likely to sample objects
that are similar to the judgment target (where knowledge er-
rors may occur) and make estimation based on some transfor-
mation of the sampled objects’ values (where mapping errors
may occur). Finally, Landy et al. (2017) showed the presence
of two features that lead to errors in demographic estimation
— domain-general bias (i.e. a log-odds mental representation
of proportion) and domain-specific bias (e.g. media bias and
xenophobia).

Although this work has greatly expanded our understand-
ing of numerical estimation, most of it pertains to estimates
of simple frequencies, rather than more general (and com-
plex) numerical quantities. Additionally, experiments that
do examine such complex numerical estimates, typically use
artificial experimental stimuli — such as toxicity of fictional
bugs (Juslin et al., 2003), percentage of dots in a mixture of
black and white dots (Varey et al., 1990) and proportion of
letters (e.g. ”A”) in a random letter string (Erlick, 1964) —
and/or experimenter-generated cues that provide only an ab-
stract representations of the rich knowledge present in the hu-
man mind (Brown, 2002; Juslin et al., 2003; von Helversen &
Rieskamp, 2008). Although artificial stimuli and simplified
knowledge representations help establish theoretical founda-
tions, it is also necessary to model how people make quanti-
tative estimates in the real world where they usually possess
rich and complex knowledge and apply it at their discretion.

Our goal in this paper is to address these issues by for-
malizing, fitting, and comparing mapping and knowledge er-
ror models of numerical estimation with policy-relevant con-
sequences. We consider two domains: estimates of food
calories and estimates of infant mortality rates in countries.
For the mapping error model, we drew insights from prior
work and fit various non-linear functions to predict partici-
pant estimates from correct answers. For the knowledge error
model, we used word embeddings — models trained on large
text corpora that preserve semantic knowledge of words and
phrases in high-dimensional vectors — to obtain rich quantita-
tive representations for food items and countries, and then at-
tempted to predict participant estimates from these represen-
tations by implicitly learning cue weights on semantic knowl-
edge. Word embeddings have been shown to mimic represen-
tations at play in human cognition, such as associative judg-
ment (Bhatia, 2017; Caliskan, Bryson, & Narayanan, 2017),
free recall in memory (Manning & Kahana, 2012; Steyvers,
Shiffrin, & Nelson, 2004), priming (Giinther, Dudschig, &
Kaup, 2016), and stereotypes (Garg, Schiebinger, Jurafsky,
& Zou, 2018). Thus these representations are likely to cap-
ture common knowledge about the judgment targets that may
hinder or facilitate numerical estimation. More importantly,
these representations will offer insights into the psychologi-
cal qualities and cues that most contribute to over- and under-
estimation.
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Experimental Methods
Participants

We recruited a total of 101 participants — 50 participants
(mean age = 30 years, 52% were female) in Study 1 and 51
participants (mean age = 31.4 years, 60.78% were female) in
Study 2 from Prolific Academic, an online experiment plat-
form. All participants were from the U.S. and had an approval
rate of 80% or above. They were paid at a rate of approxi-
mately $6.50 per hour.

Stimuli

For Study 1, we obtained 200 food items and their true calo-
rie amounts from a United States Department of Agriculture
(USDA) database. Sample items include lamb, butter, mint,
etc. For Study 2, we obtained the infant mortality rates of
200 countries from the Central Intelligence Agency (CIA)!.
These countries include Denmark, Nepal, Estonia, etc.

Procedure

In Study 1, participants were asked to estimate how many
calories (in kcal) there are in 100 grams of a particular food
item; in Study 2, they were asked to estimate the infant (child
under 1 year old) mortality rate in number of deaths per 1,000
live births in a particular country. Each participant estimated
all 200 stimuli and saw only one item on each screen. The
order of the 200 stimuli was randomized and there was a
30-second break after every 50 stimuli. After completing all
questions, participants were asked for their age and gender.

Predicting Estimates
Computational Methods

For each target i (e.g. peanuts), we obtained both the average
participant estimate y; (e.g. estimated calories in peanuts) and
the correct answer z; (e.g. actual calories in peanuts). To
quantitatively study mapping explanations for these errors,
we fit three different mapping models that transformed cor-
rect answers into participant responses. Formally, our map-
ping error models predicted y; as some function (linear or
nonlinear) of z;. The first function we used was a simple lin-
ear function (Eq.1); the second function was a third-degree
polynomial (Eq.2); and the third function was a power func-
tion with a constant term (Eq.3)?. Parameters were estimated
by minimizing the residual sum of squares.

yi =Po+Pizi (D
yi=az +bz} +czi+d 2)

IThere are 224 countries and regions in CIA database. We ex-
cluded the ones that do not have a vector representation in our word
embedding model (see the computational methods in the next sec-
tion) and those whose public data are limited (e.g. no electricity
usage data, no literacy rates, etc.)

2 Although linear pattern was rarely found in previous literature,
we included the linear model here as a baseline. A third-degree poly-
nomial served to model any potential S-shape or inverse-S-shape
pattern. We incorporated a power function due to its prevalence in
prior work.
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Figure 1: Scatterplots of average participant estimates vs.
correct answers for Study 1 (top) and Study 2 (bottom). The
green dotted lines indicate perfect calibration where partic-
ipant estimates are equal to the correct answers. The red
curves represent the best fitting mapping error models — third-
degree polynomial (Eq.2) for Study 1 and power function
(Eq.3) for Study 2.

yi=AD+y 3)

To examine knowledge errors, we used pretrained
Word2Vec word embeddings (Mikolov et al., 2013) to ob-
tain rich quantitative representations for food items and coun-
tries. These gave us a 300-dimensional vector x; for each
target i. Our knowledge error model involved fitting a (reg-
ularized) linear function with a 300-dimensional weight vec-
tor w (wq for Study 1 and w; for Study 2), to predict y; us-
ing w#x;>. The weight vectors (300-dimensional) transform
semantic knowledge represented in a 300-dimensional space
to an one-dimensional numerical estimation line. Intuitively,
each dimension of x; can be seen as a semantic cue that partic-
ipants might rely on to facilitate estimation and these weight

3Specifically, we implemented a ridge regression in the Scikit-
Learn Python machine learning library (Pedregosa et al., 2011).
There was a set of hyperparameters in this library. To avoid ma-
nipulating the hyperparameters to improve model performance, we
took the default values of all these hyperparameters. We focused on
ridge regression because previous results (e.g. Bhatia, 2019; Richie,
Zou, & Bhatia, 2018, Dec) suggested that compared to other models
such as lasso and support vector regression, ridge regression often
works best in predicting human judgments from word embeddings.
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Figure 2: Scatterplots of predicted estimates using leave-one-

out cross-validation (LOOCYV) vs.

actual participant esti-

mates for (a) Study 1 and (b) Study 2, along with Pearson

correlations.

vectors can be seen as capturing cue weights on semantic
knowledge. We compared mapping and knowledge error
models through leave-one-out cross-validation (LOOCV)?,
on both the aggregate and the individual level.

Results

Study 1 and 2 elicited a total of 40,400 participant estimates
for 400 distinct naturalistic entities in two domains calories

“#For each domain, we trained our models on 199 judgment tar-
gets and then used the trained model to predict participant estimates
of the left-out target. This procedure was repeated for each judgment
target to get LOOCYV predictions



Table 1: Aggregate level predictive accuracy of the three mapping error models — linear (Eq.1), polynomial (Eq.2), power
(Eq.3), and knowledge error model (ridge) using leave-one-out cross-validation (LOOCV) for Study 1 and Study 2.

Study 1 Study 2
Correlation R? RMSE Correlation R? RMSE
Linear 0.48 0.23 4609.04 0.68 0.46 348.72
Polynomial 0.61 0.37 3772.07 0.74 0.55 291.82
Power 0.59 0.35 3902.78 0.78 0.60 258.64
Ridge 0.83 0.68 1924.11 0.83 0.68 208.10

of 200 common food items and infant mortality rates of 200
countries. Consistent with prior work, we found that partic-
ipants made substantial errors. The average absolute differ-
ences between the average participant estimate, y;, and the
correct answer, z;, for food calories and infant mortality rates
were -45.28kcal per 100g (se = 10.8) and 53.44 deaths per
1,000 live births (se = 3.78) respectively, indicating an over-
all underestimation of food calories and overestimation of in-
fant mortality rates. Figure 1 reflects some overestimation of
low calories, significant underestimation of high calories, and
overall overestimation of infant mortality rates.

Table 1 summarizes the aggregate level performance of
the three mapping error models and one knowledge error
model. We evaluated model performance using the Pear-
son correlation between observed y; and predicted y;, R2,
and root mean square error (RMSE), in the out-of-sample
tests. Figure 2 shows scatterplots of predicted estimates using
LOOCYV and average participant estimates, along with Pear-
son correlations. We found that the knowledge error model
was able to predict average participant estimates fairly ac-
curately, with out-of-sample correlation rates of .83 for both
domains on the aggregate level. In contrast, the best map-
ping error models were only able to achieve aggregate-level
out-of-sample correlation rates of .61 for foods and .78 for
countries (all p < 10~22). We obtained similar results on the
individual level. The best mapping error model achieved av-
erage individual-level out-of-sample correlation rates of .37
for foods and .43 for countries, while the knowledge error
model achieved .51 for food and 0.47 for countries. Our re-
sults showed statistically significant improvements in predic-
tive accuracy when using the knowledge error model com-
pared to the mapping error models on both the aggregate and
the individual level.

Traces of Judgment Errors
Computational Methods

In the previous section, we showed that the word-embedding-
based vector representations could be used to predict esti-
mates of food calories and infant mortality rates by multiply-
ing x; (the vector representations for the foods and countries)
with different weight vectors wy (Study 1) and w; (Study 2).
As mentioned in computational methods of last section, these
weight vectors can be seen as capturing cue weights on se-
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mantic knowledge. In this section, we hope to better under-
stand the psychological substrates of the judgment errors that
these weights generate. What are the features that lead to the
overestimation or underestimation of food calories and infant
mortality rates?

To address this, we took the 5,000 most frequent
words from the corpus of contemporary American English
(http://corpus.byu.edu/coca/) that were not judgment
targets and for each word j, we also obtained a 300-
dimensional vector, s;, from the Word2Vec model. Intu-
itively, the weight vector w in the previous section could be
seen as a function that projects the semantic knowledge rep-
resented by x; onto a numerical estimation line y;. By mul-
tiplying s; by the weight vector w, we got a vector represen-
tation e; for these 5,000 words in the numerical estimation
line. Similarly, we also trained a weight vector w' to predict
the correct answer, z;, using w’ xx;. Multiplying s; by this new
weight vector w' would give us a vector ¢; that pinpoints the
location of the 5000 words in a line of correct answers. The
difference between e; and ¢; then informs us of what words
and concepts might be overweighted (or underweighted) in
the estimation process. In other words, this difference would
offer a quantitative measure of how much any given word
contributes to overestimation (or underestimation).

Results

Figure 3 has word clouds of 50 words> that greatly contribute
to over- and under- estimation for both domains. These words
reveal potential conceptual underpinnings of judgment biases
that match our intuition. For example, words related to din-
ing out (e.g. restaurant, menu, chef, wine) bias toward over-
estimation of calories; words appearing to be small in por-
tion (e.g. flour, candy, powder, dust) bias toward underes-
timation of calories; developing-country-related words (e.g.
Iraqi, Cuban, Palestinian, Arab) contribute to overestimation
of infant mortality rates; and European-country-related words
(e.g. Dutch, German, French, European) contribute to under-
estimation of infant mortality rates.

SWe included 50 words because that was the maximum number
of legible words that could be fit into the graphs.
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Figure 3: Word clouds of words that greatly contribute to
overestimation and underestimation of (a) food calories and
(b) infant mortality rates. Font reflects the magnitude of over-
and under-estimation. Color has no meanings.

Discussion

We built computational models to compare two types of er-
rors in numerical estimation: mapping errors and knowledge
errors. We applied these models to study naturalistic numer-
ical estimates in two studies involving judgments of calories
of food items and judgments of infant mortality rates of coun-
tries. Consistent with previous findings, the best fitting map-
ping error models in both studies were not linear and dras-
tically outperformed simple linear regression (baseline). We
found the common inverse-S-shape pattern in food calorie es-
timation but not in the infant mortality domain. Although al-
most all countries’ infant mortality rates were overestimated,
the magnitude of overestimation appeared to be larger for
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countries with low infant mortality than for countries with
high infant mortality.

Although our mapping error models were able to provide
a good account of our data, we obtained even higher predic-
tive accuracy rates from our knowledge error models. This
indicates that we can predict participant estimates better if
we assume some flexible (potentially incorrect) use of mem-
ory cues instead of some flexible (potentially incorrect) use of
correct beliefs, and that judgment errors appear to stem pri-
marily from the incorrect use of knowledge, rather than the
incorrect mapping of the true quantities. Here it is also useful
to note that our knowledge error models, unlike our mapping
error models, did not know the correct responses. Rather they
were able to predict participant estimates merely by proxying
the rich semantic knowledge that participants used in their
own judgments. This showcases both the descriptive power
of the models as well as their domain-general applications:
We can use these models to predict participant estimates even
when we (the researchers) do not know the correct answers.

So far, we’ve only studied mapping errors and knowledge
errors separately. It is likely that these two types of errors
take place simultaneously as suggested by prior work (e.g.
Brown & Siegler, 1993; von Helversen & Rieskamp, 2008).
Future work should investigate the interaction between the
two types of errors and also the interplay between error type
and judgment domain — how do people balance between these
two types of errors to minimize overall errors and in which
domains are people more likely to make one type of errors
than the other?

For our knowledge error model, we used semantic knowl-
edge which was captured by word embeddings to predict par-
ticipant estimates. Building upon recent successful applica-
tions of such models in naturalistic judgments (e.g. Bhatia,
2019; Richie et al., 2018, Dec), we showed how a single
knowledge representation derived from natural language data
was able to predict participant numerical estimation with high
out-of-sample accuracy. We acknowledge that due to its
high dimensionality, word-embedding-based representations
are likely to contain more knowledge about judgment targets
than what people actually use to estimate numerical quanti-
ties, and due to its generality, they also don’t account for in-
dividual differences, such as personal experience and level of
expertise. One way to address this may involve training dif-
ferent word embeddings for different populations, which is a
potential topic for future work.

Although our mapping error models and knowledge error
models lack some interpretability in terms of cognitive pro-
cess underlying numerical estimation, the different non-linear
mapping error models for food calories and infant mortality
rates suggest different transformations from internal beliefs
to external responses. Likewise, the words generated from
the knowledge error models reveal intuitive conceptual bases
of judgment errors, e.g. a misuse of food size associations in
food judgment and a misuse of poverty associations in infant
mortality judgment. These results show that our knowledge



error model has explanatory value, and can shed light on the
types of associations that contribute to judgment errors across
different domains.

Finally, we would like to emphasize the naturalism of the
two domains examined in this paper. Our approach is unique
in that it can be applied to numerical estimates for arbi-
trary natural entities, such as food items and countries. This
opens up new avenues for applying cognitive science theory
to policy-relevant applications, such as those pertaining to
health-related and humanitarian issues. We look forward to
future work that extends our approach to model the types of
errors at play in the many important judgments that people
make on a day-to-day basis.
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