Title
Chapter Three Protracted perceptual learning of auditory pattern structure in spoken language

Permalink
https://escholarship.org/uc/item/7t15k2g5

ISBN
978-0-12-817175-2

Author
Creel, Sarah C

Publication Date
2019

DOI
10.1016/bs.plm.2019.07.003

Peer reviewed
Protracted perceptual learning of auditory pattern structure in spoken language

Sarah C. Creel (screel@ucsd.edu)

UC San Diego

Department of Cognitive Science
Abstract

The chapter addresses the developmental time course of the perceptual learning underlying spoken language. Many researchers suggest that most of this learning has saturated around the end of the first year of life—during infancy. My own work with young children suggests a different perspective: protracted perceptual learning. I lay out the evidence for perceptual precocity and explain why I think the perceptual precocity story is wrong. Following this, I present my findings on young children’s perceptual processing in speech and nonspeech contexts (word learning, voice learning, melody learning), using visual fixations and pointing accuracy as response measures. Across all measures, children undershoot adult performance, particularly when perceptual attributes are challenging to tell apart. I then describe alternative, non-perceptual explanations for these findings, as well as ways to address said explanations. Last, I outline possible paths toward a unified picture of auditory perceptual learning across development.
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This chapter addresses the question of how, and when, children come to discover the sound patterns of their native language or languages. While early theorists proposed that there might be innate sound categories, most researchers now agree that some sort of perceptual learning takes place that allows the child to specialize toward their native language(s). What they don’t agree on is how long this learning takes, or what the end product is.

Rapidly? Perceptual precocity
One view might be termed the perceptual precocity view: children acquire the speech sounds of their native language over roughly the first year of life. The end product is a set of symbol-like speech sound representations that allow fast, efficient encoding of sound sequences for use during word learning. This is the view that is portrayed in most language acquisition textbooks and is the party line that most of us deliver to our undergraduate classes. Most researchers would probably acknowledge that this is an oversimplified interpretation of a more nuanced picture. Of course things are learned after a year of age! My concern, though, is that by promoting a simplified story, that of perceptual precocity, we have started to believe this story too deeply.

Slowly? Protracted perceptual learning
A different view is one of protracted perceptual learning. On this view, perceptual learning of language continues for years, without any clear endpoint or end product, but with incremental gains facilitating processing of other levels of language structure. This is a less popular perspective, maybe because it’s less sexy: the brilliant baby narrative is one that appeals to the public and to undergraduate classes and fits neatly into a hierarchical view of language acquisition and language structure. Nonetheless, I hope to convince the reader that protracted perceptual learning is at least as interesting as, and more believable than, perceptual precocity.

Goals of chapter
Before jumping into the evidence associated with each of these views, here’s a brief overview of the structure of this chapter. First, I will describe why it’s consequential, for society and for science, to understand the time course of perceptual learning in spoken language. Next, I will outline evidence for early learning and the perceptual precocity view. I will then discuss why, even though the evidence is right, the perceptual precocity story itself is wrong. I will then offer a different perspective, the protracted perceptual learning perspective, that has emerged from my own research on word learning and nonspeech sound pattern acquisition. Following this, I consider several alternative, non-perceptual explanations for age-related changes in performance and offer suggestions for fruitful approaches to studying protracted perceptual learning. I close by outlining open questions in this area and summarizing the material presented here.

Slow or fast learning: consequences for society
Should the person on the street care about how long it takes to learn speech sound patterns? Yes! Many potential language learners seem to have internalized a precocity view, that language is best learned (as in, most rapidly and most completely) when young. Thus, if I am an adult, I’m pretty much out of luck, and it will be difficult. Yet there is ample evidence that non-infant learners are excellent at acquiring some aspects of language. There is also ample evidence that children take a long time to learn aspects of a new language. If we as a field fail to communicate this, the person on the street is left with some very defeatist expectations about their capacity to
learn languages as adults. Further, the public’s expectations of young children as language learners may be too high, imposing overly strict timelines for second-language-learning children in the school system. Again, more realistic expectations would benefit these learners. Finally, we need a full understanding of typical development of speech sound processing across childhood if we are going to adequately characterize and intervene upon developmental disorders.

**Slow or fast learning: consequences for science**

Why should scientists care about the time course of speech sound pattern learning? For one thing, it’s a scientific question in and of itself. For another thing, it is closely linked to questions about the nature of learning and cognitive processes more broadly. Early learning is associated with theories of knowledge as feature hierarchies (features make up speech sounds, which make up words, which make up sentences, which make up discourses); if you hold a strict hierarchical view, the lower levels need to be learned (or at least need to exist) before the higher levels. Protracted learning, on the other hand, is associated more with holistic or configural representation, the notion that learners are mentally representing complex structure without composing it out of subparts. (Note that I’m not arguing for holistic in the sense of “vague,” but rather in the sense of not-necessarily-analyzed.) On a configural account, it doesn’t matter so much that you have completely encoded the lower-level units before encoding higher-level units. Thus, word learning does not have to wait until speech sound category learning is complete. Holistic representation figures strongly in the face recognition literature, but has received less attention in the language acquisition literature (though see Walley, Metsala, & Garlock, 2003). One could certainly hold a perceptual precocity view without assuming hierarchical representations, or a protracted learning view that also assumes some hierarchy, but these seem to be less represented.

Another reason scientists should care about the differing views of the time course of speech sound pattern learning is that one’s view on this matter shapes the questions that get asked. An informal survey of the literature by my colleague Carolyn Quam and me suggests that the body of research on typically-developing speech processing in developmental populations is largest for infants, with a precipitous decline around age 2 years, a local maximum around 5 years, and another decline from age 7 years up through the undergraduate years. (Ironically, there appear to be more undergraduates represented in research on developmental speech processing than 3-year-olds or 7-17-year-olds, due to undergraduates’ use as a convenience population of adult control participants.) Further, the local maximum at 5 years appears to be accounted for almost entirely by studies in the *Journal of Speech Language and Hearing Research*, which has a greater interest in language disorders. This may be because language disorders tend to become evident, and to become a target for remediation, near the start of formal schooling (around 5 years).

A third reason it’s important to nail down the timing of speech sound pattern learning is to understand whether speech is “special:” does it develop on a rapid time course using a distinct module of brain tissue, a hard-wired network to which other learning domains do not have access? Or does it use the same brain regions to different ends? From this perspective, it is useful to understand perceptual learning across development in other auditory domains. These include non-speech regularities in the speech signal itself (talker-specific acoustic characteristics; accent variability; vocal emotional cues), as well as nonlinguistic sound patterns like musical systems in
one’s culture. Evidence from each of these domains suggests a relatively slow time course (talkers: Creel & Jimenez, 2012; Mann, Diamond, & Carey, 1979; accents: Creel, 2018; Floccia, Butler, Girard, & Goslin, 2009; Girard, Floccia, & Goslin, 2008; Jones, Yan, Wagner, & Clopper, 2017; Wagner, Clopper, & Pate, 2014; vocal affect: Friend & Bryant, 2000; Morton & Trehub, 2001; Nelson & Russell, 2011; Quam & Swingley, 2012; Van Lancker, Cornelius, & Kreiman, 1989; musical pitch: Creel, 2014b, 2016; Creel, Weng, Fu, Heyman, & Lee, 2018; Fancourt, Dick, & Stewart, 2013; Stalinski, Schellenberg, & Trehub, 2008). If all of these domains show relatively slow learning, is speech sound pattern learning different in showing fast learning? Instead, is it possible that we have the story wrong, and speech sound pattern learning is also slow?

**Evidence for early learning**

What is the evidence that has led to the perceptual precocity story? A lot of the evidence comes from the development of ingenious techniques to assess cognitive processing in nonverbal organisms: babies. Since babies can’t talk, much less reason aloud about their thought processes, researchers have had to develop a special toolkit to figure out what they are thinking. Much of this toolkit leverages one of two things: infants’ attention to unexpected things; or infants’ long-term knowledge. I briefly discuss some common methods before detailing the findings they have yielded.

**Methods used to investigate infant sound pattern processing**

**Inspecting the unexpected: habituation and conditioned head-turn paradigms**

One common thread through multiple infant methods is that infants react to things that mismatch the preceding context. To perhaps overinterpret a bit, they respond to things that are surprising. If a sound becomes overly familiar, their attention starts to wane, a process called habituation. Researchers use this over-familiarity to test infants’ abilities to tell one stimulus from another: they wait for waning attention to, say, the sound “pa”, and then present a different sound, say, “ba.” If the infant shows renewed attention when “ba” occurs, they must have detected the difference between “pa” and “ba.” Such habituation-dishabituation paradigms can index pacifier sucking rate in very young infants (e.g. Eimas, Siqueland, Jusczyk, & Vigorito, 1971), or visual fixations in older infants (e.g. Polka & Werker, 1994).

A related paradigm for investigating infant speech perception is the conditioned head-turn paradigm (Eilers, Wilson, & Moore, 1977). Infants are conditioned (taught) that every time they hear a change stimulus (B) in a series of standard stimuli (AAA...), they will receive a visual reward. The visual reward, often a creepy animated toy that lights up and moves, appears in a location to the side of the infant’s visual fixation point. After a training phase that uses starkly-different B stimuli, the researcher can measure the likelihood of a head-turn response to individual change stimuli. The ability to present multiple change stimuli to the same participant—rather than a single moment of dishabituation—makes this paradigm especially appealing (for various uses of this paradigm with speech and music materials, see Eilers et al., 1977; Kuhl, 1979; Polka, Colantonio, & Sundara, 2001; Sundara, Polka, & Genesee, 2006; Trehub, Bull, & Thorpe, 1984; Werker & Tees, 1983, 1984). An early commentary by Trehub (Trehub, 1979) expresses optimism that this paradigm may even bridge developmental divides. Unfortunately, it seems to have declined in popularity relative to habituation-dishabituation studies. A later commentary, again by Trehub (Trehub, 2012), notes that it suffers high dropout
rates due to failure to meet criterion or failure to stay engaged throughout the test session, perhaps explaining its relative lack of popularity (see Gravel & Traquina, 1992, for low response rates in children at 1.5 years and older).

In recent decades, researchers have applied electroencephalography (EEG) and magnetoencephalography (MEG) to the study of spoken language development (Cheour et al., 2002; Cheour, Leppänen, Kraus, Cheour, & Leppa, 2000; Hädén et al., 2009; Imada et al., 2006; Kuhl, Ramírez, Bosseiler, Lin, & Imada, 2014). Again, things that do not match the surrounding context tend to generate neural processing differences that can be picked up by EEG or MEG, typically combined over multiple measurements. If one presents several standard stimuli followed by a deviant stimulus (AAAAB…), a change detection response may occur within hundreds of milliseconds of events in the auditory input. Still, it is not simple to understand how neural measures relate to overt behaviors. That is, it may be a step too far to claim that infants process speech sounds in an adultlike manner if one’s infant evidence is from EEG and one’s adult evidence is from an overt categorization task.

**Infants look to named objects: Eye tracking**
The visual world eye tracking paradigm has illuminated the world of infant language comprehension perhaps more than any other technique in the past two decades. If one is hearing speech about items in the visual field (Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995), one tends to look at those items, even if one is an infant (Fernald, Pinto, Swingley, Weinberg, & McRoberts, 1998). Thus, visual fixations to named objects can be interpreted as comprehension. In the infant literature, a closely-related paradigm is looking-while-listening (Fernald et al., 1998), but as both the visual world paradigm and looking-while-listening measure fixation proportions to visual referents in response to hearing speech, I discuss them together here.

Multiple studies have looked at infants’ recognition of highly-frequent, early-acquired words by assessing whether they look to a picture of the named word (say, a car) more than they look to another picture (say, an apple or an unfamiliar object). Infants at 14-15 months are sensitive to single-phonological-feature mispronunciations (Swingley & Aslin, 2002), and 19-month-olds show decreasing proportions of looks to named objects as the pronunciation of the name ventures farther and farther from its canonical pronunciation (White & Morgan, 2008). For example, infants who see two pictures (a car and a novel object) look most to a car picture when they hear “car,” a bit less (but still more than at the other picture) when they hear “gar,” still less for “dar,” and very little for a completely dissimilar name (see Bergelson & Swingley, 2017, for evidence of earlier sensitivity to stronger mispronunciations). But does a weaker looking pattern to “gar” mean that infants can tell the /k/ category from the /g/ category? This is less clear. We just know that infants are sensitive to properties of /k/ in the context of the word ‘car.’

**But wait, not so vast**
However, one set of infant studies suggests weaker sensitivity early in the second year of life: studies of word learning conducted using the Switch procedure (Stager & Werker, 1997; Werker, Fennell, Corcoran, & Stager, 2002). In this paradigm, instead of habituating to a sound, children are habituated to a sound-image pairing, such as the novel word “bih” with a novel object. In some variants, they are habituated to two sound-image pairings, in other cases just one. Once habituated, they are tested with a mismatch: one sound paired with the other image. While they
do dishabituate when the words sound distinctly different ("life" and "neem"), 14-month-olds do not dishabituate to similar-sounding words like "bih" and "dih" under these conditions, even though much-younger infants will dishabituate to a sound change alone (in the sense of exceeding chance performance as a group; Stager & Werker, 1997). It is not until 17 months or so that infants succeed at the task (Werker et al., 2002). This finding has been replicated multiple times (Pater, Stager, & Werker, 2004; Rost & McMurray, 2009; Werker et al., 2002). Since Stager and Werker’s initial finding, a handful of studies have suggested that 14-month-olds can succeed (again, in group performance) given facilitative conditions such as presentation of words in full sentences (Fennell & Waxman, 2010), acoustic variability of various sorts (Galle, Apfelbaum, & McMurray, 2014; Rost & McMurray, 2009, 2010), or a more sensitive dependent measure (Yoshida, Fennell, Swingley, & Werker, 2009). It is not clear how to integrate these results into the picture of early development. On the one hand, it may just suggest a slight delay in the perceptual precocity timeline until 17 months or so. On the other, it may suggest that early learning is not the whole story. I return to this shortly.

**Early learning of speech sound patterns: perceptual narrowing and possibly perceptual sharpening**

Evidence for early learning in spoken language is irrefutable. Numerous studies using habituation or conditioned-head turn indicate that infants are sensitive to subtle but meaningful (to adults) differences in native-language speech sounds (e.g. Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992; Polka & Werker, 1994; Werker & Tees, 1984). Studies of eye-tracked familiar-word recognition suggest that slightly-older infants (around 15 months onward) can detect deviations from familiar words’ typical pronunciations with similar sensitivity (Swingley & Aslin, 2000, 2002). Studies of novel word learning suggest that by 17 months, perhaps earlier in some cases, infants can learn words distinguished by minute differences (e.g. Werker et al., 2002).

Two key aspects of this early learning are perceptual narrowing and perceptual sharpening. Perceptual narrowing is argued to occur over the course of the first year: younger infants detect native and non-native speech sound changes, while older infants only detect changes that are relevant in their native language (Kuhl et al., 1992; Polka & Werker, 1994; Werker & Tees, 1984). This perceptual narrowing pattern has been interpreted as infants beginning with perceptual sensitivity to all humanly-possible speech sounds and then “using or losing” sound contrasts depending on their presence or absence in the native language. Additionally, some research suggests that as non-native sounds are being lost, infants additionally gain sensitivity to native-language contrasts (Kuhl et al., 2006), sometimes referred to as attunement or sharpening.

An important aside is that such studies of speech-sound processing tend not to look at children past the age of 12 months. It is not clear why this cutoff age exists, whether it coincides with onset of word production, increased participant mobility (children who can walk away are not as easy to habituate), or perhaps a developmental decrease in researchers’ interest in speech sound learning. As mentioned earlier, this represents a gap in the literature.

So the evidence suggests early learning, but what does all this mean? Commonly, this research is interpreted to suggest that infants’ speech sound representations are qualitatively adult-like by 12 months of age or so (see Werker & Hensch, 2015, for a recent account). Whether they are
quantitatively adultlike is a much harder question to answer, given that dependent measures vary so drastically between infants and adults. Effects in infant studies are typically only observable at the group level, not at the individual level (with the exception of conditioned head turn studies; Kuhl, 1979, 1983; Polka & Werker, 1994; Werker & Tees, 1984). Further, there may be a file-drawer problem, such that failures to find speech sound discrimination are filed away due to pessimism about their publishability. It would be useful in this respect to see more efforts by researchers, along with more editorial support, to publish null findings. In addition to recent (and deserved) attention to study preregistration and registered replications, this might be done in large groups of researchers with a large collection of studies. As one example, Floccia et al. (2016) recently published a set of 13 studies which largely failed to find a facilitative effect of infant-directed speech on learning. Still, the overarching story of infant speech sound acquisition is one of early achievement of pattern structure.

Why the story is wrong (even though the evidence is right)
Perceptual sharpening past the first year
There are several holes in the perceptual precocity story. First, it can’t account for all of the infant data. Some speech sounds appear inaccessible until after a year of perceptual exposure, such as differences between the sounds “n” and “ng” (as in ring) at the beginnings of words in Tagalog (Narayan, Werker, & Beddor, 2010). Other speech sounds, such as the contrast between the English sounds in “doze” and “those,” appear to be distinguishable for multiple years in the absence of input (that is, in French speakers who do not experience this contrast; Polka et al., 2001; Sundara et al., 2006). As I already mentioned, there is evidence that infants increase in their speech sound sensitivity over the first year of life (Kuhl et al., 2006), rather than just maintaining sensitivity to within-language speech sounds. This sharpening, rather than plateauing at 12 months, also appears to occur in older children, possibly through the teen years (Hazan & Barrett, 2000; McMurray, Danelz, Rigler, & Seedorff, 2018; Nittouer, 2001; Ohde & Haley, 1997; Rigler et al., 2015). This is consistent with young children’s greater susceptibility to perceptual distortion vs. older children or adults, such as comprehending accented speech (Bent, 2014; Bent & Holt, 2018; Nathan, Wells, & Donlan, 1998) or speech in noise (Elliott, 1979; Fallon, Trehub, & Schneider, 2000, 2002).

Plasticity persists past the first year
Another hole in perceptual precocity is its implication that perceptual narrowing is profoundly consequential. If non-native sound categories are truly lost during the first year of life, it should be difficult, if not impossible, to discriminate speech sounds after one year. However, this is not the case. Learners show substantial residual plasticity in speech perception and production well past 12 months of age. Numerous studies demonstrate that child learners up to age 7 years or so can achieve large gains in speech sound perception and production (Aoyama, Flege, Guion, Akahane-Yamada, & Yamada, 2004; Oh et al., 2011), not to mention many even-later learners who achieve excellent results (see Flege, 1987 for discussion). One might postulate that certain exceptional conditions reopen the learning mechanism to explain these findings (see, e.g., Werker & Hensch, 2015), but it would be more parsimonious to assume that the same perceptual learning system that operates during the first year of life continues to operate throughout the lifespan (as opined by Flege in the Speech Learning Model, e.g. Flege, 1992, 1995).
Perceptual precocity not necessary
A further reason to doubt the first-year-of-life time course for speech sound learning is that infants appear capable of learning words before their speech sound acquisition has solidified, at 6-9 months for common objects (Bergelson & Swingley, 2012; Jusczyk, 1993; Tincoff & Jusczyk, 1999) and even earlier for their own names (Bouchon, Floccia, Fux, Adda-Decker, & Nazzi, 2014; Mandel, Jusczyk, & Pisoni, 1995). Thus, speech sound learning appears unnecessary for the beginnings of word learning, damaging the case for strictly hierarchical acquisition of language structure.

Perceptual precocity not sufficient
Just as infant perceptual narrowing and increasing native sensitivity to speech sounds may not be necessary for word learning, it appears not to be sufficient either. Simply put, learning to tell apart similar-sounding words is hard, and stays hard well after infants show qualitatively nativelike sensitivity to speech sounds. This insufficiency is evident on a small scale in the 14-month-olds studied by Stager and Werker (Stager & Werker, 1997), but is on full display in my own research on preschool-aged children.

My own research: perceptual immaturity persists into early childhood
Young children are not great at learning words
The short story of my developmental research is that young children are still very much under construction, perceptually speaking. The longer story is that I’ve spent a great deal of time and energy considering Keen’s (2003) question of why toddlers (and preschoolers) look so dumb relative to infants (see also Cowan, 2016, 2017; Haith, 1990; for consideration of these issues). I offer my keen insights here.

Maybe it’s worth noting that my initial realization that young children are still undergoing perceptual learning stemmed from my findings in other auditory domains: talker recognition, accent detection, music perception. I hadn’t dared explore this phenomenon in the word learning domain, because I had uncritically accepted the idea that children are brilliant word learners. I even dismissed my own lab’s findings of weak word learning in children relative to young adults as operator error: we as experimenters didn’t give them just the right words in just the right way.

An early study, and what’s wrong with it
In one of the first studies my lab ran at UC San Diego, we tested word learning in 3- to 5-year-old children and a control sample of college-aged adults. Children and young adults learned four to eight novel words (e.g. vaymo, zyghel) for four to eight novel facelike pictures (Figure 1). They were then tested with two alternatives at a time: they saw two faces, and one was named. They were asked to point to the named face. Children were 63% correct (Figure 2). Adults were 96% correct. This difference was highly statistically significant.
One might take this as evidence that adults are better word learners. However, immediately one could come up with things that are wrong with this study: the visual referents (faces) were unfamiliar to children, and too similar to each other. Some words were low in phonotactic probability, which makes words harder to learn (Graf Estes, Edwards, & Saffran, 2011). Maybe learning 8 words at once is too much (though it wasn’t too much for the college students). Perhaps some children didn’t understand what we were asking them to do. For any of these reasons, it could look like children are not great at learning words when in fact they are excellent at learning words. Of course, one might think (and I might agree with one) that positing all of these exceptional conditions is to grade children on a “curve” that would not apply to adults. More on that later.

**Learning similar-sounding words**

More recently, with graduate student Conor Frye, I have tested young children’s ability to learn extremely similar words, also known as minimal pairs, such as deev and teev. Such words differ by speech sounds that are distinguished by a single phonological feature. In some sense this is a direct follow-on to Stager and Werker’s studies (Stager & Werker, 1997; Werker et al., 2002), where 17-month-olds but not 14-month-olds showed evidence of learning minimal-pair words (bih and dih). Notice that I am specifically testing whether they have learned the sound forms well enough to tell deev and teev apart; they do much better when we ask them to tell apart deev and vush, or fush and teev.

One especially nice feature of the study is that we assessed eight different minimal contrasts across children: four consonant voicing contrasts (voicing is a single phonological feature; b/p,
d/t, f/v, s/z), and four vowel contrasts (i/ɪ, e/ɛ, a/ʌ, u/ʊ). Thus, these findings should generalize past a single speech sound contrast. Mindful of all of the reasons that children might have difficulty learning words, we presented only two words at a time for learning and testing, and engaged children in a gamelike setting where learning occurred as a series of short animations in which cartoon creatures (Figure 3) were named. We also tested a group of adult controls. Adults were tested mainly as a check that our stimuli were sufficiently discriminable to allow learning, but also allowed assessment of developmental change at a coarse scale.

Despite our efforts at childifying the task, the effects were the same as in earlier work: children were statistically above chance (59%) but adult learners were far more accurate (95%). Another study from Frye’s dissertation research suggested that children perform better (78%) when asked to learn dissimilar-sounding words for the same cartoon characters. This suggests that perceptual discriminability is a major contributor to their learning difficulty.

Still, mindful of all the reasons that children might have difficulty learning words, I replicated the study. The study I just described, since it adapted materials from an early study with adults, used adult-directed speech with isolated words (“Deev. Deev.”); the replication used child-directed speech embedded in sentences (“Do you see the deev over there? Isn’t it a nice deev?”). I also included a within-subjects control condition with dissimilar-sounding words, to make sure that children who performed poorly on minimal-pair word learning were grasping the task itself. The outcome was strikingly similar to Frye’s dissertation research: children were less accurate on minimal-pair words (61%) than on dissimilar words (78%, though both were above chance). While children’s below-ceiling accuracy on dissimilar words suggests that additional factors constrain children’s performance, it is clear that perceptual similarity has an effect. There appears to be little benefit to sentence frames or child-directed speech. However, across all of these studies, both perceptual similarity and age predicted pointing accuracy (Figure 4). We also collected visual fixation data, but as I will describe later, this correlated strongly with pointing accuracy, so I am leaving it out for now.
A further follow-up attempted to match learning conditions more closely to the Switch procedure, in which 17-month-olds show learning of minimal pairs. I tested our youngest age group—3-year-olds—in a paradigm closely modeled on Yoshida et al. (2009), who showed learning in 14-month-olds using an eye tracking measure after Switch-style training. Each word was heard 64 times (vs. only 16 times in our original study). However, this did not increase word learning relative to the first two experiments: novel-word accuracy was 55%, which did not exceed chance. This did not seem to result from inattention or poor discrimination skill, in that a familiar minimal pair post-test (doll/ball and boot/boat) showed high accuracy (87%). It’s not clear why 3-year-olds might fail while 17-month-olds succeeded. One possibility is that factors that optimize for 17-month-olds’ attention are not optimal for 3-year-olds. Another consideration is that my lab tested 3-year-olds in a preschool environment, which is likely more distracting than the lab settings where infants are typically tested. Still, preschools are, one hopes, the site of much 3-year-old word learning, so it is interesting that word learning does not appear to be very successful here.

Accompanying studies (Creel, in preparation) have examined whether word learning is a particularly difficult way of assessing sensitivity. Instead of teaching words as labels, I present minimal-pair words back to back in a same-different discrimination task. As a group, children are sensitive to minimal pair differences in consonant voicing (deev vs. teev) and vowel quality (deev vs. div), in that their discrimination scores are well above chance (d’ exceeds zero). However, they are less sensitive to minimal pair differences than to whole-word differences (deev vs. vush). Further, it’s tough to know how to compare discrimination accuracy to word-
learning accuracy, and children under age 4 years often have difficulty with same-different discrimination, a point I return to later.

In any case, children’s weak learning of minimal pair words seems contradictory to research using the Switch procedure, which suggests minimal-pair word learning by 17 months. Yet, other researchers (Barton, 1976; Garnica, 1971) have previously reported that toddlers have difficulty distinguishing minimal pairs, especially newly-taught ones, in word-recogniotion contexts. I argue that differences in methodology between my word-learning studies and Switch habituation studies of word learning are sufficient to explain the difference in outcome. In any case, I was relieved to find this data pattern because it fit much better with results I had obtained in other domains: children in this age group are far from adultlike in learning to recognize voices or discern pitch differences in melodies. I review these studies below to illustrate that there is additional evidence for protracted perceptual learning of auditory pattern structure.

Young children also have difficulty learning voices
My student Sofia Jiménez and I were interested in how children learn to recognize voices. Voice recognition is interesting in that it is accomplished using the same vocal signal as speech recognition, but presumably using a different (but probably overlapping) set of auditory attributes. It also helps us discern why we don’t attach meaning to voice variation: why are “cat” and “cap” in mom’s voice two different words, but “cat” in mom’s voice and “cat” in dad’s voice are the same word, despite sounding quite different? Is the irrelevance of voice variation hard-wired, or learned? Numerous studies suggest that infants can distinguish voices (e.g. DeCasper & Fifer, 1980; Kisilevsky et al., 2003), especially if the voices are speaking the language in which infants are immersed (Johnson, Westrek, Nazzi, & Cutler, 2011). Further, 7.5-month-olds have difficulty generalizing a newly-learned word from one voice to another dissimilar voice (Houston & Jusczyk, 2000), suggesting that voice information is encoded early in development (see also Creel, 2014a; Creel, Aslin, & Tanenhaus, 2008; Creel & Tumlin, 2011, for evidence of voice-sensitivity in word learning for children and adults).

Limited previous research suggests reasonably good voice identification of classmates and cartoon characters by children around 4 years of age (Bartholomeus, 1973; Spence, Rollins, & Jerger, 2002; van Heugten, Volkova, Trehub, & Schellenberg, 2013). However, these studies used voices familiar to the children, and cartoon voices in particular may have distinctive voice qualities not encountered in everyday life. Other research, particularly a study by Mann, Diamond, and Carey (1979), suggested very poor voice differentiation in children as old as 6 years, with slow improvement through adulthood. Yet Mann et al.’s (1979) study used a multi-alternative listening task that was challenging even to adult participants. Thus, it is not clear whether young children are good or only middling at learning voices like those they typically experience.

In our study (Creel & Jimenez, 2012), we asked participants to learn new voice-individual associations, controlling for amount of exposure to particular voices across participants of varying ages. The individuals were, in most cases, cartoon characters I created (see Figure 3). We recorded a large number of young adult female speakers from the United States and selected two who had distinct formant structure (Experiments 1-3), and two who had distinct prosody (Experiment 5). In the latter case, one speaker sounded quite animated or child-directed, with
large pitch contours across the course of each sentence, while the other sounded more monotone, with minor pitch excursions across each sentence. Children ages 3 to 6 years received several learning trials where each character appeared on screen and “spoke.” After this, they received several test trials where they saw the two characters side by side, one of them “spoke” (without any movement of either character), and the child was asked to point to the one speaking. We also eye tracked children during the test phase, but those results were highly similar to the pointing responses, so I omit them for simplicity. In all cases where the speakers were two young-adult females, children showed low (though above chance) accuracy, around 60%, at associating voices with characters. Performance improved with age (Figure 5, circles). Adults hearing the same talkers exceeded 90% accuracy.

To confirm that children were not simply failing to grasp the task, we also tested male-female speaker pairs (Experiment 2) and adult-child speaker pairs (Experiment 6). Children were far more accurate in these cases (80%-90%, Figure 5, hollow circles). This suggests they understood the nature of the task, but had difficulty perceptually distinguishing the voices. It’s also possible that they did not socially distinguish the voices despite excellent perception. However, I later conducted a study (unpublished) where we presented pairs of voices in a same-different discrimination task. Each voice pair in a trial spoke the same brief sentence. Children’s ability to perceptually distinguish female-female voice pairs was well above false-alarm baseline (49% “different” responses, with 10% false alarms on same trials). Still, this was much lower than their ability to perceptually distinguish male-female pairs (84% “different” responses), consistent with a perceptual basis for their difficulty in learning voice-character associations. It also suggests that
discrimination ability is not a perfect predictor of learnability, much as we saw with minimally-different words.

**Pitch processing tunes up slowly**

Much as with research on infant word learning and infant voice sensitivity, infants are reputed to be expert at processing pitch contours (Trehub et al., 1984; Trehub, Thorpe, & Morrongiello, 1985). I was thus initially surprised to find that children have difficulty processing pitch patterns (Creel, 2014b, 2016, 2019; Creel et al., 2018). Adult participants find this relatively easy: while your average undergraduate might not notice that a note is mistuned by a quarter of a semitone, they have little difficulty identifying changes in pitch direction (see, e.g., Halpern & Bartlett, 2010). However, young children that I tested had great difficulty learning that one particular individual (a cartoon character) liked a rising melody, while the other liked a falling melody (Creel, 2014). And when I say great difficulty, I mean that they were at 50% accuracy in a two-alternative test. This is especially striking in that these are the two most-distinguishable pitch contours possible—one consisting of multiple rising intervals and the other of multiple falling intervals. I tried different instructions, and much wider pitch changes, and learning accuracy didn’t budge (see Creel, 2016). Again, it did not seem to be difficulty with the task itself, because children were above chance when the melodies differed in gross pitch height (one was an octave higher than the other—a pitch doubling; Creel, 2014b), and were above chance when melodies differed in timbre (e.g. a rising melody played on a vibraphone and a rising melody played on a trumpet; Creel, 2014b). It really seemed to be about pitch itself.

I followed up these results with discrimination studies where I played pairs of melodies back to back and asked children if they were the same sound or different sounds (Creel, 2014, 2016). Children were well above floor in distinguishing melodies differing in pitch contour, but they were better at distinguishing melodies differing in timbre. This pattern replicated in a study where I asked each child both to discriminate pitch contours, and then to learn them as the favorite songs of cartoon characters (Creel, 2016). The same children who distinguished rising and falling melodies with 82% accuracy were not able to associate those melodies with different characters (48% accuracy, where 50% is chance), and good discrimination did not predict good learning ($r = .04$). Across a set of six melody-discrimination experiments from my lab (as yet unpublished), children’s pitch contour performance improved with age (Figure 6), but accuracy only began to approach adult performance around age 7.
An exception to this poor pitch processing seems to be familiar melodies. In a recent study (Creel, 2019), I presented children with pairs of familiar melodies or pairs of matched unfamiliar melodies. I found that children are better at discriminating two familiar melodies than two unfamiliar melodies. They are also better at learning associations with familiar melodies than with unfamiliar melodies, if the associations are semantically supported. These effects, while not huge, are analogous to findings from the word recognition literature that infants readily recognize and differentiate familiar minimal pair words like doll and ball (Fennell & Werker, 2003), even though same-age infants have difficulty learning new words (Stager & Werker, 1997). The fact that I find the same pattern in much-older children suggests that familiarity with specific sound patterns shapes association learning, rather than or in addition to chronological age. (See also Pająk, Creel, & Levy, 2016, for a related pattern in adult second-language learners.)

As with the word learning findings, these results appear to contradict early learning results from the infant literature. As many Reviewers 2 have written to me, we all know that even infants can detect melodic differences. But when one digs deeper, one finds widespread evidence of less-than-amazing learning or perception results in the preschool age range. Other researchers have also reported weak pitch contour processing in young children (Fancourt et al., 2013; Stalinski et al., 2008).

Children’s generally weak processing of pitch information also fits with findings from pitch processing in language. In particular, vocal affect (some of which is expressed by pitch height and pitch variability) and question intonation (differences in pitch direction) are relatively late to
emerge developmentally. Specifically, children have difficulty identifying vocal cues to a speaker’s affect (Friend & Bryant, 2000; Morton & Trehub, 2001; Nelson & Russell, 2011), including a study by Quam and Swingley (2012) where pitch cues were the focus of study. Some researchers suggest that this is due to interference from verbal content (Morton & Trehub, 2001), such as hearing “I got ice cream for being good” in a sad voice and reporting that it sounds happy. In other papers with less biasing verbal content, children have difficulty differentiating happy from sad utterances based on prosody alone (Quam & Swingley, 2012; though see Berman, Chambers, & Graham, 2010 for a different perspective). Further work on question intonation (“That’s a dog.” vs. “That’s a dog?”) suggests that children as old as age 8 experience difficulty using pitch to distinguish questions from statements (Saindon, Trehub, Schellenberg, & Van Lieshout, 2016, 2017). Finally, Ito, Bibyk, Wagner, and Speer (2014) find that children slowly increase in their ability to use contrastive pitch accent cues, which may be related to their pitch processing. All of these findings together suggest that children’s pitch representations improve slowly with age, which may place an upper limit on children’s abilities to apprehend some pragmatic aspects of language.

Auditory pattern learning: summary
Across multiple studies in multiple auditory domains—speech, voice, and musical pitch—I have found evidence consistent with nonadultlike perceptual sensitivity well past infancy. Other researchers have found similar patterns in all of these domains. I have argued (Creel, 2018; Creel & Quam, 2015) that these findings are consistent with long-term perceptual learning. However, there is a raft of infant studies that seem to contradict this by revealing qualitatively adultlike perceptual sensitivity. That is, we need an explanation of why infants look so smart and preschoolers look so dumb (Keen, 2003). My explanation is that it’s due to vast methodological differences: I assert that the totality of the data are consistent with protracted perceptual learning for speech and non-speech sound patterns, obfuscated by massive methodological discontinuities (see related arguments in Creel & Quam, 2015). These methodological discontinuities are partly driven by affordances of the subject population. So it isn’t infants that are so smart—it’s infant researchers that are so smart as to have optimized paradigms to coax out evidence of nascent knowledge. There is not an easy way around these methodological divides, but I offer some possibilities later on.

Alternative explanations for age-related changes in performance
Before suggesting bridges across methodological divides, I want to discuss some non-perceptual explanations for the results I’ve observed. A lot of these boil down to competence/performance distinctions—the notion that children look like they’re bad at sound pattern learning for extraneous reasons, when actually they’re quite good at it. One just has to find the perfect task, remove an extraneous roadblock, ask the question in the right way.

Lack of metalinguistic awareness: an accent waiting to happen
One counterexplanation—a reason why children might be great at word learning or perception but we have failed to uncover it—is that they simply don’t understand what we are asking them to respond to. There is a lot of truth to this. In my lab, my researchers once returned from a preschool where they asked children if they knew what an accent was. Of the few children who said that yes, they did know, one of them described an accent as “when your car goes off the road.”
So it is definitely the case that children do not have the metalinguistic equipment that adults do. Still, there are a number of ways to make up for this. One is using child-friendly language (“sounds funny” instead of “has an accent,” though even then you have to make sure that they don’t think you mean “tells good jokes” or “is being silly”). Another is to include a training phase with easy correct answers—and then filtering out children who did not pass the training phase as those who did not understand the task. Similarly, the researcher can include easy stimuli throughout a test phase, or as one of multiple conditions, to check for continued task compliance and assess performance where perceptual difficulty is lessened, again filtering out children who do not register the “check” stimuli.

**Attentional differences**

Another reasonable counterexplanation that doesn’t depend on perceptual learning is that my findings are ascribable to attentional differences. Maybe children “space out” every few trials, causing them to answer incorrectly (in a discrimination study) or to fail to encode enough learning instances (in a learning study). On this account, it is attention that improves with age, not perceptual representations. Thus, while perceptual representations become language-specific and perhaps sharpen in infancy, poor performance past this point reflects high competence but weak attention.

To an extent, this is an insoluble problem: by most measures, children’s attention improves from infancy to childhood through young adulthood. Thus, any improvement with age is confounded with attentional improvements. (It’s also confounded with massive changes in size, mobility, vocalizations, motor skill, and teenage sarcasm.) However, it is a confound not only in the performance of infants vs. young children, but also in the performance of younger infants vs. older infants. Thus, invoking attention and not perception as the explanation for children’s weak performance relative to adults invites a reinterpretation of presumed perceptual learning effects in infants. For example, perhaps perceptual representations, or perceptual acuity, do not change at all between 4 months and 8 months, but attention improves. Further, this leaves unresolved the question of whether attention itself is partly an epiphenomenon of the level of resolution of one’s perceptual representations: perhaps attention can only be diverted to a novel stimulus once perceptual resolution is sufficiently keen to detect it.

Nonetheless, there are a number of ways one might assess the attention hypothesis. Some of the performance-filtering measures described in the previous section might be useful. For learning studies specifically, one can measure on-task-ness by using eye tracking during the learning phases to gauge degree of visual attention to the display. A peevish reviewer might then argue that children are attending more to visual aspects of the display at the expense of cooccurring speech. Of course, this argument would question the general usefulness of looks as a measure of infants’ language processing, potentially unraveling visual habituation and conditioned-head turn studies.

Another possibility is to manipulate interestingness or learning dosage and assess whether this modulates performance. More interesting things presumably increase children’s attention, which should lead to improved learning. Recall the minimal-pair word learning study I described earlier where the first version was run with a male speaker producing adult-directed isolated words, and
the replication was run with a (presumably more interesting) female speaker producing child-directed words in sentences. Recall also that there was no difference between the outcomes—children performed no better at learning minimal pair words when child-directed speech was used. This is not very consistent with an account that increasing attention should increase performance. A related way to address the “attentional lapses” hypothesis is to present more learning opportunities. If children perform worse than expected because they are randomly inattentive on some subset of trials, then presenting more learning trials should increase the number of processed learning trials and thus boost performance. Preliminary work in my lab suggests this is not the case: doubling learning trials does not increase performance.

A third possibility is to limit analyses to only those children who score at ceiling on some control measure. If a child responds reliably at endpoint stimuli, or in a relatively perceptually easy condition, but is less sensitive to more subtle variation, this is consistent with perceptual difficulty rather than attentional fluctuation. Hazan and Barrett (2000) did this with speech sound identification data, filtering out children who did not respond deterministically on endpoint stimuli. They found that even those children showed softer categorization functions than adults. Still, one is entitled to wonder whether such an approach invites regression to the mean. That is, perhaps the children who scored high on endpoint stimuli did so partly by chance, and thus selecting them on the basis of endpoint stimuli virtually guarantees that other stimuli will show less deterministic performance. For this reason, one’s measure of good attention should be checked for stability.

A final possibility is to provide continual reminders to children about what they are being asked to do. This might include restating the decision rule on each trial (“Which speaker do you want to have as your friend?”) or providing corrective feedback (“No, those two words were different.”). My lab and I have attempted to improve same-different discrimination performance in new work. Constant corrective feedback leads to slightly higher d-prime scores overall (p<.01) but children still make many more errors on similar-sounding trials (deev, tteev) than on different-sounding trials (deev, vush).

Possible approaches to studying protracted perceptual learning
The mystery of the missing studies
Here I want to discuss ways that we might track changes in perceptual learning across development. A major challenge is that there are very few tasks that can be used across such a wide age range, though some come closer than others. Some tasks appear to have promise for spanning age ranges, yet this promise appears largely unrealized, with almost no literature on the subject. I suspect that the absence of literature may represent a Bermuda Triangle of studies that were attempted but never published. That is, I would think that numerous researchers must have tried (say) dishabituation in 2-year-olds or 4-year-olds or adults, but to my knowledge no such studies exist.

I would also think that a paradigm like conditioned head-turn might work well in children who are past infancy, but there are almost no papers using anything like conditioned head-turn in young children. The few exceptions to these gaps are illuminating. For example, Sundara et al. (2006) succeeded in getting 4-year-olds to do something like a conditioned head-turn task, but noted that this only worked when they asked children to monitor for a specific word (press the
button every time you hear “boat”). Similarly, Trainor and Trehub (1994) tested 5-year-olds in a melody change detection task, after training them on “same” and “different” responding. In both cases, these investigators had previously tested infants (< 12 months), thus skipping over 1-year-old, 2-year-old, and 3-year-old children. This makes one wonder if they attempted testing with younger children and it was not successful. Further, one issue with interpreting this as homologous to conditioned head-turn is that word-monitoring requires attention, whereas dishabituation or a measure such as the mismatch negativity event-related potential may occur more passively as a result of detecting a change in the auditory environment (see Cowan, 2016 for discussion of working memory in infant tasks vs. those used with children and adults).

The measures that come closer to spanning wide age ranges include visual-world eye tracking and event-related electroencephalography or magnetoencephalography. A final possibility involves connecting related behavioral measures across ages.

**Visual world paradigm**
The visual world eye tracking paradigm has illuminated the world of infant language comprehension perhaps more than any other technique in the past two decades. As discussed earlier, eye tracking allows access into comprehension even in individuals who cannot verbally respond or even manually respond (e.g. pointing). This research suggests that children have formed some associations between word forms and word meanings as early as 6 months of age (Bergelson & Swingley, 2012; Tincoff & Jusczyk, 1999, 2012), and are sensitive to deviations from typical pronunciation by 14 months or so (Swingley & Aslin, 2002). Some studies have attempted to link visual world responsiveness to language development later in childhood (Fernald & Marchman, 2012; Fernald, Perfors, & Marchman, 2006; Marchman & Fernald, 2008), though none of these tracked visual world measures past about two years of age.

Nonetheless, challenges in using the visual world paradigm abound. First, it’s not clear how much children’s slower looks represent slower language processing vs. slower eye movement dynamics, slower object recognition, some more general cognitive feature, or even a greater tendency in children to explore the display rather than doing the task the experimenters intend. One hint that it’s not (just) about exploring the display is that, if it were, there should be similarly-inflated looks across all non-target pictures, regardless of phonological or semantic similarity to the target, and unrelated to the speech signal. That is, if children are simply doing more visual exploration overall rather than processing language more slowly, they should look more at a cap when hearing “cat”, but should also look more at a shoe and a bug. However, the observed pattern is that cap looks are higher than shoe and bug looks for a lengthy period of time (Sekerina & Brooks, 2007), which is more consistent with extended phonological competitor activation than with off-task looking around. Another hint that it may be about speed of language processing specifically, rather than developmental factors, is that young adults learning novel vocabulary also show slower looks to named pictures (e.g. Creel, Aslin, & Tanenhaus, 2008; Magnuson, Tanenhaus, Aslin, & Dahan, 2003). Thus, weaker knowledge of to-be-recognized words can lead to the patterns we see in children. Still, it would be reassuring to see studies of children’s saccades in response to auditory signals when word recognition is out of the picture. Studies of children’s developing eye movements suggest early maturation but tend not to examine saccades (eye movements) based on an external signal.
Another challenge in interpreting visual world paradigm results is that, if familiar words are used, those words are likely to be much more familiar the older the participant is. For example, a 2-year-old has probably heard the word “cat” twice as often as a 1-year-old, but half as often as a 4-year-old. Thus, it’s possible that slower visual fixations to named pictures in younger children are driven by weaker knowledge of specific words. One might in theory control for exposure to particular words by teaching novel words to individuals at a range of ages. In cases where my lab has attempted this, the result has been much lower accuracy in children than in adults, and eye movements tend to follow suit. It would be especially interesting to study learning over a longer term to find out whether younger learners need larger “doses” (exposures per word), and whether, given equivalent doses, younger learners are any more sensitive than older learners to nonnative sound patterns.

What’s the point of looking measures?
Discussion of visual-world language processing brings up a related question: how does looking proportion in infancy map onto overt responses in children and adults? Numerous researchers have found increases in named-picture looks in older vs. younger infants (Bergelson & Swingley, 2012; Fernald et al., 1998) as well as young children vs. older children vs. adults (Borovsky & Creel, 2014; McMurray et al., 2018; Rigler et al., 2015; Sekerina & Brooks, 2007). The reader may have noticed that I have collected visual-world data on word learning, voice learning, and melody learning, but have only reported the pointing accuracy data in this chapter. One reason for that is that looking times and points tend to lead to similar conclusions in all of these studies, and it’s simpler to explain pointing accuracy.

There is a sometimes-implicit assumption that eye movements to pictures reflect more implicit knowledge than does an overt measure like pointing accuracy. But is this assumption correct? One way to look at this is to compare an overt measure to looking time in the same individuals. I did this over a large number of children who have taken part in word-learning studies in my lab over the years. This includes 286 children and 567 word pairs learned (some children learned multiple word pairs). There is a strong relationship \( r = .73 \) between pointing accuracy and the proportion of looks toward the correct (target) picture vs. the non-target picture (in the time window 200-2000 milliseconds after word onset), suggesting that pointing accuracy and visual fixations may be measuring the same construct. Further, it does not appear that visual fixations are more sensitive to knowledge than pointing. If visual fixations reflected implicit knowledge, then there should be above-chance looks to targets even when pointing accuracy is at chance. This is very much not the case: as evident in Figure 7, when accuracy is at chance (50%), looking proportions are also at chance (target minus other looks = 0). It remains to be seen whether this holds for even younger children and for other situations. It is likely to break down in cases where accuracy is at ceiling (or floor), and some of my own most interesting findings from eye tracking are in cases where accuracy is high and indistinguishable. Still, it would be interesting to know how well this relationship between implicit and explicit measures holds up in even younger children. While a 6-month-old definitely can’t point, a 2-year-old can. This would perhaps give us some hints about what looking measures mean in children so young that they can’t point.
Event-related potentials

Event-related potentials, ERPs, as well as their magnetic analogs, may hold promise for measuring continuous change across age. Some researchers have leveraged ERPs to examine change in auditory sensory memory with age. A particular ERP of interest is the mismatch negativity (MMN), which is elicited across a wide range of ages when a deviant occurs after a series of standards (see Näätänen, Paavilainen, Rinne, & Alho, 2007 for a review). What is especially appealing about the MMN is that attention is not required to elicit it. This means that one can test children as young as infancy without having them do any sort of task. Gomes et al. (1999; see also Keller & Cowan, 1994) explored growth of auditory sensory memory with age by mapping out the maximum delay between standard and deviant that still generated an MMN. Children aged 11-12 years and adults showed MMNs at 8-second delays (see also Sams, Hari, Rif, & Knuutila, 1993 for MEG evidence), but only at 1-second delays for children from 6-10 years of age. Related work by Cheour et al. (2002) explored the duration of auditory sensory memory in newborns and found the duration of auditory sensory memory to be around one second or less. These studies taken together suggest an increase in the duration of auditory sensory memory from infancy through the early teenage years.

One challenge to ERP approaches is uncertainty about whether mismatch waveforms at different ages reflect the same underlying brain activity (Cheour et al., 2000). Another challenge is matching the “entertainment” across ages: a movie that will keep a 6-month-old amused and
relatively still while listening to a lengthy series of unattended sounds may not have the same effect on 4-year-olds or adults.

**Connecting the tots: Tracking developmental change using overlapping related tasks**

Another part of the answer may be chaining together a series of tasks that overlap age ranges, and creating new tasks that are modified to be more like those use at an adjoining age. Then one can test different tasks at the same age to determine rough equivalences across tasks. For example, if a child is at ceiling accuracy in a same-different task, how well do they do in a word-learning task that requires storage in long-term memory?

One persistent feature of tasks that work well with infants is repetition of a standard, followed by a deviation from that standard (habituation; conditioned head turn; mismatch negativity). This repetition might make them bored. It also might build up a stronger representation of the standard in short-term memory, allowing for finer-grained detection of a deviant. The representation-strengthening role of repetition is evident in multiple theoretical accounts of adults’ perceptual processing (Cowan, Winkler, Teder, & Näätänen, 1993; Davelaar, Tian, Weidemann, & Huber, 2011; Viemeister & Wakefield, 1991).

It is tempting to think that a habituation task or a deviant-detection task might connect well to same-different discrimination tasks. Both involve comparing one sound pattern to a second sound pattern in auditory working memory, either implicitly or explicitly. However, the explicit nature of same-different seems to make the task especially challenging for young children. In one unpublished set of same-different music perception studies from our lab, only about 40% of children between 3.0 and 4.0 years of age succeed on the highly-discriminable training trials, even when they initially receive visual same-different training trials and accuracy feedback. I don’t know why this is difficult for younger children, but I think at least part of it is the fact that they need to understand what the terms same and different mean, and this may be distinct from detecting a discontinuity in a stream of sounds.

Further, auditory stimuli are fleeting: unlike visual stimuli, you can’t look back and forth between two sounds. You must hold one in memory while listening to the second one. Thinking back to the findings from habituation, conditioned head turn, and MMN studies, one wonders if children have difficulty in this task partly because they have trouble holding on to an auditory representation. In this sense, they might have an easier time of it if the auditory representations were stronger. Thus, one possible overlapping task might be a blend between habituation-style tasks of infants and same-different tasks of young children and adults. This can be done by repeating the to-be-judged auditory stimuli, within trials (“deev deev ... teev teev”) or across trials (“deev deev... deev teev”) or both. Holt and Lalonde (2012) manage to coax older 2-year-olds into above-floor performance in speech sound discrimination using a task with repeated standards (see also Holt & Carney, 2007), though the procedure reportedly took 2-3 hours per child, which might be impractical for some researchers. Still, those researchers’ methods may suggest ways to bridge, or at least narrow, the developmental data gap.

**Open questions**
Gaps in the data
As I outlined earlier, there are major age gaps in the developmental record of perceptual learning in speech processing. In particular, there are very few studies between infancy and early childhood. This means that we don’t know what the full developmental picture is for word learning, speech sound discrimination, voice encoding, and same-different discrimination of melodies. Setting aside arguments about where such developmental trajectories come from—are they specific to speech perception or language, or reflective of more general cognitive changes—we don’t even know what the trajectory looks like. It could be a rapid asymptote (perceptual precocity), a slow asymptote (protracted perceptual development), even a U-function as implied by a superficial interpretation of extant infant and child research (Figure 8). Thus, uncovering the relevant developmental functions is a necessary first step toward some of the open questions discussed below.

Structure of the input
There are several areas of interest in considering children’s perceptual learning and word learning over time. One unresolved question, particularly in infants and young children, concerns how long an instance of word learning lasts. Most word learning studies measure learning after very brief delays. However, this may yield an overly rosy picture of how long these word-meaning mappings persist. The small number of studies that have examined word learning after longer delays (Gordon et al., 2016; Horst & Samuelson, 2008; Storkel, 2001, 2003) suggest that
there are sometimes substantial dropoffs in performance after even a few minutes. This may mean that lengthier learning (a larger number of exposures, presumably) is required for word-meaning mappings to take hold. Further, findings from word production, rather than word recognition, suggest an even more lengthy process: children who are at roughly 50% accuracy in 3-alternative word recognition tests can produce the correct word form roughly 20% of the time (Storkel, 2001, 2003).

Another longstanding question is how contextual factors help (or hurt) children in pulling apart similar sounds. Do children (and learners generally) benefit from minimal contrasts—pressure to distinguish otherwise-identical word forms? Or do they benefit from contextual differences that pull apart sound patterns (as suggested by Feldman, Griffiths, & Morgan, 2009; Feldman, Myers, White, Griffiths, & Morgan, 2013; Thiessen, 2007), which is rather the opposite of the minimal pair hypothesis? Contextual differences could include different referents, different phonological contexts, perhaps even different semantic domains. Contextual differences might supervise the perceptual learning process, akin to the principle of acquired distinctiveness.

This is related to broader questions of massed vs. spaced practice. While adults benefit from interleaved, distributed learning instances (see, e.g., Cepeda et al., 2009), the evidence for vocabulary learning in young children is more mixed, with some studies suggesting benefits for spacing (Vlach, Ankowski, & Sandhofer, 2012; Vlach, Sandhofer, & Kornell, 2008) and others from massing (Schwab & Lew-Williams, 2016; Vlach & Johnson, 2013). Further, even adults may benefit from close succession of similar items to highlight critical differences (Carpenter & Mueller, 2013; Kang & Pashler, 2012). Given that words in child-directed speech tend to occur in “bursts” (massed learning instances; see, e.g., Onnis, Waterfall, & Edelman, 2008), it seems important to know whether this is the ideal structure for learning.

**Relation to brain development**

A critical area of research is to tie evidence of learning improvements or perceptual improvements to brain development. The brain changes massively during childhood (and beyond; see, e.g., Brown & Jernigan, 2012). Minimally, do these brain changes correlate with changes in perceptual performance? More subtly, do brain developments permit better acuity, or does more perceptual input yield changes in brain structure and function? Or are changes bidirectional?

**Summary and conclusions**

In this chapter, I have argued for a view of perceptual development in spoken language processing as a lengthy process that spans years, rather than a rapid process that is complete by the end of the first year of life. I want to be clear that this a reinterpretation, not a rejection, of the sizable infant speech perception and word recognition literature. That literature convincingly demonstrates that infants’ perception is changing in response to language input, and that children can form associative memories briefly in the lab. What it does not show, I contend, is that infants are genius language learners. I encourage us as a field to reconstrue perceptual learning in spoken language as a protracted process, and at a societal level, to treat learners accordingly: young child learners need more input than one might think, while adult learners have many resources to leverage in acquiring a new language.
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Figure captions

Figure 1. Cartoon face stimuli used in an early word-learning experiment in my lab.

Figure 2. An early study from my lab, in which college-aged adults clobbered preschool-aged children in learning words. Error bars are standard errors; dashed line represents chance performance.

Figure 3. Better child-directed cartoon characters used in later studies in my lab.

Figure 4. Children are better at learning distinct-sounding word pairs as labels for pictures than they are at learning minimal pairs that differ by a single sound contrast. Performance improves with age, but even at 6 years children are not yet adultlike in accuracy. Chance (dashed line) is .50. Throughout the chapter, shaded areas around linear fits represent 95% confidence intervals.

Figure 5. Children are better at associating distinct-sounding voices with cartoon characters than less-distinct voices. Performance improves with age, but even at 6 years children are not yet adultlike in accuracy. Chance is .50.

Figure 6. Children are better at discriminating easy (trained) melody stimuli than they are at distinguishing pitch contours. Performance improves with age, but even at 6 years children are not yet adultlike in accuracy. Chance is .50 in that each data point is an average of correct rejections (same trials) and hits (different trials).

Figure 7. Fixation proportions are linked to pointing accuracy across multiple word-learning studies from my lab (286 children, 567 word pairs).

Figure 8. Possible developmental trajectories of perceptual sensitivity. A W-function seems unlikely, but it’s logically possible since we don’t really have the data to discount it.