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Abstract 

The Cluster Variation Method (CVM) in the Tetrahedron-Octahedron 

approximation is used to calculate the short range order diffuse intensity 

distribution for binary ordered alloys. The resul ts are compared to those 

derived by the Krivoglaz-Clapp-Moss (KCM) formula for various stoichiometric 

concentrations and temperatures. The CVM produces sharper diffuse intensity 

spectra than does the KCI'! form'ula, and better conserves the constancy of the 

integrated intensity. Use of the CVM further insures that the calculated 

short-range order intensity is consistent with derived phase diagrams and 

instability temperatures • 
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1. Introduc:ti on 

The Cluster Variation Method (CVH) (1] has been used extensively to 

investigate phase equilibrium and phase diagram, for binary and multicomponent 

alloys. Only recently, however, has the method been used to study 

fluctuations [2] which, in illoysl give rise to the so-called short range 

order diffuse itensity. In this work we extend the calculation~ of reference 

[2], which were carried out for two dimensional systems1 to the study of short 

range order diffuse intensity in fcc lattices. 

We have recently completed the systematic investigation of fcc based 

. "ordering phase diagrams d calculated by the Tetrahedron-Octahedron 

~pproximation of the CVM (3-7]. The clusters used in this approximation 

enabled both first and second neighbor pair interaction energies to be taken 

into account. It was thus possible to include in the phase diagrams all 

ordered superstructures of the fcc lattice derived by rigorous ground state 

analysis [8-11] for all possible values of the ratio 1 of second to 

first-neighbor interactions and for all possible concentrations O'c~l. Many 

important experimentally observed structures could thus be incorporated in the 

diagrams. For simplicity, the parameter I, the only physical one used in the 

calculations, was regarded as temperature and concentration-independent. The 

underlying fcc lattice was also regarded as rigid. 

The resulting binary phase dia~rams were called prototype ordering phase 

diagralS (31. 

the values of 

Seven such binary "prototype" phase diagrams were computed for 

a I equal to -1.0, -0.2, 0.0, 0.25, 0.35, 0.45 and 0.55, 

conveniently grouped into three ordering fa.ilies: <100> (corresponding to « = 

-1.0 and -0.2), <1 1 / zO> (1=0.25, 0.35, 0.45) and <1/ Zl/ 2 1/ 2 , (1=0.55), and 

also 1=0.0, the latter being a degenerate case common to both (100) and 

<1 1 / zO> families. The "family" designation is based on the nature of the 
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special point ordering Nave which first becomes unstable at the instability 

temperature, as explained in detail elsewhere [121. 

The CVM-calculated diagrams, unlike those calculated by the Bragg-Williams 

(BW) method, are thought to be highly reliable, as attested by comparison with 

available Monte Carlo calculations [13-161. Another important feature of the 

CVM, is that short-range order can be characterized quite readily, which is 

not possible by the BW method. In particular, pair and higher cluster 

probabilities can be calculated at all values of temperature and concentration 

in various ordered and disordered phase regions, thereby providing a local 

real-space representation of the state of order. More importantly, 

short-range order intensity (ISRO), i.e. the Fourier transform of the pair 

correlation function, can be calculated, much as it is done in the 

Krivoglaz-Clapp-Moss (KCM) method, but in a way which is completely consistent 

with the derived phase diagrams [21. Also, as shown elsewhere [2], the 

CVM-calculated ISRO obeys the law of constancy of integrated ISRO much more 

closely than that calculated by the KCM formula. 

Hence, this paper, devoted primarily to short-range order, complements the 

previous one [31, henceforth designated as I, which was devoted to the 

equilibrium phase diagrams themselves. In Sect. 2, the general theory of ISRO 

is recalled along with the relationship that exists between fluctuations and 

special-point (SP) instabilities. In Sec. 3, some examples of CVM ISRO 

calculations are presented and compared with BW calculations. 

implications are then discussed in Sect. 4. 

2. Thlory 

2.1 CV~ Frel En.r;y 

Some physical 

Formally, the Free energy can be expressed as the minimum of the 
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following functional [17]: 

F = ! E(J) X(J) + k8T L X(J) In X(J) (1) 

J J 

where E(J) and X(J) denot~, respectively, the energy and the probability of 

the configuration J of the system (fora binary system with N lattice points, J 

takes 2N values) and wh~re k8 is the 8altzman constant and T the absolute 

temperature. The minimization of the functional F is carried out over all 

probability distributions X(J) subject to the constraint I X(J)=I. For large 

N, it is obviously impractical to carry out the summations explicitly_ It is 

thus necessary to devise some approximate procedure for expressing the free 

energy. 

The Cluster Variation Method (CVM), employed inI, provides an accurate 

approximation scheme for the calculation of the second term in Eq. (1), the 

configurational entropy S, which may be written as: 

S = ! X(J) lnX(J) ~ 

J 

no 
! 1n Sn 

n=1 
(2) 

where the (positive or negative) 1n integers are given by standard formulas 

[4,18]4 and depend on the geometry. of the lattice and on the size of the 

largest cluster (no) included in the expansion. 

are given by 

2n 

Sn = -kB ! xn(j) In xn(j), 
j=1 

The partial entropy terms Sn 

(3) 

where xn(j) denotes the probability of occurrence of configuration j on the 

clusters of (n) lattice points, at equilibrium. 

.. 
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The cluster probabilities xn(j) are most conveniently described in terms' 

of the multisite correlation functions ~n (4,18). Such correlation functions 

are defined as averages of products of the fundamental occupation number ~(p) 

which, for binary systems, takes values +lor -1 if lattice point p is occupied 

by an A or a B atom, respectively. 

Xns(j) = ~n [1 + L Vnsn's'(j) ~n's'J 
n' ,s' 

(4 ) 

where the subscript s(s') is introduced to distinguish the shape of clusters 

of n(n') lattice points. The matrix elements Vnsn's' (j) are given by products 

of the ~(p) and the su~ runsover all subclusters (n's') which are contained in 

a cluster (ns). An advantage of such a description of xns(j) in terms of 

correlation variables is that the free energy is then expressed with 

independent variables only. 

The average configurational energy, the first term on the right hand side 

of the Eq. (1), can also be described by a linear combination of multisite 

correlation functions [18,19J: 

<E) = t E(J) X(J) = Eo + L Ens ~ns (5) 

J n,s 

where Eo and Ens are, respectively, the energy of the completely disordered 

state and the n-body effective interaction energy: 

and 

[ ns 

1 
Eo = 2" t E(J) 

J 

1 = -" L Vns(J) E(J). 
2 J 

(6) 

(7) 

In the present model, as mentioned in the Introduction, the energy 

approximation consists in effectively taking all energy coefficients Ens equal 
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to zero except those corresponding to first- and second-neighbor pairs. Thus 

the final expression for the energy is: 

1 <E) = 
2 

1 < ~ (p) ~ (p + Pi» + 21 ( E E < ([ (p) a ( p + P 2 ) > = 
P P2 

2 

E E2,S~2,S 
s=1 

(8) 

where ( (positive) and If are, respectively, 1st and 2nd neighbor pair 

interaction energies, and Pi and P2 are, respectively, 1st and 2nd neighbor 

distances. 

Substitution of Eqs. (2) , (3) and (8) into Eq. (1) yields the final 

expression for the free energy f per lattice site: 

F 2 no 
f = = s~ 1 ( 2 ,s~ 2 , S + kaT L 7ns t x ns (j) In lens (j) N n,s j 

( 9) 

By means of Eqs. (4) and (5), the freeenergy is now expressed as a function of 

independent correlation variables (t ns )' This form of Eq. (9), however, 

assumes the equivalence of all lattice points, which is true only for 

disordered phases. In ordered phases, a~ additional parameter p is needed to 

distin~uish non-equivalent sublattices, and, as a more general expression of 

Eq. (9), one can derive: 

no 
I 7ns L 

n,s j 

( 10) 

where the p summation is over the L sublattices. 

In the present T-O CVH, the largest cluster (no) used are the Tetrahedron 

and Octahedron shown in Fig. 1. Ten correlation variables are deduced as 

independent variables for the disordered phase. The accuracy of the above CUM 

formulae have been demonstrated in extensive studies on phase diagram 

calculations [3-7]. More detailed derivations are found in the authors' 

previous papers [4-6,19]. 
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2.2 Stability Analysis 

Various thermodynamic properties can be derived from the free energy 

expressions, Eq. (9) (or 10). In particular, the main interest in this study 

is the response of the syste~ to small deviations of the correlation variables 

from the equilibrium state. This is examined through the following free 

'. 
energy expansion in powers of the correlation variables around the equilibrium 

state [5,20], 

( 11 ) 

where Fi is related to the ith derivative of the free energy with respect to 

correlation variable(s) evaluated at the equilibrium state, Fa being the 

equilibrium free energy. By assuming that the deviations are small enough to 

neglect ter~s of order higher than the third, Eq. (11) can be well 

approximated by 

F ~ Fo + F% ( 12) 

where Ft vanishes at equilibrium. 

The response of the system is therefore described by the 2nd order term, 

as expressed by the following quadratic form (5]: 

N SF = F - Fa ~ Fz = 2' I I fu'(p,p')nz(p) HZ'(p') 
u' pp' 

( 13) 

where the indices Z and Z' refer to (n,s) and (n',s'), respectively, p and p 

indicate the site dependence, and fZZ' (p,p') is more explicitly given by 

.. ( 14) 

If SF is positive for any virtual process induced by {S~}, the system remains 

at the original equilibrium state. This is expressed mathematically as the 

condition of positive definitness of the quadratic form (13). Conversely, as 

soon as iF becomes negative for some choice of {i~} the system becomes 
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unstable and a transition to a more stable equilibrium state must occur. 

Stability analysis is most conveniently carried out in k-space, the 

Fourier transformation of Eq. (13) yielding: 

SF = !:! I I tU'(k) SXZ(-k) SXZ'(k) 
L h U' 

(15) 

with tll'(h) and XZ(h) being the Fourier transforms, respectively, of 

FU'(p,p') and ~Z(P). 

The quadr·atic forlll in Eq. (15·) can be written as a sum of squares: 

SF = 1 I I t'lZ(k)ISZZ(k)12 
2 Z k 

(16 ) 

in ~~ich t\l(h) are the eigenvalues of the matrix + and Zz are normal mode 

amplitudes. 

The stability criterion is nON restated mathematically in the following 

manner. If and only if all the eigenvalues are positive for all possible wave 

vectors k, stability prevails. Conversely, as soon as one of the eigenvalues 

goes through zero for some ko, loss of stability occurs. The stability limit 

is, therefore, given by the vanishing of the determinant of the matrix tll': 

( 17) 

The highest temperature To at which the above condition is satisfied is 

defined as the instability temperature and the particular wave vector ko for 

which it occurs is called the ordering wave. 

A clear distinction must be made between the equilibrium order-disorder 

transition temperature Tt and the instability temperature To C201. The former 

is given by the existence of a common tangent between the free energy of the 

ordered and the disordered phases. The latter (To) is the one at which the 

metastable disordered phase becomes unstable, so that, below 

concentration wave of wave vector ko will spontaneously increase in amplitude. 
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This process has been termed "spinodal ordering" [12]. At a second-order 

transition, the temperatures Tt and To coincide. Otherwise, at a first-order 

transition, the distance between Tt and To can be taken as a measure of the 

"strength" of the order of the transition. In I, the loci of some instability 

temperatures have been plotted as dotted lines on the calculated phase 

diagrams. 

2.3 Short Range Order Diffuse Intlnsity 

Although the formal theory of fluctuations is well known [21], its 

application to CVM derived free energies is very recent [2J. The study of 

fluctuations in alloys is most commonly carried out by using the theory of 

Krivoglaz [22J and Clapp and Moss [23] who derived an expression for the short 

range order diffuse intensity based on the Bragg-Williams approximation [24]. 

As shown elsewhere [2], however, marked improvement in the calculated short 

range order diffuse intensities follows from the use of the more accurate CVM 

free energies. The improvement in the caculated intensities is very 

significant since it is now possible to perform experimental intensity 

measurements very accurately. 

The determination of the short range order diffuse intensity, ISRO, 

requires the calculation of the pair correlation fundi ons 

~z(rl = <V(pl V(p)+n) for all distances r or, equivalently, the Fourier 

transform of such correlations. In the notation adopted here and also used in 

Ref. [2], the short range order intenSity is written as: 

ISRO = <lv(k)l t ) - l(v(k)l z (18) 

where <v(k) and < Iv(kl It) are respectively, the Fourier transforms of the 

point (v(pl) and pair (f(pl '(p'l) correlation functions. 

In order to calculate ISRO or, more generally, the fluctuation spectrum of 
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the alloy, the usual approach is to study the sy~tem's response to an external 

inhomogeneous field. In the present c~se of a binary alloy, the inhomogeneous 

field is an effective chemical potential up. As shown elsewhere [2], the 

multisite correlation functions are given by: 

~ •••••• G' > 
P2 Pn 

n 1 = (-karl z 
~nz 

h h .... h 
Pi pz Pn 

( 19) 

where up is the inhomogeneous chemical potential field and Z is the partition 

function. In particular, for the pair correlations, Eq. (19) gives: 

(20) 

The Fourier transform of the right hand side of Eq. (20) can be performed by 

utilizing the translational symmetry of the disordered state so that one has, 

finally, the concise expression: 

(21) 

In this equation, til is the first element of the matrix inverse to + ( k) , the 

Fourier transform of the matrix of the quadratic form (15)[2], It is 

important to note that Eq. ( 21) is ex ac t , in its general form. The result of 

its application will only be-as accurate as the second-derivative matrix + , 

however, hence as accurate as the free energy F itself. 

As mentioned above, and explained in detail elsewhere [12,24], fcc:-ba5ed 

ordering systems can be generally classified according to four special-point 

It also follows that ISRO 

., 
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attains its maximum value at the wave vector ko whose Miller indices (in 

reciprocal space) are precisely the ones which define the ordering family in 

question. 

If only first and second neighbor pair interactions are dominant, the 

family to which an ordering system belongs will depend uniquely on the ratio 

I. It is then convenient to represent the ordering families on a circular 

diagram [24], inspired by that first given by Clapp and Moss [25]. Such a 

diagram is shown here in Fig. 2 where V1 and V2 represent the first and second 

neighbor pair interactions, respectively. On the same figure are plotted 

calculated values of the reciprocal of the ratio of the short-range order 

intensity divided by the absolute temperature Til, as a function of T, for 

various SP ordering waves, and for a values of I equal to -0.2, 0.35 and 0.55, 

at c=1I2. 

In the Bragg-William (aW) approximation, leading to the Krivoglaz-Clapp­

Moss (KCM) ISRO formula, plots of TIl vs. T would be straight lines (26]. 

Here, however, the more accurate T-O CVM approximation has been used for the 

free energy. The resulting CVM ISRO can formally be brought into the KCM form 

I « [1 + 2c(1-c) V(k)/kBT]-1 

but now, the k-space function V(k) must be expressed by means of effective 

pair interactions which depend on temperature [2]. It is this temperature­

dependence which causes the curves in Fig. 2 to depart from straight-line 

behavior. 

In agreement with theoretical expectations, ISRO diverges at the 

instability te~perature ko = (100) for « = -0.2 (dotted line), at ko = (1 1 / 2°) 

for I: = 0.35 (full line), and at ko = (1/21/21/2> for «= 0.55. Much more 

information, suitable for comparison with experimental ISRO, can be obtained 

by calculating the SRO diffuse intensity, not merely at the SP, but in, say a 
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planar section in k-space, as illustrated on some examples in the next 

section. 

3. Callputld SRO Int.nsi ty 

As mentioned above, ordering phase diagrams were calculated previously, 

[3-7J ~or seven 1 values (-1.0, -0.2, 0.0, 0.25, 0.35, 0.45 and 0.55), 

covering all special point families. In this study, however, a typical« 

value is selected from each family (1=-0.20 for the <100> family, 1=0.35 for 

the <P/20> family and 1=0.55 for the <1/ 21/ 2 1/ 2) family), and ISRO 

calcutations are carried out at the ~toichiometric compositions of several 

stable ordered phases of each family. 

3.1 (l'/ a 0) FamilYI • = 0.35 

The phase diagram for ~=0.35 obtained by T-O CVM is shown in Fig. 5 of 

Ref[31, the (1 1 / 20> instability locus being given by the broken line in the 

diagram. One of the conspicuous features of this diagram is the change of the 

order of the transition with concentration: at c=0.5, the A2B2 phase is 

produced by a strongly 1st order transition, becoming second-order at the 

indicated tricritical point. The congruent transition to the AtB and AsS 

compounds is also 1st order, while the transition from the disordered to the 

A3B ordered phase is mostly 2nd order. 

c=0.50 and 0.33. 

We shall focus here on concentrations 

In each case, ISRO maps ar~ calculated at three temperatures, one at a 

high temperature of T = 2T o, one just above the 1st order transition 

temperature Tt, and one just above the instability temperature To. Intensity 

contours are plotted, in a (100) reciprocal lattice plane, at the higher 

temperature in Fig. 3, and close to the instability (T = To/0.95) in Fig. 4. 
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Both CVt1 (left figure) and BW 

expected, diffuse intensity 

(right figure) calculations are 

maxima appear at the 11 / 2 0 
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reported. As 

points (and 

equivalent), with minima at the Bragg peak positions. The intensity 

distributions calculated by the CVt1 are seen to be sharper that those 

calculated by the BW formula. This is particularly apparent at the lower 

temperature, for reasons to be discussed presently. 

In Fig. 5, CVM-calculated ISRO plots are shown at T = Tt/0.95 for the two 

stoichiometries c=l/i and 1/ 2 , What appears to be a concentration dependence 

of the intensity contours is, in fact, a temperature dependence: on a reduced 

scale of TITo (the only pertinent one as far as ISRO is concer~ed), the 

equilibrium transition temperature Tt is a relatively higher temperature at 

c=1/2 than is it? counterpart at c=l/ i • 

T=Tt/0.95 must peak more sharply at 1 1 / 2 0 

The concentration dependence of the 

Hence, the intensity distribution at 

for c=l/ J than it does for c=1/ 2 • 

contours at the same homologous 

temperature (T = To/0.95), for these two concentrations, is indeed small, as 

shown in Fig. b. 

The tendency for diffuse intensity peaks to become sharper as the 

instability (not the 1st order transition) temperature is approached is of 

course well-known, as can be qualitatively deduced from BW-related formulas. 

What is novel, is the increased sharpness of the CVM-calculated contours 

compared to the BW ones. The reason for that is that the CVM does much better 

at respecting 

calculated by 

approximation 

the constancy of 

the CVM 

(2 ]. 

is more 

integrated intensity because the 

accurate than that calculated 

free energy 

by the BW 

diffuse intensity 

lowered towards 

In the Krivoglaz-Clapp-Moss approximation (BW), the 

tends to build up rather uniformly as the temperature is 

T~, and the integrated intensity increases correspondingly. 

In the CVt1 approximation, the integrated intensity remains more nearly 
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constant as To is approached, so that, if intensity builds up at the special 

points, it must decrease relatively ~lsewhere, thus yielding sharper contours. 

The question of integrated intensity will be discussed further in Sec. S •. 

3.2 (100) F.aily •• D -0.20 

The relevant phase diagram, calculated previously, is shown in Fig. 8 of 

Ref.C3l. The (100) instability locus (ordering spinodal) is not shown, but To 

at the stoichiometric compositions of c=1/ 2 and 1/\ have been estimated, and 

ISRO contour plots in (100) reciprocal lattice sections, at T=T o /0.95, have 

been calculated for these two concentrations, as shown in Fig. 7. The 

corresponding BW contours are shown at the upper portion of the figure, for 

comparison. As expected, diffuse intensity maxima occur at the 100 positions 

(and equivalent). Again, the CVM contours are sharper than the BW contours, 

and the concentration dependen~e (at homolo~ous temperatures), in the CVM ISRO 

is very weak. 

3.3 (1/. 1/,1,.> F.8ilYI • = O~55 

The relevant phase diagram, calculated previously, is shoNn in Fig. 7 of 

Ref.C3l, where the dotted line indicates the partially completed (1/ 2 1/ 2 1/ 2 > 

instability locus (difficulties encountered with numerical convergence 

prevented its extension to lower concentrations). 

Since diffuse intensity must peak at special points 1/21/:1/2 (and 

equivalent), intensity contours are plotted in a (110) section in reciprocal 

space. Figure 8 shows such contours at T=To/0.95 and C=1/ 2 • BW and CVM 

results are seen to differ significantly: the sharpness of the ISRO 

distribution around the 1/ 2 1/ 2
1 / z maxima is more pronounced in the CVM 

calculation, and the contours have unexpected shapes. It was shown elsewhere 
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(12] that intensity contours in the vicinity of the. relevant special point 

must resemble ellipsoids. Around 1/(1/rl/2 maxima, all ellipsoids must have 

rotational symmetry about the (111] direction. This is borne out in the BW 

calculation, but the CVM-calculated contours exhibit an anomalous inner 

structure. More calculations will be needed to clarify this situation. 

4. Real Spaci SRO 

Although it is possible to calculate SRO Intensity from a BW Model, the BW 

free energy, by itself, contains no information about short-range 

correlations. By contrast, minimization of the CVM free energy functional 

returns values of pair, triangle, •••• , multiplet correlation functions, up to 

the size of the largest cluster used in the configurational entropy expansion. 

Clapp pointed out (27] that knowledge of multisite correlations, or cluster 

concentrations, is essential if one wishes to picture the local atomic 

arrangements which characterize short-range order. That author was able to 

determine these correlations by maximizing the configurational entropy under 

the constraint of given pair probabilities, the latter obtained by Fourier 

inversion of experimentally measured ISRO. Clapp used an approximate entropy 

expression, but it would have been possible to use the more accurate CVM 

formulas. 

In the present instance, of known or assumed pair interaction parameters, 

the multisite probabilities are obtained directly from the minimized TO-CVM 

free energy as a by product. Point, pair, triangle, ..•• , tetrahedron and 

octahedron cluster concentrations can be calculated from the ~ multiplet 

correlations according to Eq. (4). Results for the tetrahedra and octahedra 

concentrations are plotted in Fig. 9 as a function of reduced temperature for 

the case of I = 0.0, C = 1/ 2• The reciprocal ISRO, multiplied by T, is also 
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plotted on another vertical scale, with sam~ horizontal axis. As explained in 

connection with Fig. 2, the quantities TIIgoes to zero at To, meaning th~t the 

SRO intensity diverges at the instability. Cluster concentrations themselves 

do not behave anomalously at To, indeed, their values merely increase or 

decrease moderately froll! their complete-disorder values (at high temperature), 

as To is approached. No discontinuityis observed at the transition Tt. Those 

clusters which have same average (local) concentration as the whole system 

(here, c=1/ 2) have highest expectation values, or concentration, as expected: 

the two-A/two-B tetrahedron~ the three-A/three-B octahedron. Both of these 

concentrations increase as the tendency for long-range AS ordering increases. 

All other cluster probabilities decrease as To is approached except that of 

the octahedron with two S (two A) atoms at opposite octahedral vertices. This 

is expected, as such octahedral configurati~ns are those found in the ordered 

Llo structure (CuAuI). Conversel y, the octahedra with same local 

concentration, but with B(A) atoms in nearest neighbor positions, are not 

enhanced since such concentration~ are not found in the fully ordered LRO 

state. Thus, it is seen that the CVM distinguishes clearly between clusters 

of same average concentrations but different configurations. 

The TIl curve of Fig. 9 shows the slight deviation from straight-line 

behavior already noted in Fig. 2. A deviation from linearity was observed 

experimentally by Bardhan, Chen and Cohen (30] in CU3Au crystals at the 100 

and 300 superlattice positions, leading these authors to suspect the existence 

of "hetero~hase fluctuations," characterized by small metastable CU3Au embryos 

having relatively long lifetimes. Our calculations cannot confirm or deny the 

existence of heterophase fluctuations since such an analysis requires a 

non-infinitesimal stability study, which is beyond the scope of this work. 

Nevertheless, it is clear from our resu~ts that heterophase fluctuations are 
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not needed, in general, to account for non-linearities in the inverse 

intensity plot. 

~. Intlgrltld Intlnsity 

It is well known that ISRO integrated over the Brillouin zone must be 

proportional to the product cAcB [or c(l-c)J of the average concentrations. 

The integrated intensity 10 must therefore be temperature independent.' In the 

Krivoglaz formulation, it is quite clear that 10 increases as T decreases, 

becoming unbounded at To [22J. Clapp and Moss [23] attempted to remedy this 

deficiency by normalizing ISRO by a parameter proportional to the reciprocal 

of 10 itself. 

As shown elsewhere [2J, the CVM ISRO obeys the conservation of 10 

(unnormalized) far better than that derived from the BW approximation. This 

property is illustrated in Fig. 10 for the case I = 0.35, c = 1/ 2 , At very 

high temperatures (~20 To), both BW (curve A) and CVM (curve Bl the integrated 

intensity attains a constant value, which, in the units used here, is equal to 

unity. With decreasing temperature, however, the BW curve begins to deviate 

strongly from unity, while the CVM curve continues to hug the 10=1 axis until 

very close to To. If a better CVM approximation had been used (larger 

clusters), the 10 constancy rule would have been respected even more closely. 

It is indeed important to note that,as pointed out earlier [2], the failure of 

the integrated intensity rule is due to the inaccuracy of the free energy 

itself, not to the method by which the ISRO is derived from it. 

To save computer time, the curves of Fig. 10 were evaluated by using an 

approximate Brillouin zone integration technique: representative points were 

taken inside the first BZ, with step 0.1 along the cube axes, appropriate 

weights being assigned to each point taken, according to a method devised 
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originally for summing charge density [29,3~]. 

6. Conclusion 

At first sight, the differences between KCM-calculated and CVM-calculated 

ISRO contours may not appear sufficiently dramatic· to warrant the greater 

computational difficulty which the CVM entails. The authors believe, however, 

that in order to analyze diffuse intensity measurements (x-ray, neutr~n, 

electron dif~raction), the CVM should be used exclusively in place of the 

older KCM formulation. The main reasons for advocating the switch are as 

follows: BW ISRO contours may appear ~ualitatively acceptable, and may yield, 

by fitting, reasonable values of the pair interactions E, but the phase 

boundaries derived from these fitted parameters by the BW free energy are 

expected to be highly unrealistic in most cases. It is therefore quite 

unsatisfactory to use an approximation for diffuse intensity calculations 

which is known to yield incorrect phase diagrams. The CVM-based formulation 

has no such deficiency since it gives accurate and mutually consistent values 

of ISRO, phase boundaries, and transition (Tt) 

ISRO 

and instability 

temperatures. This 

preferred ones for 

is an important point, as 

estimating the E interaction 

measurements are the 

parameters, and these, in 

turn, determine the thermodynamics of the solid solution and ultimately the 

phase diagram. 

It has also been shown that the integrated intensity conservation rule is 

obeyed much more closely in the CVM-calculated ISRO. This too is important, 

expecially when it is recalled that the reliability of experimental diffuse 

intensity measurements is often judged by how closely the zeroth Warren-Cowley 

parameter .0 approaches unity, which is equivalent to the requirement for ISRO 

to sum to a constant inside the first Brillouin zone (or reciprocal unit 
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cell) . 

As explained above, the Io conservation results in a sharpening of diffuse 

intensity maxima as the instability temperature is approached. This property 

is further illustrated in Figs. 11 and 12 which are simulated ISRO diffraction 

patterns, i.e. half-tone versions of the contour plots shown earlier. Both 

patterns are calculated for the case I = 0.35, c = 1/ 2 , T = To/O.95, Fig. 11 

according to the BW approximation, Fig. 12 according to the CVM. The CVM 

diffraction spots are much sharper and resemble closely those of electron 

diffraction patterns taken from Ni~Mo alloys [31], for example. 

Finally, it is now possible to produce very realistic CVM-generated phase 

diagrams of real alloy systems which, in itself, requires very precise values 

of interaction parameters [32-34]. Thus, comparison of theoretical and 

experimental ISRO is expected to become increasingly important in the future. 
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FleURE CAPTIONS 

Fig. 1 Basic clusters used in the Tetrahedron-Octahedron approximation. 

Fig. 2 TIl - T diagram at c=0.50 for 1 = -0.2, 0.35 and 0.55. Dotted line, 
broken line, and full line represent <100>, <1 1/ zO>, and <1/ Z 1/ 2 1/ 2 > ordering 
waves, respectively. The circle, right sid~ above, shows special point 
families [25]. V1 and Vt are, respectively, 1st and 2nd neighbor pair 
interaction energies and I=V Z/V 1• 

Fig. 3 Equal intensity contours in a (001) reciprocal lattice plane 
calculated for 1=0.35 at c=0.50 and T=T o/0.5, where To is the instability 
temperature. The left diagram is obtained by the present T-O CVM' calculation 
and the right diagram is calculated by BW based Krivoglaz-Clapp-Moss 
formula. 

Fig. 4 Equal intensity contours in a (001) reciprocal 
calculated for 1=0.35 at c=0.50, T=T o/0.95. The left figure 
CVM and the right one is based on the BW formula. 

lattice plane 
is based on the 

Fig~ ~ . CVM-calculated equal intensity contours in a (001) reciprocal lattice 
plane for 1=0.35 at T=Tt/O.95, where Tt is the transition temperature. The 
left diagram is for c=1/3 and the right one is for c=0.5. 

Fig. 6 CVM~calculated equal intensity contours in a (001) reciprocal lattice 
plane for 1=0.35 at T=T o/0.95. Th~left diagram is for c=1/3 and the right one 
is for c=0.5. 

Fig. 7 Equal intensity-contour diagrams in a (100) reciprocal lattice plane 
calculated for 1=~0.20 at T=T o/0.95 •. The upper figure is based on the BW 
approximation and the two figures below arebased on the T-O CVM. The left one 
is for c=0.25 and the right one is for c=0.5. 

Fig. 8 Equal intensity contours in a (lIO) reciprocal lattice plane 
calculated for 1=0.55 at T=T o/0.95. The upper figure is based on the CVM and 
the one below is based on the BW approximation. 

Fig. 9 Temperature dependence of cluster concentrations for 1=0.35, c=0.50. 
Full lines and dotted lines represent octahedron and tetrahedron cluster 
concentrations, respectively. The T/I-T relationship is superimposed on the 
tigure. The scale of T/I is found on the right vertical axis of the figure. 

Fig. 10 Comparison of temperature dependence of integrated intensities for 
1=0.35 and c=0.50 over the 1st Brillouin zone. The horizontal axis is the 
reduced temperature (normalized by the instability temperature). (A) and (B) 
are calculated by the Krivoglaz-Clapp-Moss formula and the CVM formula, 
respectively. 

Fig. 11 Computer simulated (100) diffraction 
approximation for T=0.95/To• 

pattern based on the BW 

Fig. 12 Computer simulated (100) diffraction pattern at c=0.50 based on the 
CVM for T=0.95/To. 
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