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In the first chapter, I show that mature patent-practicing firms respond to windfall profits

derived from exogenously extended patent protection time by engaging in external patent

acquisitions that diversify their patent portfolios into new technologies. By exploiting the

random timing of patent term expiry dates and their unexpected extensions due to the

Uruguay Round Agreements Act, I find that a one standard deviation increase in the citation-

weighted patent portfolio share of term-extended patents leads to an increase in cash flow by

1.5 percent of book assets. Given these windfall profits, I find evidence of physical capital

investment, debt issuance reduction, and acquisitions of new external technologies. Internal

investments in R&D, on the other hand, show no response, suggesting high R&D adjustment

costs for large, mature firms. In the second chapter, I find that being connected to directors

who are or had been board members at bankrupt firms at the time of bankruptcy filing

limits the efficacy of business networks in searching for directorships. Assuming that corpo-

rate bankruptcies can weaken interpersonal ties among directors, I exploit a quasi-natural

experiment to investigate the degree to which director turnover is dependent on professional

connections forged from current and past board memberships. By comparing directors who

are indirectly linked to bankruptcy-filing firms through their professional networks to those

without this indirect link, I find that a director’s chances of finding additional directorships

within a 1-year period are lowered by over 10 percent on average after losing a set of con-

nections due to corporate bankruptcies. This decline in director mobility is concentrated

mostly among highly central directors and directors with board positions at firms with high

ii



G-Index measures, suggesting that the dependency on personal ties is stronger among firms

with weak shareholder rights. In the third chapter, we explore the proxy voting patterns of

passive mutual funds. We find that passive funds disagree with management more frequently

than active funds within fund family. Additionally, voter efficacy between passive and active

funds are not equal across agenda item categories.
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CHAPTER 1

Profit Windfalls and Investments in Innovation:

Evidence from Patent Term Extensions

While there is considerable evidence suggesting that young and small innovating firms expe-

rience financial constraints on investments, such evidence for large, mature firms is limited,

particularly on R&D investments (Hall and Lerner 2010). Asymmetric information and moral

hazard can prevent firms from obtaining external financing for all the investments that they

would have pursued if they had sufficient internal funds (Fazzari, Hubbard, and Petersen

1988). These impediments can be severe for firms that are considering engaging in innovative

activities due to the intangible nature of R&D investments.1 Do mature, patent-practicing

firms face financial constraints on their capital expenditures and R&D investments?2 How do

they pursue investments in innovation? This paper examines the investment strategies and

degree of financial constraints on investments for mature, patent-practicing firms through

the Uruguay Round Agreements Act of 1994 (URAA), an event potentially resulting in

windfall profits arising from term extensions on expiring patents. Further study of this event

presents an opportunity not only to understand how changes in patent protection time can

affect corporate profits but also how and why investments in physical capital and R&D differ

for these firms when exogenously supplied with additional cash flow.

For corporations whose business depends on the enforcement of intellectual property

rights, the primary function of patents is to guard the cash flow generated by product sales

1Information asymmetry could exist in the valuation of human capital. Moral hazard could manifest
through the replacement costs of intangible assets (e.g., highly trained employees).

2“Patent-practicing” means a firm uses the underlying technology being protected as opposed to merely
holding patents to generate income through infringement lawsuits or collecting licensing fees, which is usually
done by “non-practicing entities” (NPE) or patent trolls.
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against competition. With this in mind, I design a quasi-natural experiment using the URAA

as a cash windfall event, which bestows upon some firms active in the U.S. patent system

an extended period of profitability through patent protection, in order to study corporate

investments in innovation and a range of corporate financing decisions. Specifically, URAA’s

transitional provision gives all utility and plant patents still in force by (or filed prior to)

June 8, 1995 a maximum term of either 17 years from the grant date (the old policy) or 20

years from the filing date (the new policy).3 This gave such patents up to 3 additional years

of life. Patent expiration around this threshold is effectively exogenous as the policy date

could not have been known 17 years in advance.4

In this paper I construct a continuous treatment variable that measures the fractional

gain in term-extended patents from URAA’s transitional provision on each firm. This con-

tinuous treatment is a function of the number of patents owned originally expiring within six

months after June 7, 1995 that received term extensions (“term-extended” patents) and the

number of patents owned that would have benefited from the transitional provision but ex-

pired at most six months prior to June 8, 1995 (“counterfactual” patents).5 The continuous

treatment is defined for each firm as the forward citation-weighted difference between the

number of term-extended and counterfactual patents scaled by the firm’s forward citation-

weighted portfolio of patents that have not expired by the end of 1995.6 The differencing

captures the treatment intensity for a specific firm.7 The scaling, on the other hand, makes

3U.S. utility patents protect the functionality of an invention. The term of design patents, on the other
hand, was unaffected by URAA.

4I ignore patent ownership transfers after the approval of the Trade Related Aspects of Intellectual
Property Rights (TRIPS) Agreement in 1994, which is the international trade agreement underlying URAA,
to account for possible self-selection issues.

5The counterfactual patents are relevant here because I need to exclude technologies that systematically
take longer to receive patent grants. Firms that strategically take longer to patent their inventions can
operate very differently. The likelihood of treatment for each firm is therefore related to the counterfactual
patents that they own.

6Forward citations of a patent is the number other patents citing it.

7The intuition is the following. The relevant pool of firms are those that own patents that can potentially
benefit from URAA’s transitional provision (i.e., patents that benefit from the new 20-year term). The
exogeneity of patent term extensions on expiring patents comes from the unknown timing of the cutoff date.
Firms in the relevant pool that were lucky enough to have some of their patents receive term extensions by
expiring after this cutoff date are therefore “shifted out” of the pool of counterfactual firms. The degree of

2



the treatment intensity comparable across firms, since the impact is relative to the size of a

firm’s patent portfolio.8 Alternatively expressed, given each firm’s unexpired set of patents

by the end of 1995, the continuous treatment variable is the citation-weighted difference

between the patent portfolio share of expiring patents that received and did not receive term

extensions.This setup identifies the exogenous effect of randomly assigning term extensions

to expiring patents after the cutoff date of June 8, 1995 because of a firm’s inability to time

patent grants or expiration dates far in the past. This treatment variable therefore corre-

lates with the immediate changes in (book asset-scaled) cash flow resulting from URAA’s

transitional provision.

I hypothesize that if R&D oriented firms are financially constrained, they will invest in in-

novative activities or assets conducive to future innovation, increase capital expenditure, and

reduce levels of borrowing in response to this profit windfall (Farre-Mensa and Ljungqvist

2016). If agency problems exists within these firms, windfall profits may spill over into ex-

ecutive compensation. Furthermore, while there is no general consensus on whether internal

R&D expense is sensitive to cash flow for mature innovating firms, I emphasize that there

may be several other channels through which these firms may still exhibit some form of

investment in innovation (e.g., patenting activities, etc.).

Under a reduced form difference-in-differences framework, I find strong evidence that

URAA’s transitional provision allowed treated firms to continue to exclusively profit from

their inventions. Using the treatment definition described above, I find that a one standard

deviation increase (15 percentage points) in the citation-weighted patent portfolio share of

term-extended patents owned that would have expired if not for the transitional provision

leads to an increase in cash flow by 1.5 percent of book assets. For the mean treated firm

with $6.5 billion in book assets, a one standard deviation increase (15 percentage points) in

the treatment variable translates into roughly $98 million. The estimated treatment effect

is statistically significant across several measures of income: a one standard deviation in-

the shift is captured by this differencing.

8Most firm-level outcome variables will be scaled by a size-related variable. Cash flow, for example, is
scaled by book assets.
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crease (15 percentage points) in the citation-weighted share of term-extended patents owned

increases EBIT (scaled by book assets), return on sales (ROS), and return on net operating

assets (RNOA) by 1.35, 0.75, and 4.05 percentage points, respectively.

The main finding of this paper is that patent-practicing firms acquire more external

patents as a result of the additional cash flow generated by URAA’s term extensions. This

is observed in both the likelihood and quality (via citation weighting) of patent acquisitions.

These acquired external patents are on average categorized in patent class/subclasses that

do not already exist within the acquiring firms’ historical patent portfolios.9 This is evidence

that firms are diversifying in technologies that are different from their own previous patent

portfolios. I also find that these acquired patents originate from private firms (i.e., private

at the time of patent issuance) and have proportionally fewer outside patent citations.10

A one standard deviation increase (15 percentage points) in the citation-weighted share of

term-extended patents leads to an increase in the probability of acquiring patents by 1.8

percent, an increase of 2.25 percentage points in net patent transfers or the net citation-

weighted patents acquired as a share of current citation-weighted patent portfolio size, and

an increase of 1.83 percentage points in the proportion of new class/subclasses of newly

acquired patents. Estimating the direct cash flow effect by combining the difference-in-

differences and instrumental variable methods (i.e., using the continuous treatment variable

as the instrument), I find that a one percentage point increase in book asset-scaled cash flow

yields an increase of 0.9 percentage points in net patent transfers and an increase of 0.98

percentage points in the proportion of new class/subclasses of newly acquired patents.11

I also find strong evidence that URAA’s patent term extensions have a significant in-

fluence on capital structure and investment decisions. A one standard deviation increase

(15 percentage points) in the citation-weighted share of term-extended patents leads to an

increase in capital expenditures by 0.3 percent of book assets and a decrease in debt is-

9Historical patent portfolios consider all patents that are acquired or generated.

10“Private” here means not publicly traded on a U.S. stock exchange. “Private firms” therefore may
include foreign firms that are publicly traded elsewhere.

11Intra-firm patent transfers are ignored. Patents purchased outright or indirectly through mergers or
acquisitions are used in the construction of the “net patent transfers” variable.
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suance by 1.65 percent of book assets. These results, as suggested by the capital structure

and investment-cash flow literature, can be explained by differences between internal and

external costs of capital, resulting from asymmetric information between firm managers and

investors. The increase in investment implies costly external financing or underinvestment

(Fazzari, Hubbard, and Petersen 1988). Estimating the investment-cash flow sensitivity can

be accomplished by combining the instrumental variable and difference-in-differences meth-

ods. Using the aforementioned constructed treatment variable as an instrument for cash

flow, I estimate that a one percentage point increase in book asset-scaled cash flow increases

capital expenditure by 0.13 percent of book assets and reduces debt issuance by 0.54 percent

of book assets.

Interestingly, I find no changes in R&D spending, which is not inconsistent with the

current literature on the relationship between R&D expense and the availability of internal

financing for large firms (Brown and Petersen 2011). This could be attributed to high current

and future adjustment costs in hiring and training new researchers, for example (Hall and

Lerner 2010). Notwithstanding this finding, there is evidence of external investments in

innovation through patent acquisitions, as mentioned above.

Lastly, if agency issues are severe within innovating firms, executive compensation could

react positively to this event, implying that treated executives were rewarded for luck

(Bertrand and Mullainathan 2001). I find no significant changes in salary, bonuses, or

options and stock grants to executives in response to URAA’s transitional provision, after

controlling for both firm and executive characteristics.

In summary, the findings of this paper contribute to the finance literature in two distinct

dimensions. Firstly, by identifying an unexpected profit windfall event, my findings address

endogeneity issues when testing various theories on capital structure and investment deci-

sions.12 Using patenting decisions made in the past that extended the protection period of

expiring patents as an exogenous source of cash flow, my findings allow testing for whether

financial frictions exist within innovating firms. Secondly, my findings provide insight into

12See Figure 1.1 for evidence of URAA being unanticipated.
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firm investment channels for R&D. In this paper, I observe that internal R&D investment

is insensitive to exogenous cash flow. Rather, I find that firms prefer to acquire innovation

externally via patents.

The rest of the paper is organized as follows. Section 1 summarizes the relevant literature.

Section 2 gives relevant background on U.S. patent law and the legislation timeline of URAA.

Section 3 provides a description of the constructed dataset and the experimental setup.

Section 4 presents the empirical results. Section 5 provides extensions. Section 6 concludes.

1.1 Related Literature

This paper contributes to many aspects of the growing research in the relationship between

finance and firm innovation. While patents have been increasingly used as a measurement of

both quantity (e.g., patent count) and quality (e.g., forward citations) of firm R&D output,

the current empirical understanding on their relationship with cash flow and subsequent

R&D investments are, to the best of my knowledge, limited at best within the literature,

thus needing further investigation.

1.1.1 Financial Constraints and Investment-Cash Flow Sensitivity

Under strict assumptions, Modigliani and Miller (1958) conclude that capital structure is

irrelevant and therefore a firm’s investment choice should be independent of the availability

of internal financing sources. However, when considering financial frictions manifesting from

adverse selection costs, investment and capital structure decisions can respond to exogenous

changes to cash flow. Financial constraints arise from frictions in the supply of capital,

primarily due to asymmetric information between investors and the firm (Tirole 2006).

There are two prevailing ways of defining financial constraints in the literature. The

first way is based on supply frictions that have an effect on the supply elasticity of external

capital. Stiglitz and Weiss (1981), Almeida and Campello (2001), and Whited and Wu (2006)

view a firm as financially constrained if it is unable to raise an additional dollar of external
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capital due to a vertical (inelastic) supply of external capital curve (i.e., credit rationing).

The second way defines financial constraints as the difference between the cost of new debt

and equity and the opportunity cost of internal finance (e.g., retained earnings or cash flow).

Fazzari, Hubbard, and Petersen (1988) claim that a firm is constrained if it has access to

external capital at a higher price than the price that would reflect its actual risk. While

both versions of financial constraints can exist simultaneously for each firm, the predicted

observable outcomes on investments when imparted an exogenous cash flow shock should be

the same. We should expect more constrained firms, on the margin, to possibly rely less on

debt and equity and to increase investments in response to a positive cash flow shock.

From an investor’s perspective, firms that depend on technological innovation are ex-

tremely risky; not only could R&D produce no viable products, but also profits could erode

if the underlying technologies of their products are not properly protected against infringe-

ment.13 The valuation of this risk requires a deep understanding of the firm’s R&D strategy,

which may differ between managers and investors. Given this adverse selection cost, Myers

(1977) and Meyers and Majluf (1984) predict that a cash windfall could reduce the reliance

on debt and equity and increase levels of investment.

This paper follows the efforts of Blanchard, Silanes, and Shleifer (1994), Calomiris and

Hubbard (1995), and Lamont (1997) in testing the predictions above while addressing endo-

geneity issues via quasi-natural experiments. Blanchard, Silanes, and Shleifer (1994) finds

that managers of firms receiving cash awards from corporate litigation pursue empire build-

ing behavior through bad acquisitions. Calomiris and Hubbard (1995) estimates the cost

of external finance directly using the unanticipated surtax on undistributed profits of 1936–

1937. Many firms actually preferred paying higher tax rates than paying out dividends.

Lastly, Lamont (1997) discovers that in multi-segmented firms, a sudden decline in oil prices

in 1986 caused not only the non-oil segments to become more profitable than before, but

also to cut more capital expenditure than the industry median and mean. This provides

13Surveys from Mansfield (1986), Levin et al. (1987), and Cohen, Nelson, and Walsh (2000) revealed that
most high-tech industry executives believes that many inventions would not have been introduced without
patent production. Mansfield, Schwartz, and Wagner (1981) and Levin et al. (1987) found patents raised
imitation costs immensely for chemical and petroleum industries and slightly for electronics.
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evidence of over-investment in the non-oil segments from oil profits prior to the negative oil

price shock. The quasi-natural experiment presented here adds to the list of events where

cash flow is plausibly exogenous.

1.1.2 R&D as Investments

The rationale for considering cash flow as a determinant of R&D investment is the same

for that of physical investment; capital markets are imperfect, and the aforementioned im-

perfections put constraints on external financing. However, R&D expenses (i.e., accounting

based measures of R&D) are known to exhibit higher serial correlation and smoothing over

time (Brown and Petersen 2011), which are often attributed to high adjustment costs (Hall

and Lerner 2010). Because an innovating firm needs to devote much of its R&D resources

to train its researchers, the firm’s cost of employee turnover is extremely high. The addi-

tional risk of transmitting valuable knowledge and trade secrets to competitors also raises

the overall costs (Pakes and Nitzan 1983). As a result, research workers are not “perfectly

elastic in supply” (Grabowski 1968). Innovating firms are therefore expected to minimize

both current and future adjustment costs, implying that the level of R&D investment should

only respond to permanent changes in cash flow rather transitory ones.

Empirical findings on the cash flow sensitivity of R&D investments, however, are mixed.

Many early studies such as Scherer (1965) and Mueller (1967) find little evidence of a re-

lationship between internal finance and R&D. R&D is more responsive to internal finance

when restricted to small firms, as confirmed by Hao and Jaffe (1993) and Himmelberg and

Petersen (1994). Likewise, Harhoff (1998) and Bond, Harhoff, and Reenen (2005) provide

some evidence that R&D investment in small German firms may be financially constrained.

More recently, Brown, Martinsson, and Petersen (2012) shows that both cash flow and public

equity issuance highly influence younger U.S. firms between 1990 and 2004 but have little

impact on R&D for large and mature firms.

Based on the empirical evidence thus far, it is difficult to tell whether cash flow encourages

R&D or if they are in fact co-determined by some common unobserved factor (e.g., firm’s
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underlying ability). Reverse causality could also occur since cash flow may just be a reflection

of past R&D expenditures (Branch 1974).14 This paper presents a quasi-natural experiment

to test the sensitivity of R&D investments to cash flow for innovating firms directly.

1.1.3 Patents as a Measurement of Firm Innovation

Several papers such as Hall, Jaffe, and Trajtenberg (2005) have shown that patents contain

significant information on the market value of firms. Both raw and (forward) citation-

weighted patent counts (application, grant, or aggregated portfolio) are now used as alterna-

tive measures of firm innovativeness (as opposed to accounting-based measures such as R&D

expense to market cap or R&D expense to sales ratios). The purpose of citation weighting is

to adjust for a patent’s relevance in the technology space (Munari and Oriani 2011). Harhoff

et al. (1999) and Abrams, Akcigit, and Popadak (2013) provide evidence of a strong link

between patent value and forward citation counts. The compilation of USPTO patent data

matched to Compustat firms made available by Hall, Jaffe, and Trajtenberg (2001) spurred

a wave of papers that shed light on finance-related determinants of firm innovation.

CEO overconfidence (Galasso and Simcoe 2011 and Hirshleifer, Low, and Teoh 2012),

institutional ownership (Aghion, Reenen, and Zingales 2009), private ownership (Bernstein

2015), mergers (Bena and Li 2014), and the strength of creditor rights (Mann 2015) have

all been positively linked with firm patenting output. Galasso and Simcoe (2011) finds that

overconfident CEOs not only help firms obtain more patents but also become more efficient

at producing relevant inventions (measured by citations per dollar of R&D). Hirshleifer, Low,

and Teoh (2012) produces similar findings using both option-based and press-based measures

of CEO overconfidence.15 In Aghion, Reenen, and Zingales (2009), institutional ownership is

found to encourage innovation (as measured by aggregate forward citations) by reducing the

likelihood of CEO turnover. Mann (2015) shows that when certain U.S. state court decisions

14See Mansfield, Rapoport, and Schnee (1972) and Ravenscraft and Scherer (1982) for case studies and
econometric evidence.

15Options-based and press-based measures of CEO overconfidence described in Malmendier and Tate
(2005a, 2005b, 2008).
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strengthened creditor rights governing the use of patents as collateral, making external fi-

nancing possibly more accessible, innovating firms invested more in R&D, filed more patents,

and borrowed more through pledging patents as collateral. In Bernstein (2015), firms reduce

the “quality” of internally generated patents (e.g., lower forward/backward citations) and

pursue acquisitions of patents produced outside the firm after going IPO. Lastly, Bena and

Li (2014) show that acquirer and target firms produce more patents in aggregate after a

merger. With respect to financial markets, Fang, Tian, and Tice (2014) provide evidence

that an increase in stock liquidity may pressure managers to reduce patenting activity (mea-

sured by citation and patent count) in order to produce short-term earnings. As argued in

their paper, stock liquidity can increase exposure to hostile takeovers and poor monitoring

by institutional investors.

This paper also explores investments in external patent acquisitions through the use of

patent assignment data (i.e., patent ownership and transfers) provided by the Patent and

Trademark Office (USPTO). Similar to the aforementioned papers, I use citation weights

on patent counts to factor in a patent’s technological relevance. We expect a more techno-

logically relevant invention to have a larger impact on a firm’s profits, especially when it is

strongly linked to a successful product. Additionally, I study the value of patents acquired

by innovating firms using data from Kogan et al. (2016), which relies on event studies on

stock prices around patent grant dates.

1.1.4 Executive Compensation and Luck

The quasi-natural experiment in this paper also gives us an opportunity to investigate pos-

sible principal-agent problems within innovating firms. As demonstrated in Bertrand and

Mullainathan (2001) and Garvey and Milbourn (2006), executives can be rewarded for firm

performance beyond their control. That is, executives can receive higher compensation for

better-than-expected firm performance even though the cause of better performance is com-

pletely independent to their efforts. The transitional provision in URAA, which will be

discussed in detail in the next section of this paper, was essentially a profit windfall if the
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pricing of a firm’s products is also a function of whether the underlying patents are still in

force. Here, we are able to test for possible spillovers of cash flow into executive compensa-

tion.

1.2 Institutional Setting

1.2.1 Brief Historical Background in U.S. Patent Law

The Patent Act of 1952 lays the foundation for modern patent laws in the United States;

it outlines the duties of the USPTO, when and how patents may be obtained, and the

protection of rights under patents. Until the establishment of the World Trade Organization

(WTO) in 1994, U.S. patent law experienced little change or modification. The term of

patents, for example, remained unchanged since 1861.

The WTO was created during the Uruguay Round, a set of multilateral trade negotiations

that spanned from 1986 to 1994. While the purpose of these negotiations was to enhance

international trade since the General Agreement on Tariffs and Trade (GATT) of 1948,

the WTO also negotiated the agreement on Trade-Related Aspects of Intellectual Property

Rights (TRIPS), which unified intellectual property rights across WTO member countries.

In order to abide by the minimum standards set out by TRIPS, the U.S. enacted the Uruguay

Round Agreements Act (URAA) on December 8, 1994 (see Public Law 103-465). URAA,

which took effect on January 1, 1995, made several changes to the patent system. What

received the most attention, however, was the change in the patent term from 17 years from

the issue or grant date to 20 years from the filing date.16

1.2.2 Transitioning from a Fixed 17-year to a Variable 20-year Patent Term

TRIPS required patents granted by WTO member countries to be enforceable for at least 20

years. Under URAA, patents filed on or after June 8, 1995 in the U.S. would expire 20 years

after the first application date. However, URAA was controversial at the time because it

16This excludes design patents.
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potentially permitted term extensions on pending patents and patents in force. For patents

filed before June 8, 1995 and for patents that were still in force on June 8, 1995, the term

of protection is equal to the greater of 17 years from the issue date or 20 years from the

filing date. This automatic extension allows a patent filed prior to June 8, 1995 that was

previously bound to a 17-year term to add up to 3 years to the patent term.

One of the most controversial extensions given resulting immediately after the enactment

of URAA was for U.S. Patent No. 4,128,658, a patent on the chemical compound ranitidine

hydrochloride. This is the main ingredient for the anti-ulcer drug Zantac, the world’s best

selling drug at the time ($10.09 billion and $2 billion in sales worldwide and U.S., respectively,

in 1995). Under URAA, the patent, owned by Glaxo Plc. (now GlaxoSmithKline), would

expire on July 25, 1997 rather than on December 5, 1995, an extension that was estimated to

be worth about $1 billion. This extension jeopardized generic drug companies’ plans to sell

generic versions of Zantac. On April 21, 1995, Glaxo successfully defended its patent term

extension in court against generic competitor Novopharm from making a generic version of

Zantac until patent expiry. The FDA further officially approved the 18-month extension for

Zantac on May 25, 1995. The U.S. Senate defeated efforts to close this legal loophole on

December 7, 1995.

1.2.3 Patent Expiration and Corporate Profits

Do patents near expiry have value? Note that the 17 or 20 year patent term discussed

above is merely the maximal duration of a patent and only a minority extends to the full

length. In the U.S., for utility patents issued on or after December 12, 1980, renewal or

maintenance fees are due after 3.5, 7.5, and 11.5 years.17 If maintenance fees are not paid

within a certain time period, the patent lapses (i.e., expires) automatically. The decision not

to pay maintenance fees can be influenced by a number of circumstances: whether market

approval has been obtained for a drug whose chemical ingredients are patented, whether a

close substitute or improvement has effectively ended a patent’s life, etc. In aggregate for

17Plant and design patents are exempt.
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the U.S., about half of the patents issued are maintained for approximately 12 years (Weiss

2010). However, the large amount of abandonment of patents are mainly from small entities

(e.g., universities, non-profit organizations, and businesses with fewer than 500 employees).18

Large entities, on the other hand, are less likely to abandon their patents after issuance.

The fundamental premise of this paper is that a patent near the end of its life can still

add value to firms through pricing power in the product market or revenue from licensing

arrangements. In order to test this premise, I estimate the following two-way fixed effects

regression model (i.e., year and firm) over a 10-year period (1992–2002):

yit = αi + αt + βXit + γ′Cit + εit (1.1)

where i and t are firm and year indicators, respectively, y is a measure of corporate profits,

α is a firm or year fixed effect, X is the percentage of patents that expired in the previous

year, C is a vector of control variables, and ε is an error term. Note that Xit excludes

patents that expired resulting from failure to pay maintenance fees. This is so that we are

only concerned about patents that are strategically important enough for firms to continue

to keep in place. Controlling for patent portfolio size, book assets, investment opportunities

(Tobin’s Q), book leverage, capital intensity, number of employees, and firm age (all included

in Cit in Equation 1.1), I find that patent expiration is economically and statistically related

to firm profitability across various measures. Table 1.4 documents the regression estimation

results of the aforementioned fixed effects model. On average, a one percentage point increase

in the portfolio share of patents expired in the previous period decreases firm profitability

by 0.05 percent of book assets (see Columns 5 and 6 in Table 1.4). With standard errors

clustered at the firm level, this effect is statistically significant at the 1 percent level for

return on sales (ROS), cash flow (scaled by book assets), and EBIT (scaled by book assets).

[Insert Table 1.4]

However, the choice to pay maintenance fees (i.e., keeping patents in force) until expiry

18Small entities receive a 50 percent reduction in fees as well.
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is endogenous (i.e., expiration is not exogenous). The key take away from this is that we

should expect patent expiration to negatively affect firm profitability.19 If firms were to

receive an exogenous extension, we should observe a brief period of extended profitability

with an eventual decline thereafter.

1.2.4 Determining Patent Expiration Dates

Determining the expiration date for most patents is straightforward. For most utility and

plant patents, if the patent is filed prior to June 8, 1995 or is still in force by that cut off

date, the expiration date is precisely the greater term of 17 years from the grant date and 20

years from the filing date.20 If the patent was filed on or after June 8, 1995, the expiration

date is the filing date plus 20 years (see Figure 1.4 for visual depictions of a typical utility

patent’s timeline). Design patents expire 14 years from the grant date regardless of when

it was filed. However, of course, there are multiple exceptions to the general rule. I do my

best to calculate patent expiration dates as precisely as possible in my dataset. Notable

exceptions and adjustments are discussed in the Appendix.

[Insert Figure 1.4]

1.2.5 Other Studies on the Uruguay Round Agreements Act and TRIPS

As of writing, I am only aware of four other papers that have designed quasi-natural ex-

periments using URAA. Abrams (2009) evaluates the impact of the expected patent term

extension gained (or lost) due to the enactment of URAA on subsequent innovation as mea-

sured by forward citation counts in a patent class. Expected extension for a given patent

class is defined as the mean processing time averaged over a two-year period subtracted

19This is often called patent cliffs. Patent cliffs denotes a sharp decline in revenues upon patent expiring
of key products of a firm. Identifying patents linked to those products is extremely difficult, since relevant
patents could not only be used to prevent others from duplicating the product exactly, but also to block the
creation of near substitutes.

20Patents that are not in force by the cut off date of June 8, 1995 expire by the end of the old 17 year
term.
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from the 3-year possible gain in patent protection. The paper finds that there is a statisti-

cally significant change in the number of patents applied following URAA, but no significant

difference in mean citations per patent. Dass, Nanda, and Xiao (2015) shows that URAA

strengthened patent rights in general, which led to lower stock volatility. The treatment

group in their paper includes firms that applied for patents in the two-year period prior to

the implementation of URAA. In Lemus and Marshall (2016) and Sukhatme and Cramer

(2015), the authors provide evidence that URAA created incentives to decrease the patent

prosecution time to take advantage of the new 20-years from filing date patent term policy.

For each firm, Sukhatme and Cramer (2015) uses the number of patent filings 1 month prior

to URAA divided by the number of patent filings 1 year prior over the same month as a

continuous treatment variable, which measures a patentee’s sensitivity to the new patent

policy (i.e., a higher ratio means the patentee benefited more from the old fixed 17-year

term from grant date and therefore had more incentive to reduce application delay). Lemus

and Marshall (2016) studies the patent filings behavior (e.g., word count, etc.) resulting

from TRIPS using patents filed months before June 8, 1995 as counterfactuals for those filed

after TRIPS came into force.

1.3 Data and Experimental Setup

1.3.1 Data

My overall dataset is constructed from six sources: (1) U.S. patent data granted from 1975

to 2006 (Hall, Jaffe, and Trajtenberg 2001), (2) U.S. patent data granted from 1975 to

2010 with inventor information (Lia et al. 2014), (3) U.S. patent maintenance fee payment

history (USPTO), (4) U.S. patent assignment database (USPTO), (5) annual corporate

accounting data from Compustat, and (6) executive compensation data from Standard and

Poor’s ExecuComp (1992–1994). Datasets generated by Hall, Jaffe, and Trajtenberg (2001)

and Lia et al. (2014) provide identification keys that match patents to Compustat firms

(via GVKEY) depending on grant date. The patent assignment data, on the other hand,

is raw and is not matched to Compustat firms (Marco et al. 2015). I use fuzzy string
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matching techniques to match the distinct parties of each transaction to Compustat firms

by name. First, I use the Trigram algorithm to match assignees (firms acquiring patents)

and assignors (firms relinquishing patents) to the set of Compustat firms identified in Hall,

Jaffe, and Trajtenberg (2001) and Lia et al. (2014). Then, I manually inspect the integrity

of the match.

With the dataset created by Hall, Jaffe, and Trajtenberg (2001) and the patent assign-

ment database, I construct measurements of patent ownership over time for each firm. While

Hall, Jaffe, and Trajtenberg (2001) accounts for patent transfers resulting from mergers and

acquisitions, it does not account for patent sales or purchases beyond M&A. The patent

assignment database allows me to make proper adjustments to these patent ownership mea-

surements. However, one limitation to the patent assignment database is that reporting

patent assignments is voluntary. Nonetheless, utilizing the patent assignment database ulti-

mately gives us a more accurate representation of corporate ownership of patents.

Each patent’s expiration date is computed based on the rules discussed in the previous

sections. I incorporate patent maintenance fees and terminal disclaimer information manu-

ally to modify patent expiry dates to account for failure to pay fees or avoidance of double

patenting. Hatch-Waxman term adjustment data is pulled from the USPTO website.21 I

ignore patent reissuances when constructing the treatment variable since they consist merely

of updates to previously granted patents.22

1.3.2 Treatment Definition

In order to estimate the impact of URAA’s term extensions of expiring patents for each firm,

I construct a continuous treatment variable in three steps. Firstly, I identify patents expiring

six months before and after the policy cutoff date of June 8, 1995 according the pre-URAA 17-

21See http://www.uspto.gov/patent/laws-and-regulations/patent-term-extension/

patent-terms-extended-under-35-usc-156.

22Patent identifications beginning with “RE” are not used. In fact, including reissued patents in the
construction of forward citations could result in double counting since citing reissued patent requires one to
also cite the original patent as well.
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years patent term.23 Patents that expire between June 8 and December 31, 1995, but qualify

for term extensions greater than zero are denoted as “term-extended” patents. Patents that

expire between January 1 and June 7, 1995, but would have received term extensions greater

than zero if they had expired slightly later are denoted as “counterfactual” patents. The

average extension of patents expiring between June 8, 1995 and December 31, 1995 owned

by Compustat firms is 531 days (standard deviation of 170), which is roughly 1.5 years.

Figure 1.2 visually depicts the identification of patents in this step. Each rectangular bar

in the figure represents the length of a patent’s protection period under the pre-URAA rule

of 17-years from the grant date. In order for a patent to be considered in the construction

of the treatment variable, it must hypothetically or actually benefit from the new 20-years

from application date criteria. The solid vertical line represents the threshold date for which

patents must be in-force to qualify for the transitional provision. That is, the patent must

expire on or after the cutoff date to receive a term extension. The dashed vertical lines

encompass a small 1-year window restriction to mitigate the residual term effects (i.e., time

left to expiry under the 17-year term policy) from confounding the windfall profit estimates.

This means we only consider patents expiring within this 1-year window (solid rectangular

bars) and ignore patents that expire outside this window (shaded rectangular bars).

[Insert Figure 1.2]

Secondly, I group each set of term-extended and counterfactual patents by firm. Figure

1.3 illustrates three scenarios of patent ownership as a result from grouping these patents by

firm. Firms could (1) exclusively own term-extended patents (“treated” firms), (2) exclu-

sively own counterfactual patents (“control” firms), and (3) own a mixture of term-extended

and counterfactual patents (“partially treated” firms). In Figure 1.3, each point represents

the time at which a patent expires under the pre-URAA rule of 17-years from the grant

date. Solid circles and red x’s are term-extended and counterfactual patents, respectively.

The solid black and dashed gray ellipses represent the treated and control firms, respectively,

23From this point on, we only concern ourselves with utility and plant patents and ignore design patents
since they are not affected by URAA’s new term policies.
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that own the patents enclosed by the ellipses. The black dashed ellipse is a firm that own

both counterfactual and term-extended patents.24

[Insert Figure 1.3]

In the third and final step, I construct the continuous treatment variable, which is inter-

preted as a measurement of treatment intensity of patent term extensions on patents expiring

within a 1-year window around the cutoff date of June 7, 1995. I define the following con-

tinuous treatment variable for each firm i:

Di ≡
∑

t∈Ti ft,i −
∑

c∈Ci
fc,i∑

p∈P95
fp,i

= % Term-extended Patents − % Counterfactual Patents,

(1.2)

where fj,i is the forward citations of patent j owned by firm i and P95 is firm i’s patent

portfolio or set of patents owned that have not expired yet by December 31, 1995. Because I

am scaling by firm i’s aggregate patent portfolio, the continuous treatment variable captures

the net policy impact relative to the size or strength of its technological influence in 1995.

Forward citations account for a patent’s technological relevance.25 The differencing cap-

tures the treatment intensity for a specific firm. The scaling makes the treatment intensity

comparable across firms, since the impact is relative to the size of a firm’s patent portfolio.

1.3.3 Concerns of Self-Selection

Because the treatment variable is determined by patents granted in the past (i.e., 17 years

ago), self-selection can only come from (1) purposely reviving lapsed patents, (2) acquiring

patents externally with prior knowledge of the transitional provision, or (3) manipulating

24The categorization into treated, control, and partially treated firms is not used explicitly in the con-
struction of the continuous treatment variable.

25See Harhoff et al. (1999) and Abrams, Akcigit, and Popadak (2013) on the link between patent value
and forward citation count.
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the cutoff date. The first scenario does not apply since the patents I use to construct the

treatment variable were granted in 1978 or earlier.26 However, being unable to distinguish

between active and inactive patents could produce a downward bias in the profit windfall

estimation as we are unable to observe if those patents are actually protecting existing prod-

ucts — drug patents aside. The second scenario can be accounted for by excluding patents

that were externally acquired or sold between 1994 and 1995 when constructing the con-

tinuous treatment variable. My results are robust with or without this adjustment.27 The

third scenario could arise through corporate lobbying to influence Congress on setting the

cutoff date that maximally benefited the firms being lobbied (e.g., a firm may own a cluster

of expiring patents it would like extended). I argue that this scenario is unlikely for three

reasons. First, the bill for URAA was submitted under special fast-track procedures that

precluded modifications by either the House of Representatives or the Senate.28 This effec-

tively eliminated the possibility of lobbyist intervention of the bill after it was introduced to

the House. Secondly, after realizing that the profit windfall gained by some pharmaceutical

companies came with a social cost of delaying generic versions of key drugs for consumers,

Congress attempted and failed to close this “loophole” after signing URAA into law. This

implies that Congress most likely was unaware of the consequences when the bill was in-

troduced. Thirdly, the URAA was based on the TRIPS Agreement, which was negotiated

by trade negotiators and not corporate lawyers (Carvalho 2005). This fact also reduces the

likelihood that the cutoff date was subject to manipulation.

26Maintenance fees are only enforced on patents filed on or after December 12, 1980.

27Results shown in this paper account for this adjustment.

28“Fast track authority” is the authority of the President of the U.S. to negotiate international agreements
that Congress can approve or deny, but cannot amend or filibuster.
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1.3.4 Identification Strategy

1.3.4.1 Multi-Period Difference-in-Differences Model

To estimate the average treatment effect of patent term extensions from URAA, I work in a

difference-in-differences framework. I estimate the following general multi-period model:

yit = αi + αt + τ(Di × Post) + γ′Cit + εit (1.3)

where i and t are group (i.e., firm or executive-firm) and time (i.e., year) indicators,

respectively, α is a fixed effect (for firm/executive-firm or time), Di is the treatment variable,

Post is an indicator variable for post-treatment time (i.e., Post = 1 if t ≥ 1995), C is a

vector of control variables, τ is the average treatment effect, yit is the outcome variable,

and ε is the error term.29 At the firm level, the control variables included in Equation

2.9 are the percentage of patents owned that expired in the previous year, the natural

logarithm of patent portfolio size (i.e., count of unexpired patents), the natural logarithm of

total book assets, Tobin’s Q, book leverage, capital intensity, the natural logarithm of the

number of employees, and the natural logarithm of the firm’s age. At the executive level,

control variables also included in Equation 2.9 are executive’s age, an indicator variable

for whether the executive is the CEO, an indicator variable for whether an executive is a

director, and an indicator variable for whether an executive is listed in the Compensation

Committee Interlocks section of an annual proxy statement.30 See Table 1.15 for explicit

variable definitions and construction. I control for within-cluster (i.e., cluster at the firm

level) error correlation by first estimating Equation 2.9 and then obtaining cluster-robust

standard errors (White 2014 and Arellano 1987).

29I trim the 1% tails of all regression variables.

30This indicates that the named officer is generally involved in one of the following situations: (1) The
officer serves on the board committee that makes his compensation decisions, (2) the officer serves on the
board (and possibly compensation committee) of another company that has an executive officer serving on
the compensation committee of the indicated officer’s company, or (3) the officer serves on the compensation
committee of another company that has an executive officer serving on the board (and possibly compensation
committee) of the indicated offier’s company
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[Insert Table 1.15]

There are two other concerns that could bias my treatment effect estimation under a

difference-in-differences framework. The first concern assumes that firms with different

treatment intensities must have the same pre-treatment trends in the outcome variables

of interest. Including time-varying control variables and time fixed effects may capture some

differences in trends between groups. As done in Autor (2003), a formal inspection of parallel

trends can be achieved by estimating the following fixed effects model:

yit = αi + αt +
1993∑

τ=1990

βτ (D
b
i × 1t=τ ) +

1998∑
τ=1995

βτ (D
b
i × 1t=τ ) + γ′Cit + εit (1.4)

where αi and αt are time and group fixed effects, respectively, 1t=τ is a period indicator or

dummy, C is a vector of control variables, yit is the outcome variable of interest, and Db
i is a

binary variable equaling to 1 if a firm is among the “most” treated and 0 if a firm is among

the “least” treated. Construction of Db
i is explained below. I include the interactions of

the time dummies and the treatment indicator Db
i for the pre-treatment years 1990 through

1993 and leave out one interaction for the last pre-treatment period 1994 due to the dummy

variable trap (i.e., multicollinearity problem). This means that all other interactions are

expressed relative to the omitted period, which serves as the baseline. If the pre-treatment

outcome variable trends are the same, then β1990, β1991, β1992, and β1993 should be statistically

insignificant (i.e., the trends are not significantly different between the two groups in the pre-

treatment period). Additionally, β1995, β1996, β1997, and β1998 can inform us of whether the

treatment effect fades out over time.

The purpose of constructing Db
i is to be able to compare the pre-treatment outcome

variable trends between high and low treatment firms. I do this by assigning firms with

treatment values above the 75th percentile into the “high treatment” group and firms with

treatment values below the 25th percentile into the “low treatment” group. In other words,

I construct the following binary variable:
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Db
i ≡


1 if Di > D75th-%ile

0 if Di < D25th-%ile

(1.5)

As shown in Table 1.1, I obtain a sample size of 410 (for the year 1995), with 205 firms

each in the control and treatment groups. The distribution of firms by industry (Fama-

French 12 industry categories) is also shown. The industry distribution between the exper-

imental groups are quite similar, which suggests that my results are not likely driven by

a relative over-representation of any one particular industry for any one group. The top

four industries with the largest representation in my sample are manufacturing (32 per-

cent), computer/software/electronics (18 percent), consumer non-durables (8 percent), and

drugs/medical equipment (6 percent).

[Insert Table 1.1]

The second concern—although one could say it is the same as the first—refers to the

choice of the outcome variables to analyze. As observed in the labor economics literature

(e.g., Meyer, Viscusi, and Durbin 1995), the difference-in-differences framework is scale de-

pendent. If the assumptions of parallel trends hold for yit, the same assumptions may not

necessarily hold for a monotone transformation of yit. The plausibility of my treatment there-

fore hinges on the scaling of variables that I choose to study. In this paper, the majority of

the outcome variables constructed have been used before in the finance literature.

1.3.4.2 Combining Instrumental Variable with Difference-in-Differences Meth-

ods

In order to estimate the cash flow sensitivities of investment and capital structure variables,

I need to remove any sources of endogeneity that may bias the cash flow effect. In this paper,

I do this by instrumenting cash flow with my continuous treatment variable, which I believe

is plausibly exogenous. Following Waldinger (2010), I estimate my combined instrumental

variable and difference-in-differences regression model in two stages:
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Fit = αi + αt + τ(Di × Post) + γ′Cit + εit

yit = βi + βt + θF̂it + ω′Cit + uit

(1.6)

α and β represent fixed effects (time or group), Di is the continuous treatment variable

defined in Equation 1.2, Post is a dummy for years after 1994, C is a vector of control

variables (the same set used in Equations 2.9 and 1.4), ε and u are error terms, F is cash

flow (scaled by book assets), and F̂ is the instrumented cash flow. The parameter of interest

is θ, the two-stage least squares estimator. This parameter is the unbiased measurement

of cash flow sensitivity for yit. As discussed in Bound, Jaeger, and Baker (1995), however,

instrumental variable estimates can be biased and inconsistent when instruments are only

weakly correlated with the endogenous variable. I test for weak identification by computing

the Cragg-Donald Wald and the Kleibergen-Paap Wald rk F statistics.31

1.4 Results

1.4.1 Treatment Dynamics on Profits between Firms with High and Low Treat-

ment Values

The key assumption in the difference-in-differences framework is that the average change in

the outcome variable for the comparison group (i.e., firms with lower treatment intensity

values) represents the counterfactual change for the treatment group (i.e., firms with higher

treatment intensity values) in the absence of treatment. If something other than the treat-

ment changes in one group but not the other at the same time as the treatment, a violation

of the parallel trend assumption would occur. For a given outcome variable, estimating

Equation 1.4 allows us to inspect whether there are any differences in pre-treatment period

trends across firms of different treatment intensity values. Given the limited sample size, I

compare firms with the highest treatment values (top 25 percentile) to firms with the lowest

31See Cragg and Donald (1993) and Kleibergen and Paap (2006) for more details.
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treatment values (bottom 25 percentile), as specified in Equation 1.5 (i.e., the construction

of Db
i ), over time to understand the treatment dynamics on cash flow, investments, and

capital structure variables.

Table 1.1 and 2.2 show that firms with the highest treatment values are very similar to

firms with the lowest treatment values across several firm-level observables, which reassures

us that differences in group characteristics most likely are not driving the results. Table

1.1 documents that industry representation across these two firm groups defined by Db
i are

almost the same if one partitions these firms in each group by Fama-French 12 industry

classifications. Differences in firm count across these industry classifications between these

two groups range from only 1 to 7. Table 2.2, on the other hand, compares the lowest and

highest treatment value firms across key accounting variables averaged over 1993 and 1994

(i.e., the pre-treatment period). There are no salient differences (not statistically significant)

in several measures of firm size such as book leverage, capital intensity, number of employees,

or book assets, for example. EBIT and Tobin’s Q are slightly different, but only statistically

significant at the 10% level. Firm age and patent portfolio size, conversely, are statistically

different (at the 1% level) between high vs. low treatment firms. However, the magnitudes

are not large; highly treated firms are older by about 3 years and own 4 more patents on

average (each group own on average about 70 patents).

[Insert Table 2.2]

Since the average treatment effects for the capital structure and investment variables

will be discussed separately later, I focus here on just cash flow, which should be the most

important variable that responds to URAA’s term extensions on expiring patents.32 Table

1.6 documents the coefficient estimates of Equation 1.4 on cash flow, EBIT, ROS, and RNOA.

Figures 1.5 and 1.6 plot the estimated βτ coefficients along with their 90 percent confidence

intervals.33

32Equation 1.4 is also estimated for all dependent variables listed in the column headers of Table 1.8. I
find no statistically significant differences in pre-treatment trends for them as well.

33Standard errors are clustered at the firm level.
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[Insert Table 1.6]

The results shown in Table 1.6 confirm the prediction that the additional protection

time on expiring patents provide the affected firms the means to exploit their technological

monopoly. Once the patents reach the end of their extended new life, any excess profits

arising from the patent protection should disappear through competitive pricing, retirement

of products, or termination of licensing agreements. This is exactly what we see in the

plots on Figures 1.5 and 1.6: we observe an initial positive discontinuity on profits for

high treatment firms in 1995 with a steady subsequent decline, as expected when the term-

extended patents owned by firms expired over the years.

[Insert Figures 1.5 and 1.6]

1.4.2 Average Treatment Effect on Profits

To estimate the average treatment effect of randomly assigned patent term extensions on

expiring patents on corporate profits, I estimate Equation 2.9 over a 4-year window (2 years

prior and after the effective cutoff date) using the continuous treatment variable over the full

sample.34 I find that a one standard deviation increase (15 percentage points) in the citation-

weighted patent portfolio share of term-extended patents owned that would have expired if

not for the transitional provision leads to an increase in cash flow by 1.5 percent of book assets

(statistically significant at the 1% level), EBIT by 1.5 percent of book assets (statistically

significant at the 1% level), ROS by 1.35 percentage points (statistically significant at the 5%

level), and RNOA by 4.2 percentage points (statistically significant at the 1% level). Table

1.7 documents the full regression results for each profit measure mentioned above. There

is strong evidence that URAA’s transitional patent term provision allowed treated firms to

sustain their profits for a longer period of time than firms that were not lucky enough to

benefit from it. The profit effect is statistically significant, which should not be surprising

for firms that are highly active in (dependent on) the U.S. patent system.

34See Table 1.2 for summary statistics.
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[Insert Table 1.7]

1.4.3 Average Treatment Effect on Capital Expenditure

From estimating Equation 2.9 on capital expenditure, I find that a one standard deviation in-

crease (15 percentage points) in the citation-weighted patent portfolio share of term-extended

patents owned increases capital expenditure by 0.3 percent of book assets, as documented

in Column 2 of Table 1.8. This point estimate is statistically significant at the 1% level.

The strong statistical significance of capital expenditure suggests that innovating firms are

financially constrained. This should not be surprising, particularly since patent-dependent

firms are often believed to face the strongest degree of adverse selection costs. I formally

test for whether financial constraints are driving this result in Section 5 by first sorting

and partitioning my sample of firms by several measures of financial constraint and then

estimating the average treatment effect on capital expenditure for each sub-sample of firms.

The most financially constrained firms should be the most sensitive in capital investments

to term extensions on their expiring patents, which is strongly linked to cash flow.

[Insert Table 1.8]

1.4.4 Average Treatment Effects on R&D Expense and Patent Acquisitions

R&D expense does not respond to patent term extensions on expiring patents, as reported

in Column 1 of Table 1.8. While there is little support for internal investments in R&D, I

find evidence of R&D investment through acquisitions of external patents.35 A one standard

deviation increase (15 percentage points) in the citation-weighted patent portfolio share of

term-extended patents owned leads to an increase in the probability of acquiring patents by

1.8 percent (significant at the 10% level), an increase in citation-weighted patents acquired

by 6 percent (significant at the 10% level), and an increase of 2.25 percentage points in

net patent transfers (significant at the 5% level). Net patent transfers is defined as the

35Patent acquisitions do not show up under R&D expense since they are considered intangible assets and
are therefore not expensed immediately.
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citation-weighted difference in the number of patents acquired and sold scaled by a firm’s

citation-weighted patent portfolio size.

[Insert Table 1.9]

These externally acquired patents, interestingly, have traits that suggest that mature

innovating firms, in response to exogenous cash flow, are taking on riskier investments in

technologies that are potentially beyond their core expertise. As shown in Column 1 of Table

1.9, I find that a one standard deviation increase in the citation-weighted patent portfolio

share of term-extended patents owned leads to an increase in the share of new class/subclasses

of acquired patents by 1.83 percentage points (significant at the 5% level). These patents

seem to originate from private firms. Column 2 of Table 1.9 shows that a one standard

deviation increase in the continuous treatment variable leads to an increase in acquired

patents originating from private firms by 0.3 percent of an average firm’s patent portfolio

(significant at the 10% level). Lastly, these externally acquired patents also cite relatively

fewer patents that are not already owned by affected firms. A one standard deviation increase

in the continuous treatment variable leads to a decrease in the share of external citations

of acquired patents by 2.5 percentage points (significant at the 10% level). In summary,

despite being limited in how they approach internal R&D investments, mature innovating

firms have a preference to outsource their investments in innovation.

Given the age and size of these firms (as measured by book assets or number of employees),

the findings here are not inconsistent with the current literature, as mentioned previously.

While financial constraints may be present, direct investments in R&D that is done internally

may have high adjustment costs (e.g., opportunity cost of highly specialized employees or the

cost of training new ones), which can lead firms to aggressively buffer R&D from transitory

volatility in cash flow (Brown, Martinsson, and Petersen 2012). This does not imply that

these firms are not constrained in their internal R&D investments, as this “smoothing” does

not change the long-run availability of financing. As discussed in Section 4.5, innovating

firms may build up cash holdings to buffer future shocks to R&D financing. Additionally,

this R&D insensitivity may also reflect the frequency and cost of defending intellectual
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property, which could be of first order importance (Lanjouw and Schankerman 2001). For

example, Lerner (1995) finds that U.S. firms spent over $1 billion enforcing or defending

against patent lawsuits filed in 1991 alone, an amount equal to almost one-third of these

firms’ investments in basic R&D that year. In other words, the increased patent acquisitions

could be a symptom of “patent portfolio racing” observed in Hall and Ziedonis (2001), where

firms seek to mitigate expropriation risk.

1.4.5 Average Treatment Effect on Capital Structure

I find that firms reduce the level of their debt issuance but make no changes to the level

at which they issue equity in response to term extensions on expiring patents. As shown

in Column 4 of Table 1.8, I find that a one standard deviation increase (15 percentage

points) in the citation-weighted patent portfolio share of term-extended patents decreases

debt issuance by 1.65 percent of book assets (statistically significant at the 5% level). The

treatment effect on the natural logarithm of equity issuance (Column 3 of Table 1.8), on the

other hand, is not statistically significant. The strong decrease in debt issuance supports the

theory of costly external financing.

There is also some evidence of firms increasing their cash holdings. Column 5 of Table 1.8

notes that a one standard deviation increase (15 percentage points) in the citation-weighted

patent portfolio share of term-extended patents increases cash holdings by 0.3 percent of book

assets (significant at the 10% level). Retaining cash is a common strategy for innovating

firms to buffer themselves against future negative cash flow shocks (e.g., poor product sales,

competition, technological obsolescence, etc.). In other words, the increase in cash holdings

suggests that firms may hold cash as a precautionary measure, whether used to mitigate

the risk of a future negative cash flow shock (Bates, Kahle, and Stulz 2009), future costly

external financing options, or for possible future strategic corporate actions (e.g., mergers,

acquisitions, etc.) due to changes in product market competition (Lyandres and Palazzo

2015).
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1.4.6 Cash Flow Sensitivity

I conduct cash flow sensitivity analysis by combining two econometric models that are fre-

quently used in quasi-natural experiment papers: the difference-in-differences and the in-

strumental variable models (see Equation 1.6). The rationale for such an empirical strategy

is to find an unbiased relationship between cash flow and investment or capital structure

variables. Following the investment-cash flow literature, the variable I instrument is cash

flow (see Table 1.15 for definition). The outcome variables of interest are capital expenditure,

debt issuance, net patent transfers, and share of new patent class/subclasses acquired. The

instrument that I use is the continuous treatment variable that I define in Equation 1.2. Ta-

ble 1.10 reports the two-stage estimation results for capital expenditure, debt issuance, net

patent transfers, and share of new patent class/subclasses acquired. I estimate the cash flow

sensitivity parameter in two stages. In the first stage, I estimate a difference-in-differences

model using the continuous treatment with cash flow as the dependent variable. Columns

1, 3, 5, and 7 of Table 1.10 report the first stage estimation results. Columns 2, 4, 6, and

8 of Table 1.10 report the second stage estimation results (i.e., estimation of the cash flow

sensitivity coefficient).

[Insert Table 1.10]

The results on investment resemble my findings earlier when I regress the continuous

treatment variable directly on the outcome variables of interest (i.e., reduced form regres-

sions). I estimate that a one percentage point increase in book asset-scaled cash flow increases

capital expenditure by 0.13 percent of book assets (statistically significant at the 5% level),

reduces debt issuance by 0.54 percent of book assets (significant at the 10% level), increases

net patent transfers by 0.9 percentage points (satistically significant at the 10% level), and

increases the share of class/subclasses of externally acquired patents by 0.98 percentage

points (significant at the 10% level).
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1.5 Extensions and Robustness Checks

1.5.1 Measures of Financial Constraint

Are financial constraints really driving the capital investment result in Column 2 of Table 1.8?

If a firm has sufficient amount of cash or unused debt capacity to finance all its investment

projects, then term extensions on expiring patents (i.e., cash flow) may not affect the level of

investment. If a firm must, on the other hand, access the debt or equity market for additional

financing, term extensions on expiring patents should have an impact on investment.

To show that capital investment responds more to patent term extensions when firms

are financially constrained, I first sort firms in my sample into quartiles according to three

different measures of financial constraints: the Kaplan-Zingales Index (Lamont, Polk, and

Saá-Requejo 2001), the Size-Age Index (Hadlock and Pierce 2001), and the Whited-Wu

Index (Whited and Wu 2006). Then, I estimate the average treatment effect on capital

investment from Equation 2.9 for firms within each quartile. If financial constraints is of

first order importance, the most financially constrained firms should respond most in capital

investments to term extensions on their expiring patents. Details of the construction of each

index mentioned above can be found in the Appendix.

[Insert Table 1.11]

Lamont, Polk, and Saá-Requejo (2001) estimates an ordered logit model to classify firms

as either constrained or unconstrained on five accounting ratios: cash flow to total capital,

Tobin’s Q, debt to total capital, dividends to total capital, and cash holdings to capital. I

apply the estimates of this ordered logit regression to my sample. Higher values of the linear

combination of the five ratios imply a higher degree of financial constraint. I separate my

sample of firms into quartiles based on the value of the Kaplan-Zingales Index in 1994 and

estimate Equation 2.9 separately on firms in each quartile. As shown in Table 1.11, I find

that the effect of term extensions on expiring patents is significant (1% level) only for the

top quartile of the Kaplan-Zingales Index (Column 4 of Table 1.11).
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[Insert Table 1.12]

Hadlock and Pierce (2001) also estimates an ordered logit model to classify firms as either

constrained or unconstrained. However, rather than use accounting ratios, they use size and

age. Table 1.12 shows that, again, the effect of term extensions on expiring patents is the

most significant for the top quartile of the Size-Age Index (Column 4 of Table 1.12).

[Insert Table 1.13]

Lastly, Whited and Wu (2006), in order to avoid sample selection, simultaneity, and

measurement-error issues, structurally estimates a standard intertemporal investment model

augmented with financial frictions. Estimation of their investment Euler equation provides

fitted values of the shadow value of scarce external funds that is used in the construction of

the Whited-Wu Index. Constructing the Whited-Wu Index for firms in 1994 and performing

the same sorts and regression estimations, I find that term extensions on expiring patents is

significant on investments only for the most constrained firms (Column 4 of Table 1.13).

1.5.2 Executive Compensation

Do agency issues exist within mature, patent-practicing firms? While it is difficult to tell

whether the subsequent investments made by these firms in response to URAA’s patent term

extensions were inefficient, we can examine whether executives of treated firms are able to

extract rents from windfall profits. In order to study the treatment effects of URAA’s patent

term extensions on executive compensation, I estimate Equation 2.9 at the executive-firm

level using the ExecuComp database. Table 1.14 documents the regression results on the

natural logarithm of executive salary (Column 1), total compensation (Column 2), options

award value (Column 3), and bonuses (Column 4). Overall, I find no significant impact

on any measure of executive compensation from term extensions on expiring patents after

controlling for both firm and executive characteristics and including year, executive-firm,

and payment rank fixed effects. Standard errors are clustered at the firm (i.e., treatment)

level.
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[Insert Table 1.14]

Although there is no strong evidence of executives being rewarded for luck or positive

firm performance that is independent of their skills and effort, this does not mean that these

firms are devoid of agency problems. It is possible that the investments made in response to

URAA’s term extensions could be a symptom of empire building and excessive risk taking.

Nonetheless, Table 1.14 suggests that financial frictions arising from agency costs are most

likely not first order issues for mature innovating firms.

1.5.3 Placebo Difference-in-Differences

The treatment dynamics plotted in Figures 5 and 6 compare trends in income measures

between the lowest and highest treatment value firms over time. The discontinuity in 1995,

which is statistically significant at the 5 percent level, suggests that the constructed treatment

variable has a joint effect only for the years 1995 and 1996. However, is the constructed

treatment variable merely mechanically capturing the residual term effects left over from

patents that have yet to expire? While the procedure for controlling for this explicitly is not

straight-forward (e.g., should we take the average, maximum, or minimum of the additional

protection term—before applying URAA’s automatic term extensions—that term-extended

patents have over the counterfactual patents that are owned by each firm?), we can run a

simple placebo difference-in-differences experiment for an arbitrary date as a pseudo-cutoff

date.

[Insert Table 1.19]

I estimate the same quasi-natural experiment specified in this paper using the pseudo-

cutoff date of June 7, 1994 (one year before the actual cutoff date) in the construction of Ti

and Ci for each firm to see if the treatment variable definition is just capturing the residual

term of patents expiring later. If Equation 1.2 is mechanically capturing the residual term

of patents expiring after the cutoff date, we should expect a possible discontinuity in firm

outcome variables for this date as well. Table 1.19 in the Appendix shows us that this is not
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the case. For cash flow, investment, and capital structure variables, the treatment variable

constructed from the pseudo-cutoff date does not yield any statistically significant effects.

1.5.4 Bias from Forward Citation Weighting

Could counterfactual and term-extended patents be treated differently in the way they are

cited in the future due to URAA’s automatic term extensions? Moreover, could expired

patents in general be given too much weight by forward citations relative to unexpired ones?

To test for these possibilities, I construct the treatment variable using only patent counts.

That is, I ignore forward citation information for all patents used in the construction of the

treatment variable defined in Section 3. Table 1.20 in the Appendix documents the results

of estimating Equation 2.9 for investment and capital structure variables using this non-

citation-weighted treatment variable. I find that the direction and statistical significance of

each estimated average treatment effects, in general, to be no different from the results using

the citation-weighted version of the treatment variable. The magnitude, for some outcome

variables, such as cash flow, tended to be larger, which is not surprising, since we are dealing

with patent counts rather than citation counts.

[Insert Table 1.20]

1.6 Conclusion and Policy Implications

This paper investigates the effects of URAA, a major reform in U.S. patent law that changed

the patent term from 17 years from the grant date to 20 years from the application date, on

investments in corporate innovation and on corporate financing decisions. URAA imposed an

unexpected and controversial transitional provision that extended the term of some existing

patents in force depending on whether the patent was filed prior to or after the policy cutoff

date (June 8, 1995). Because this threshold date was not known until the enactment of

URAA on December 8, 1994, patent expiration around this threshold is as good as random.

By exploiting the random timing of patent expiration 6-months before and after this policy
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cutoff date, I am able to compares firms that were lucky enough to have patents qualifying

for term extensions to those that only had patents expire just before the threshold date.

I use two empirical strategies: difference-in-differences with the treatment variable defined

in Equation 1.2 to study investments in corporate innovation, corporate financing decisions,

and profits directly (i.e., reduced form) and the combination of difference-in-differences and

instrumental variable methods, using the constructed treatment variable as the instrument,

to study cash flow sensitivities of investments and capital structure. Under the reduced form

difference-in-differences model, I find strong evidence that URAA induced an extra period of

profits for treated firms. For firms with such windfall profits, we observe increases in capital

expenditure, reductions in debt issuance, and increases in acquisitions of patents generated

outside the firm. Estimating the combined difference-in-differences and instrumental variable

model, I find that capital expenditure, debt issuance, and external patent acquisitions are

sensitive to cash flow. These findings provide strong evidence that mature, patent-practicing

firms do face financial constraints on both their R&D and physical capital investments.

More interesting, I find that innovating firms opt to acquire external patents rather than

develop new technologies within themselves through internal R&D expenditure. These ex-

ternally acquired patents on average originate from private firms, are of different technology

classifications than the ones already represented in the acquiring firms’ historical patent

portfolios, and have relatively fewer external citations of patents not owned by the acquiring

firms. Mature innovating firms essentially outsource their investments in innovation. The

finding that internal R&D expense is insensitive to cash flow is not inconsistent with the

current literature given the intangible nature of R&D investment, but it raises many policy

related questions with regards to patenting strategy. For example, are the acquired patents

used to facilitate future follow-on innovation or to block subsequent innovation by potential

competitors (i.e., reduce expropriation risk)? This ultimately raises the question of whether

there is actually underinvestment in R&D in aggregate due to possible hold-up issues pro-

duced by patent rights. Further research is needed on the relationship between corporate

financing and patenting strategy.
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1.7 Figures

Figure 1.1: Monthly Patent Filings

1979 1984 1989 1994 1999 2004 2009
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Oct. 1, 1982:
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Dec. 8, 1994:
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Jun. 7, 1995:
Filings 1 day
before URAA goes into effect

CAFC stands for the United States Court of Appeals for the Federal Circuit. The sharp increase in
patent applications in June 1995 suggests that the new 20-year patent term policy and transitional
provision was unanticipated.
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Figure 1.2: Identifying Term-Extended and Counterfactual Patents

1979 1984 1989 1994

17 years

Term-extended patents owned by treatment firms
Term-extended patents not used for assignment
Counterfactual patents owned by control firms
Counterfactual patents not used for assignment

June 8, 1995

Term
Extension

Each rectangular bar represents the length of a (utility or plant) patent’s protection period
(ignoring term restorations from the Hatch-Waxman Act for simplicity) under the pre-URAA rule
of 17-years from the grant date. In order for an expiring patent to be used in the construction
of the treatment variable, it must hypothetically or actually benefit from the new 20-years from
application date criteria. The solid vertical line represents the cutoff date (June 8, 1995) for
patents in-force to qualify for the term-extension transitional provision. The patent must expire
on or after the cutoff date in order to receive a term extension. Counterfactual patents expire
prior to this cutoff date. The dotted vertical lines encompass the small 1-year window used to
construct the treatment variable.
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Figure 1.3: Types of Firms by Ownership of Expiring Patents

January 1, 1995 June 7, 1995 December 31, 1995

Treated firm
Control firm
Partially treated firm
Term-extended patent
Counterfactual patent

Ti = ∅, Ci 6= ∅
Ti 6= ∅, Ci = ∅

Ti 6= ∅, Ci 6= ∅

The figure above shows three possible firm types based on its ownership of expiring patents around
a 1-year threshold window around June 8, 1995. Each point represents the time at which a patent
expires under the pre-URAA rule of 17-years from grant date. Each ellipse (dashed or solid),
which represents a firm, enclose a set of expiring patents owned by that firm. The continuous
treatment variable is defined for each firm as the citation weighted difference between the number
of term-extended and counterfactual patents scaled by the number of patents owned that have not
expired by Dec. 31, 1995 (also citation weighted). Ci and Ti are the sets of patents expiring prior
to and after the cutoff date (June 8, 1995), respectively, owned by firm i.
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Figure 1.4: URAA Patent Term Extension (Patents filed prior to and in force on June 8,
1995)

Patent
Application

Date

x Years

Patent
Grant
Date

17 Years

Previous
Expiry
Date

Extended
Expiry
Date

max{0, 3− x}

The figure above is a typical timeline of protection term of plant and utility patents. See Figures
7 and 8 in the appendix for additional term adjustments made for qualifying patents under the
Hatch-Waxman Act.
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Figure 1.5: Bottom vs. Top 25th Percentile Treatment Dynamics on Cash Flow and EBIT
Cash Flow to Book Assets
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Each point is the estimated βτ from the following fixed effects model: yit = αi + αt +
1993∑

τ=1990

βτ (1i∈Treatment × 1t=τ ) +
1998∑

τ=1995

βτ (1i∈Treatment × 1t=τ ) + γ′Cit + εit, where αi and αt are

time and firm fixed effects, repsectively, and Cit is a vector of control variables (share of patent
portfolio expired in the previous period, the natural logarithm of portfolio size, the natural
logarithm of book assets, Tobin’s Q, book leverage, capital intensity, the natural logarithm of the
number of employees, and the natural logarithm of firm age). The continuous treatment variable
is defined for each firm as the citation weighted difference between the number of term-extended
and counterfactual patents scaled by the number of patents owned that have not expired by Dec.
31, 1995 (also citation weighted). 1i∈Treatment is equal to 1 when the continuous treatment of
firm i has a value above the 75th percentile of the sample. 1i∈Treatment is equal to 0 when the
continuous treatment of firm i has a value below the 25th percentile of the sample. Firms that
have continuous treatment values between the 25th and 75th percentiles are not used. Each point
estimate can be interpreted relative to τ = 1994. See Table 1.15 in the appendix for variable
construction. Dashed bands represent 90% confidence intervals. Standard errors are clustered at
the firm level.
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Figure 1.6: Bottom vs. Top 25th Percentile Treatment Dynamics on ROS and RNOA
Return on Sales
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Each point is the estimated βτ from the following fixed effects model: yit = αi + αt +
1993∑

τ=1990

βτ (1i∈Treatment × 1t=τ ) +
1998∑

τ=1995

βτ (1i∈Treatment × 1t=τ ) + γ′Cit + εit, where αi and αt are

time and firm fixed effects, repsectively, and Cit is a vector of control variables (share of patent
portfolio expired in the previous period, the natural logarithm of portfolio size, the natural
logarithm of book assets, Tobin’s Q, book leverage, capital intensity, the natural logarithm of the
number of employees, and the natural logarithm of firm age). The continuous treatment variable
is defined for each firm as the citation weighted difference between the number of term-extended
and counterfactual patents scaled by the number of patents owned that have not expired by Dec.
31, 1995 (also citation weighted). 1i∈Treatment is equal to 1 when the continuous treatment of firm i
has a value above the 75th percentile of the sample. 1i∈Treatment is equal to 0 when the continuous
treatment of firm i has a value below the 25th percentile of the sample. Firms that have continuous
treatment values between the 25th and 75th percentiles are not used. Each point estimate can be
interpreted relative to τ = 1994. See 1.15 in the appendix for variable construction. Dashed bands
represent 90% confidence intervals. Standard errors are clustered at the firm level.
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1.8 Tables

Table 1.1: Sample by Industry Split Between Top/Bottom 25th %-tile of Treatment Values

Control Treatment Difference
(≤25%ile) (≥75%ile)

Consumer Non-Durables 20 14 6

Consumer Durables 10 13 -3

Manufacturing 68 65 3

Energy 7 11 -4

Chemicals 7 14 -7

Computers, Software, and Electronic Equipment 38 37 1

Telecommunications 1 0 1

Utilities 4 3 1

Wholesale and Retail 10 13 -3

Healthcare, Medical Equipment, and Drugs 15 8 7

Finance 6 5 1

Other 19 22 -3

Number of Obs. 205 205 0

Sample above is a snapshot of firms in 1995. The continuous treatment variable is
defined for each firm as the citation weighted difference between the number of term-
extended and counterfactual patents scaled by the number of patents owned that have
not expired by Dec. 31, 1995 (also citation weighted). A firm is in the “treatment”
group when its continuous treatment has a value above the 75th percentile of the
sample. A firm is in the “control” group when its continuous treatment has a value
below the 25th percentile of the sample. Firms that have continuous treatment values
between the 25th and 75th percentiles are not shown here.
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Table 1.2: Descriptive Statistics of Firms (Full Sample)

Variable N Mean Std. Dev. 25%ile 50%ile 75%ile

ROS 1044 0.08 0.10 0.04 0.08 0.12
GPM 1044 0.35 0.17 0.24 0.34 0.45
NPM 1044 0.03 0.11 0.01 0.04 0.07
RNOA 1044 0.14 0.59 0.08 0.15 0.24
Cash Flow 1044 0.08 0.11 0.05 0.09 0.13
EBIT 1044 0.08 0.10 0.04 0.09 0.13
R&D to Book Assets 931 0.05 0.05 0.01 0.03 0.07
Capital Expenditure to Book Assets 1027 0.06 0.04 0.03 0.05 0.07
Capital Intensity 1044 0.30 0.16 0.18 0.27 0.39
Tobin’s Q 931 1.69 1.24 1.11 1.37 1.85
Employees 1016 22.64 55.31 1.02 4.11 18.05
Book Leverage 1044 0.25 0.27 0.10 0.21 0.33
Debt Issuance 998 0.08 0.24 0.00 0.02 0.07
ln(Equity Issuance) 1030 3.55 2.49 2.11 3.53 5.14
Cash Holdings 1044 0.10 0.12 0.02 0.06 0.15
ln(Book Assets) 1044 6.32 2.44 4.58 6.27 8.14
Age 1044 24.33 14.10 12.00 23.50 36.00
ln(Portfolio Size) 1040 4.44 2.03 3.00 4.31 5.75
Share Expiring 1010 0.07 0.15 0.00 0.02 0.09
Net Patent Transfer 1040 −0.01 0.22 0.00 0.00 0.00
Share of New Patent Classes 1044 0.21 0.35 0.00 0.00 0.00
Patents from Private Firms 1040 0.01 0.05 0.00 0.00 0.00
Patents from Public Firms 1040 0.01 0.05 0.00 0.00 0.00
Share of External Citations 1044 0.39 0.47 0.00 0.00 0.96
Value of Patents from Public Firms 1044 0.01 0.08 0.00 0.00 0.00

Pre-treatment period shown above covers years 1993 and 1994. Firms included in the sample
have at least one patent expiring in 1995. The continuous treatment variable is defined for each
firm as the citation weighted difference between the number of term-extended and counterfactual
patents scaled by the number of patents owned that have not expired by Dec. 31, 1995 (also
citation weighted).

42



Table 1.3: Descriptive Statistics of Executives Variables (Full Sample)

Variable N Mean Std. Dev. 25%ile 50%ile 75%ile

ln(Total Compensation) 3683 6.81 0.86 6.18 6.74 7.37
ln(Salary) 3901 5.75 0.56 5.37 5.72 6.11
ln(Bonus) 3901 4.69 1.86 4.30 5.11 5.79
Options Granted to Unvested Stock 3901 1.07 4.46 0.20 0.44 0.76
Executive Age 2170 54.57 7.17 50.00 55.00 59.00
CEO 3901 0.17 0.37 0.00 0.00 0.00
Director 3901 0.40 0.49 0.00 0.00 1.00
Interlock 3901 0.03 0.16 0.00 0.00 0.00
Share Expiring 3557 0.08 0.14 0.00 0.05 0.10
ln(Portfolio Size) 3890 5.19 1.82 3.87 5.12 6.62
ln(Book Assets) 3895 7.67 1.66 6.46 7.59 8.76
Tobin’s Q 3895 1.71 1.01 1.17 1.42 1.92
Book Leverage 3884 0.23 0.14 0.14 0.22 0.32
Capital Intensity 3895 0.33 0.18 0.19 0.29 0.43
Employees 3895 29.72 56.85 4.70 12.54 34.00
Firm Age 3901 32.85 12.47 25.00 36.00 43.00

Pre-treatment period shown above covers years 1993 and 1994. Firms of executives included
in the sample have at least one patent expiring in 1995. The continuous treatment variable is
defined for each firm as the citation weighted difference between the number of term-extended
and counterfactual patents scaled by the number of patents owned that have not expired by
Dec. 31, 1995 (also citation weighted).
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Table 1.5: Firm-Level Differences Between Top/Bottom 25th Percentile of Treatment Values

≤25%ile ≥75%ile

Variable Mean Std. Dev. Mean Std. Dev. Diff Std. Error

ROS 0.07 0.17 0.06 0.15 0.01 0.01
GPM 0.31 0.14 0.30 0.17 0.01 0.01
NPM 0.01 0.19 0.01 0.18 0.00 0.01
RNOA 0.14 0.34 0.09 0.51 0.05 0.03
Cash Flow 0.06 0.17 0.06 0.14 0.00 0.01
EBIT 0.08 0.10 0.07 0.12 0.01∗ 0.01
R&D 0.04 0.05 0.04 0.05 −0.00 0.00
Capital Expenditure 0.05 0.05 0.05 0.04 −0.00 0.00
Capital Intensity 0.31 0.20 0.32 0.20 −0.01 0.04
Tobin’s Q 1.55 0.95 1.44 1.67 0.11∗ 0.06
Employees 8.73 18.91 11.82 49.07 −3.09 2.72
Book Leverage 0.28 0.31 0.30 0.33 −0.02 0.02
Debt Issuance 0.10 0.56 0.10 0.27 0.00 0.03
ln(Equity Issuance) 2.92 2.28 2.66 2.40 0.26 0.17
Cash Holdings 0.09 0.11 0.09 0.13 0.00 0.01
ln(Book Assets) 5.80 2.21 5.63 2.43 0.17 0.16
Age 25.55 13.31 22.56 13.05 2.98∗∗∗ 0.93
ln(Portfolio Size) 3.27 1.40 2.93 1.58 0.34∗∗∗ 0.11
Share Expiring 0.10 0.21 0.09 0.20 0.01 0.01
Inventor Per Patent App. 1.85 1.25 1.76 1.05 0.09 0.11
Net Patent Transfer −0.01 0.29 −0.42 6.92 0.41 0.35
Share of New Patent Classes 0.14 0.31 0.11 0.29 −0.03 0.02
Patents from Private Firms 0.01 0.07 0.01 0.07 0.00 0.01
Patents from Public Firms 0.01 0.05 0.01 0.07 0.00 0.00
Share of External Citations 0.24 0.42 0.23 0.41 −0.01 0.03
Value of Patents from Public Firms 0.00 0.03 0.00 0.02 −0.00 0.00

The continuous treatment variable is defined for each firm as the citation weighted difference between
the number of term-extended and counterfactual patents scaled by the number of patents owned that
have not expired by Dec. 31, 1995 (also citation weighted). The last two columns are derived from two
sample t-Tests with unequal variances. 1%, 5% and 10% significance levels are denoted by∗∗∗, ∗∗ and ∗,
respectively.
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Table 1.6: Top vs. Bottom 25th Percentile Treatment Dynamics on Profits from URAA
Patent Term Extensions

Cash Flow EBIT ROS RNOA

(1) (2) (3) (4)

25/75th %-ile Treatment × 11990 0.009 −0.005 −0.043 −0.006
(0.016) (0.013) (0.036) (0.090)

25/75th %-ile Treatment × 11991 0.006 −0.007 −0.018 −0.019
(0.015) (0.014) (0.030) (0.085)

25/75th %-ile Treatment × 11992 0.012 −0.004 −0.058 −0.010
(0.013) (0.011) (0.044) (0.080)

25/75th %-ile Treatment × 11993 0.005 −0.005 −0.018 0.001
(0.017) (0.010) (0.023) (0.089)

25/75th %-ile Treatment × 11995 0.036∗∗ 0.018∗ 0.070 0.134
(0.016) (0.010) (0.063) (0.092)

25/75th %-ile Treatment × 11996 0.047∗∗ 0.023∗ 0.092 0.191∗∗

(0.020) (0.014) (0.057) (0.091)

25/75th %-ile Treatment × 11997 0.012 0.022 −0.039 −0.029
(0.022) (0.015) (0.038) (0.089)

25/75th %-ile Treatment × 11998 0.019 0.006 −0.075 0.008
(0.016) (0.016) (0.082) (0.126)

Controls Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes

Obs. 1974 1979 1963 1658
Adj. R2 0.339 0.572 0.473 0.259

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors
in parentheses are clustered at the firm level. The continuous treatment variable is defined
for each firm as the citation weighted difference between the number of term-extended and
counterfactual patents scaled by the number of patents owned that have not expired by
Dec. 31, 1995 (also citation weighted). Time interval of interest is 1993 through 1996 (i.e.,
2 years prior and after the effective policy date).
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Table 1.7: Treatment on Profits from URAA Patent Term Extensions
Cash Flow EBIT ROS RNOA

(1) (2) (3) (4)

Treatment × Post 0.099∗∗∗ 0.088∗∗∗ 0.050∗∗ 0.271∗∗∗

(0.036) (0.032) (0.025) (0.080)

Share Expiring −0.015 −0.019∗∗ 0.007 −0.010
(0.013) (0.009) (0.031) (0.051)

ln(Portfolio Size) −0.003 −0.015 0.037 −0.002
(0.013) (0.012) (0.050) (0.048)

ln(Book Assets) −0.025 −0.018 −0.071 −0.105
(0.024) (0.021) (0.089) (0.121)

Tobin’s Q 0.002 0.003 0.003 0.002
(0.003) (0.004) (0.006) (0.015)

Book Leverage −0.236∗∗∗ −0.055∗∗∗ −0.043 −0.035
(0.062) (0.020) (0.066) (0.031)

Capital Intensity −0.189∗∗ −0.170∗ −0.178 −0.274
(0.091) (0.090) (0.145) (0.439)

ln(Employees) 0.013 0.043∗∗ 0.066 0.144
(0.018) (0.021) (0.064) (0.108)

ln(Age) −0.021 −0.039∗∗∗ 0.024 −0.011
(0.015) (0.015) (0.030) (0.055)

Year FE Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes

Obs. 2173 2180 2165 1667
Adj. R2 0.509 0.707 0.951 0.327

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard
errors in parentheses are clustered at the firm level. The continuous treatment
variable is defined for each firm as the citation weighted difference between the
number of term-extended and counterfactual patents scaled by the number of patents
owned that have not expired by Dec. 31, 1995 (also citation weighted). Time interval
of interest is 1993 through 1996 (i.e., 2 years prior and after the effective policy date).
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Table 1.11: Treatment on Capital Investments from URAA Patent Term Extensions by
Kaplan-Zingales Index

Least Most
Constrained Constrained

(1) (2) (3) (4)

Treatment × Post 0.008 0.003 0.022 0.034∗∗∗

(0.015) (0.011) (0.018) (0.013)

Share Expiring −0.005 −0.006 −0.009 0.010
(0.011) (0.005) (0.006) (0.009)

ln(Portfolio Size) 0.000 −0.017∗∗ −0.010 0.000
(0.005) (0.007) (0.009) (0.005)

ln(Book Assets) 0.009 0.027∗∗∗ 0.017 0.010
(0.007) (0.009) (0.014) (0.011)

Tobin’s Q 0.000 0.001 0.006∗∗ −0.001∗

(0.001) (0.002) (0.003) (0.000)

Book Leverage −0.038∗∗ −0.033∗ 0.003 0.001
(0.015) (0.019) (0.036) (0.016)

Capital Intensity 0.203∗∗∗ 0.335∗∗∗ 0.249∗∗∗ 0.169∗∗∗

(0.048) (0.047) (0.051) (0.037)

ln(Employees) −0.006 −0.016∗ −0.011 −0.004
(0.005) (0.008) (0.012) (0.012)

ln(Age) 0.015∗ −0.001 −0.032∗ 0.004
(0.008) (0.011) (0.019) (0.020)

Year FE Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes

Obs. 518 546 532 467
Adj. R2 0.738 0.762 0.689 0.675

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors
in parentheses are clustered at the firm level. The continuous treatment variable is defined
for each firm as the citation weighted difference between the number of term-extended and
counterfactual patents scaled by the number of patents owned that have not expired by
Dec. 31, 1995 (also citation weighted). Time interval of interest is 1993 through 1996
(i.e., 2 years prior and after the effective policy date). The Kaplan-Zingales index of
financial constraint, constructed by Lamont, Polk, and Saa-Requejo (2001), is defined as
KZit = −1.001909× CFit

Kit−1
+0.2826389×Qit+3.139193×Leverageit−39.3678×Dividendit

Kit−1
−

1.314759× Cit
Kit−1

, where CF is cash flow; K is net plant, property, and equipement; Q is
Tobin’s Q; Leverage is total long-term debt divided by the sum of long-term debt and
stockholders’ equity; Dividend is total dividends; C is cash and short-term investments.
Sample of firms is sorted into quartiles from the lowest (column 1) to highest (column 4)
KZ index values in the pre-treatment year of 1994.
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Table 1.12: Treatment on Capital Investments from URAA Patent Term Extensions by
Size-Age Index

Least Most
Constrained Constrained

(1) (2) (3) (4)

Treatment × Post 0.013 −0.011 0.016∗ 0.029∗∗∗

(0.016) (0.016) (0.009) (0.007)

Share Expiring 0.002 0.007 −0.014∗∗ 0.007
(0.004) (0.010) (0.006) (0.006)

ln(Portfolio Size) −0.007 −0.008 −0.006 −0.001
(0.006) (0.007) (0.006) (0.007)

ln(Book Assets) 0.002 0.023∗ 0.018 0.005
(0.006) (0.013) (0.011) (0.008)

Tobin’s Q −0.003 0.005 0.003∗ 0.000
(0.003) (0.004) (0.002) (0.000)

Book Leverage −0.039∗∗∗ 0.003 −0.020 −0.018
(0.013) (0.026) (0.016) (0.016)

Capital Intensity 0.191∗∗∗ 0.248∗∗∗ 0.187∗∗∗ 0.224∗∗∗

(0.032) (0.045) (0.055) (0.049)

ln(Employees) −0.001 −0.024∗∗ −0.015 0.009
(0.008) (0.011) (0.010) (0.008)

ln(Age) −0.642 −0.229∗ 0.025∗ −0.011
(0.445) (0.127) (0.014) (0.011)

Year FE Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes

Obs. 598 506 547 479
Adj. R2 0.841 0.754 0.734 0.518

Significance levels 10% 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard
errors in parentheses are clustered at the firm level. The continuous treatment variable
is defined for each firm as the citation weighted difference between the number of term-
extended and counterfactual patents scaled by the number of patents owned that have
not expired by Dec. 31, 1995 (also citation weighted). Time interval of interest is 1993
through 1996 (i.e., 2 years prior and after the effective policy date). The Size-Age index
of financial constraint, constructed by Hadlock and Pierce (2010), is defined as SAit =
−0.737×ln(min{ATit, 4500})+0.043×ln(min{ATit, 4500})2−0.04×min{Ageit, 37}, where
AT is book assets and Age is firm age (i.e., number of reporting years in Compustat).
Sample of firms is sorted into quartiles from the lowest (column 1) to highest (column 4)
SA index values in the pre-treatment year of 1994.
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Table 1.13: Treatment on Capital Investments from URAA Patent Term Extensions by
Whited-Wu Index

Least Most
Constrained Constrained

(1) (2) (3) (4)

Treatment × Post 0.013 −0.009 0.010 0.031∗∗∗

(0.016) (0.027) (0.006) (0.009)

Share Expiring 0.002 −0.006 −0.013∗∗ 0.006
(0.004) (0.010) (0.005) (0.007)

ln(Portfolio Size) −0.010 −0.022∗∗ −0.001 −0.001
(0.007) (0.010) (0.004) (0.007)

ln(Book Assets) −0.008 0.024∗∗ 0.028∗∗∗ 0.010
(0.007) (0.012) (0.010) (0.009)

Tobin’s Q −0.003 0.003 0.003 0.000
(0.003) (0.002) (0.003) (0.000)

Book Leverage −0.028∗ −0.029 −0.036∗∗ 0.000
(0.015) (0.031) (0.016) (0.016)

Capital Intensity 0.142∗∗∗ 0.257∗∗∗ 0.214∗∗∗ 0.204∗∗∗

(0.043) (0.032) (0.052) (0.046)

ln(Employees) −0.003 −0.008 −0.026∗∗∗ 0.005
(0.008) (0.009) (0.009) (0.008)

ln(Age) 0.026∗∗ 0.000 −0.010 −0.017
(0.011) (0.007) (0.019) (0.017)

Year FE Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes

Obs. 544 516 533 510
Adj. R2 0.871 0.757 0.691 0.599

Significance levels 10% 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors
in parentheses are clustered at the firm level. The continuous treatment variable is defined
for each firm as the citation weighted difference between the number of term-extended and
counterfactual patents scaled by the number of patents owned that have not expired by
Dec. 31, 1995 (also citation weighted). Time interval of interest is 1993 through 1996
(i.e., 2 years prior and after the effective policy date). The Whited-Wu index of financial
constraint, constructed by Whited and Wu (2006), is defined as WWit = −0.091×CFit−
0.062×DIV POSit + 0.021× TLTDit − 0.044× ln(ATit) + 0.102× ISGit − 0.035× SGit,
where CF is cash flow, DIV POS is an indicator for whether the firm pays dividends,
TLTD is total long-term debt divided by book assets, AT is book assets, ISG is the
3-digit SIC industry sales growth in which the firm belongs, and SG is the firm’s sales
growth. Sample of firms is sorted into quartiles from the lowest (column 1) to highest
(column 4) WW index values in the pre-treatment year of 1994.
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Table 1.14: Treatment on Executive Compensation from URAA Patent Term Extensions

ln(Salary) ln(Total Compensation) ln(Options Award Value) ln(Bonus)

(1) (2) (3) (4)

Treatment × Post −0.077 0.056 0.446 0.398
(0.064) (0.121) (0.800) (0.380)

ln(Executive Age) 0.179∗∗ −0.035 −2.517∗∗∗ −0.853∗∗∗

(0.070) (0.080) (0.349) (0.210)

CEO 0.080∗∗ 0.170∗∗∗ 0.545∗∗∗ −0.095
(0.034) (0.036) (0.178) (0.099)

Director 0.110∗∗∗ 0.188∗∗∗ 0.376∗∗∗ −0.120∗∗

(0.018) (0.023) (0.100) (0.060)

Interlock −0.051 −0.056 −0.337∗ −0.244∗

(0.043) (0.045) (0.192) (0.143)

Share Expiring 0.034 −0.011 0.046 0.365
(0.025) (0.055) (0.313) (0.230)

ln(Portfolio Size) 0.038 0.053 0.098 −0.046
(0.041) (0.074) (0.346) (0.246)

ln(Book Assets) 0.196∗∗∗ 0.263∗∗ −0.175 −0.120
(0.043) (0.117) (0.416) (0.306)

Tobin’s Q 0.005 0.116∗∗∗ 0.030 0.397∗∗∗

(0.008) (0.043) (0.142) (0.114)

Book Leverage −0.142 −0.404∗ −2.127∗∗ −2.098∗∗∗

(0.092) (0.237) (1.059) (0.709)

Capital Intensity 0.111 −0.415 −4.013∗∗ −3.281∗∗

(0.121) (0.347) (1.883) (1.355)

ln(Employees) −0.014 0.082 0.993∗∗ 0.371
(0.035) (0.122) (0.506) (0.323)

ln(Firm Age) 0.063 0.279 1.035 0.518
(0.096) (0.291) (1.188) (0.404)

Year FE Yes Yes Yes Yes
Excutive-Firm FE Yes Yes Yes Yes
Salary + Bonus Rank FE Yes Yes Yes Yes

Obs. 5166 4838 4838 5166
Adj. R2 0.833 0.795 0.486 0.604

Significance levels 10% 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in parentheses
are clustered at the firm level. The continuous treatment variable is defined for each firm as the citation
weighted difference between the number of term-extended and counterfactual patents scaled by the number
of patents owned by that have not expired by Dec. 31, 1995 (also citation weighted). Time interval of
interest is 1993 through 1996 (i.e., 2 years prior and after the effective policy date).
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1.9 Appendix

1.9.1 Adjustments and Exceptions in Determining Patent Expiration Dates

1.9.1.1 Maintenance Fees

Any utility patent filed on or after December 12, 1980 is required to pay maintenance fees.

Maintenance fees are due 3.5, 7.5, and 11.5 years after the grant date.36 The purpose of main-

tenance fees is to encourage abandonment of noncommercial patents. If patent assignees fail

to pay their fees on their patents, they forfeit their protection and the protected technology

becomes publicly available for use with impunity.37 USPTO has made maintenance fee data

publicly available, and I have incorporated this information into my dataset, particularly in

the construction of each firm’s patent portfolio over time. Note that maintenance fees do not

affect patents used in the construction of the treatment variable since the relevant expiring

patents were granted in 1978 or earlier.

1.9.1.2 Drug Price Competition and Patent Term Restoration Act of 1984

The Drug Price Competition and Patent Term Restoration Act, also known as the Hatch-

Waxman Act (35 U.S.C. §156), restores to a patent owner a term which was effectively lost

due to pre-market approval requirements before a regulating agency (e.g., Food and Drug

Administration or the U.S. Department of Agriculture). The total market exclusivity time

of a drug or product (e.g., medical device, food additive, etc.) cannot exceed 14 years,

regardless of how much time was lost to clinical testing and regulatory review (35 U.S.C.

§156(c)(3)). Also, the total time of extension is limited to no more than 5 years (35 U.S.C.

§156(g)(6)).

However, the actual extension depends on the patent’s issue date. If both a drug patent

issued and clinical testing for such drug began prior to the enactment of the Hatch-Waxman

36Plant and design patents are exempt.

37“Lapsed” patents are patents that expired due to failure to pay maintenance fees on time (grace period
of six months).
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Act on September 25, 1984, then the maximum available extension is two years. For patents

issued after September 24, 1984, and for patents issued before this date but for which clinical

trials had not yet begun, the maximum available extension is five years. The final expiration

date of the patent can be no more than 14 years after the date of first FDA approval.

The rules governing the concurrent availability of a Hatch-Waxman extension and an

adjustment under the URAA were outlined in Merck & Co. v. Kessler (Fed. Cir. 1996).

The Federal Circuit held that patents may not have a full Hatch-Waxman extension renewed

after a URAA adjustment has been made. The USPTO publishes the expiration dates of

patents receiving a Hatch-Waxman Act extension. Using this, I determine whether a patent

benefited from a URAA term extension. Figures 1.7, 1.8, and 1.9 in the appendix provide

detailed timelines of how the Hatch-Watchman Act and URAA determine the expiration

dates of drug-related patents.

[Insert Figures 1.7, 1.8, 1.9]

1.9.1.3 Terminally Disclaimed Patents

A patent is terminally disclaimed if its term has been shortened. A patentee elects to truncate

a patent’s term in order to avoid double patenting or extending the life of a patent with a

newer but nearly identical patent, which is not allowed in the U.S. patent system. Terminal

disclaimers help ensure that a patentee’s technological monopoly is not improperly extended

by filing multiple continuation applications that cover basically the same invention as the

parent patent. To avoid complete rejection, one can disclaim the term of a patent that is

tied to a reference patent.38 This patent therefore expires on the same date as the reference

patent.

If a patent to which a second patent is terminally disclaimed is granted a term adjustment

pursuant to the URAA, then the second, terminally disclaimed patent gets the benefit of

this new expiration date only if the disclaimer expressly references the “full statutory term”

38Both patents belong to the same owner/assignee/inventor.

56



of the first patent. If the disclaimer references a specific date, then the terminally disclaimed

patent expires on that date, regardless of any URAA term extension of the first patent.

To identify terminally disclaimed patents, I use Google Patent Search to locate the

phrases “terminal disclaimer” or “terminally disclaimed” in various sections of official patent

documents. I make the proper adjustments to the patent expiration dates manually.

1.9.2 Construction of Financial Constraint Indexes

The Kaplan-Zingales Index (Lamont, Polk, and Saá-Requejo 2001) is defined as

KZit =− 1.001909× CFit
Kit−1

+ 0.2826389×Qit + 3.139193× Leverageit−

39.3678× Dividendit
Kit−1

− 1.314759× Cit
Kit−1

(1.7)

where CF is cash flow; K is net plant, property, and equipement; Q is Tobin’s Q; Leverage

is total long-term debt divided by the sum of long-term debt and stockholders’ equity;

Dividend is total dividends; C is cash and short-term investments.

The Size-Age Index (Hadlock and Pierce 2001) is defined as the following:

SAit =− 0.737× ln(min{ATit, 4500}) + 0.043× ln(min{ATit, 4500})2−

0.04×min{Ageit, 37}
(1.8)

where AT is book assets and Age is firm age (i.e., number of reporting years in Compustat).

Lastly, the Whited-Wu Index (Whited and Wu 2006) is defined as the following:
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WWit =− 0.091× CFit − 0.062×DIV POSit + 0.021× TLTDit − 0.044× ln(ATit)+

0.102× ISGit − 0.035× SGit

(1.9)

where CF is cash flow; DIV POS is an indicator for whether the firm pays dividends; TLTD

is total long-term debt divided by book assets; AT is book assets; ISG is the 3-digit SIC

industry sales growth in which the firm belongs; and SG is the firm’s sales growth.

1.9.3 Figures

Figure 1.7: Hatch-Waxman Patent Term Extension (Before the Enactment of URAA)

Patent
Application

Date

x Years

Patent
Grant
Date

a Years

IND

b Years

NDA

c Years

NDA
Approval

Previous
Expiry
Date

max{min{min{.5b+ c, d}, −3 + a+ b+ c+ x}, 0}

Extended
Expiry
Date

d equals to 2 if both the patent grant and testing date began before September 25, 1984. For
patents issued after September 24, 1984 and for patents issued before this date but for which
clinical trials had not yet begun, d equals 5. IND and NDA stand for Investigational New
Drug and New Drug Application, respectively. See Merck & Co. v. Kessler (Fed. Cir. 1996).
Final expiration date of the patent can be no more than 14 years after the date of first FDA
approval (see U.S.C. §156 (c)(3)). The average duration of an NDA review by the Food and Drug
Administration is 15 to 16 months (Mossinghoff 1999).
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Figure 1.8: Combined URAA and Hatch-Waxman Patent Term Extensions (Patents in force
on June 8, 1995 solely due to Hatch-Waxman Extension)

Patent
Application

Date

x Years

Patent
Grant
Date

a Years

IND

b Years

NDA

c Years

NDA
Approval

Previous
Expiry
Date

max{min{min{.5b+ c, d}, −3 + a+ b+ c+ x}, 3− x, 0}

Extended
Expiry
Date

d equals to 2 if both the patent grant and testing date began before September 25, 1984. For
patents issued after September 24, 1984 and for patents issued before this date but for which
clinical trials had not yet begun, d equals 5. IND and NDA stand for Investigational New
Drug and New Drug Application, respectively. See Merck & Co. v. Kessler (Fed. Cir. 1996).
Final expiration date of the patent can be no more than 14 years after the date of first FDA
approval (see U.S.C. §156 (c)(3)). The average duration of an NDA review by the Food and Drug
Administration is 15 to 16 months (Mossinghoff 1999).

Figure 1.9: Combined URAA and Hatch-Waxman Patent Term Extensions (Patents in force
on June 8, 1995 without using Hatch-Waxman Extension)

Patent
Application

Date

x Years

Patent
Grant
Date

a Years

IND

b Years

NDA

c Years

NDA
Approval

Previous
Expiry
Date

max{0, 3− x} +
max{min{min{.5b+ c, d}, −3 + a+ b+ c+ x}, 0}

Extended
Expiry
Date

d equals to 2 if both the patent grant and testing date began before September 25, 1984. For
patents issued after September 24, 1984 and for patents issued before this date but for which
clinical trials had not yet begun, d equals 5. IND and NDA stand for Investigational New
Drug and New Drug Application, respectively. See Merck & Co. v. Kessler (Fed. Cir. 1996).
Final expiration date of the patent can be no more than 14 years after the date of first FDA
approval (see U.S.C. §156 (c)(3)). The average duration of an NDA review by the Food and Drug
Administration is 15 to 16 months (Mossinghoff 1999).
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1.9.4 Tables

Table 1.15: Variable Definitions (Part 1)
Name Formula/Description Source

Return on Sales
(ROS)

OIADPt

SALEt
: OIADP is operating income after depreciation and SALE is net

sales.

Compustat

Gross Profit Margin
(GPM)

SALEt − COGSt

SALEt
: COGS is cost of goods sold. Compustat

Net Profit Margin
(NPM)

IBt

SALEt
: IB is income before extraordinary items. Compustat

Return on Net
Operating Assets
(RNOA)

OIADPt

CEQt + PSTKt + DLTTt + DLCt + MIBt − CHEt
: CEQ is common equity; PSTK

is preferred stock, DLTT is long-term debt, DLC is debt in current liabilities;
MIB is minority interest; and CHE is cash and short-term investments.

Compustat

Cash Flow
IBt + DPt

ATt
: DP is depreciation and amortization and AT is total book assets. Compustat

EBIT
EBITt

ATt
: EBIT is earnings before interest and taxes. Compustat

R&D to Book Assets
XRDt

ATt
Compustat

Capital Expenditure
to Book Assets

CAPXt

ATt
: CAPXt is capital expenditure. Compustat

Capital Intensity
PPENTt

ATt
: PPENT is property, plant and equipment (net). Compustat

Tobin’s Q
ATt + CSHOt × PRCC_Ft − (SEQt − PSTKLt + TXDITCt − PRBAt)

ATt
: CSHO is

common shares outstanding; PRCC_F is fiscal year closing equity price; SEQ
is stockholders’ equity; PSTKL is preferred stock liquidating value; TXDITC
is deferred taxes and investment tax credit; and PRBA is postretirement
benefit asset.

Compustat

Employees EMP: Number of employees. Compustat

Book Leverage
DLTTt + DLCt

ATt
: DLTT is total long-term debt and DLC is debt in current

liabilities.

Compustat

Debt Issuance
DLTISt

ATt
: DLTIS is long-term debt issuance. Compustat

ln(Equity Issuance) ln(CSHOt × AJEXt): CSHO is common shares outstanding and AJEX is an
adjustment factor for stock splits.

Compustat

Cash Holdings
CHt

ATt
: CH is cash. Compustat

ln(Book Assets) ln(ATt): Natural logarithm of book assets. Compustat

Age Age of the firm or executive. Compustat/Execucomp

CEO Dummy variable for being the CEO. Execucomp

Director Dummy variable for being a director of the board. Execucomp

Interlock Dummy variable for being listed on a compensation committee. Execucomp

ln(Bonus) ln(BONUSt + 1): Natural logarithm of bonuses. Execucomp

ln(Options Award
Value)

ln(OPTION AWARDS BLK VALUEt + 1): Natural logarithm of value of options
granted based on Black-Scholes formula.

Execucomp

ln(Salary) ln(SALARYt + 1): Natural logarithm of salary Execucomp
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Table 1.16: Variable Definitions (Part 2)
Name Formula/Description Source

ln(Portfolio Size) Natural logarithm of total number of unexpired patents in portfolio (as
of end of fiscal year).

USPTO

ln(Patents Ac-
quired)

Natural logarithm of the number of citation-weighted patents externally
acquired voluntarily reported to USPTO.

USPTO

1(Patents Acquired) Indicator variable for whether patents were acquired externally (ignoring
grants and intra-firm assignments).

USPTO

Net Patent Transfer The difference between the citation-weighted patents acquired and sold
as a share of current citation-weighted patent portfolio size.

USPTO

Share Expiring Share of patent portfolio that is expired in the previous year (not due to
failure to pay maintenance fees).

USPTO

Share of New Patent
Classes

Proportion of new patent class/subclasses relative to those
class/subclasses already covered by a firm’s patent portfolio.

USPTO

Patents from Private
Firms

Number of patents acquired that originated from private firms scaled by
a firm’s patent portfolio size.

Kogan et al. (2016)

Patents from Public
Firms

Number of patents acquired that originated from public firms scaled by
a firm’s patent portfolio size.

Kogan et al. (2016)

Share of External Ci-
tations

Proportion of citations made to patents outside a firm’s patent portfolio
relative to internal ones.

USPTO

Value of Patents
from Public Firms

Estimated aggregate value of patents acquired scaled by book assets. Kogan et al. (2016)
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Table 1.17: Descriptive Statistics of Firms with Treatment Value below the 25th Percentile

Variable N Mean Std. Dev. 25%ile 50%ile 75%ile

ROS 386 0.07 0.17 0.04 0.08 0.11
GPM 386 0.31 0.14 0.22 0.31 0.39
NPM 386 0.01 0.19 0.01 0.04 0.07
RNOA 324 0.14 0.34 0.07 0.14 0.23
Cash Flow 387 0.06 0.17 0.04 0.08 0.12
EBIT 389 0.08 0.10 0.04 0.08 0.13
R&D to Book Assets 266 0.04 0.05 0.01 0.02 0.05
Capital Expenditure to Book Assets 391 0.05 0.05 0.03 0.04 0.07
Capital Intensity 389 0.31 0.20 0.17 0.27 0.40
Tobin’s Q 345 1.55 0.95 1.07 1.29 1.72
Employees 382 8.73 18.91 0.86 2.85 7.95
Book Leverage 390 0.28 0.31 0.09 0.23 0.36
Debt Issuance 379 0.10 0.56 0.00 0.01 0.08
ln(Equity Issuance) 386 2.92 2.28 2.07 3.01 4.25
Cash Holdings 391 0.09 0.11 0.01 0.05 0.13
ln(Book Assets) 391 5.80 2.21 4.52 5.77 7.22
Age 407 25.55 13.31 15.00 26.00 34.00
ln(Portfolio Size) 397 3.27 1.40 2.30 3.30 4.17
Share Expiring 390 0.10 0.21 0.00 0.00 0.11
Inventor Per Patent App. 254 1.85 1.25 1.00 1.66 2.00
Net Patent Transfer 397 −0.01 0.29 0.00 0.00 0.00
Share of New Patent Classes 407 0.14 0.31 0.00 0.00 0.00
Patents from Private Firms 397 0.01 0.07 0.00 0.00 0.00
Patents from Public Firms 397 0.01 0.04 0.00 0.00 0.00
Share of External Citations 407 0.24 0.42 0.00 0.00 0.00
Value of Patents from Public Firms 391 0.00 0.03 0.00 0.00 0.00

Pre-treatment period shown above covers years 1993 and 1994. The continuous treatment vari-
able is defined for each firm as the citation weighted difference between the number of term-
extended and counterfactual patents scaled by the number of patents owned that have not
expired by Dec. 31, 1995 (also citation weighted). A firm is in the “treatment” group when
its continuous treatment has a value above the 75th percentile of the sample. A firm is in the
“control” group when its continuous treatment has a value below the 25th percentile of the
sample. Firms that have continuous treatment values between the 25th and 75th percentiles are
not shown here.
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Table 1.18: Descriptive Statistics of Firms with Treatment Value above the 75th Percentile

Variable N Mean Std. Dev. 25%ile 50%ile 75%ile

ROS 388 0.06 0.15 0.02 0.07 0.11
GPM 388 0.30 0.17 0.18 0.29 0.39
NPM 388 0.01 0.18 −0.01 0.04 0.07
RNOA 335 0.09 0.51 0.05 0.12 0.21
Cash Flow 388 0.06 0.14 0.03 0.08 0.12
EBIT 388 0.07 0.12 0.03 0.08 0.12
R&D to Book Assets 240 0.04 0.05 0.01 0.02 0.06
Capital Expenditure to Book Assets 382 0.05 0.04 0.02 0.04 0.07
Capital Intensity 388 0.32 0.20 0.17 0.27 0.44
Tobin’s Q 328 1.44 0.67 1.06 1.30 1.63
Employees 373 11.82 49.07 0.65 2.02 9.00
Book Leverage 388 0.30 0.33 0.12 0.26 0.38
Debt Issuance 370 0.10 0.27 0.00 0.02 0.11
ln(Equity Issuance) 383 2.66 2.40 1.64 2.79 4.16
Cash Holdings 388 0.09 0.13 0.01 0.04 0.12
ln(Book Assets) 388 5.63 2.43 3.87 5.58 7.43
Age 397 22.56 13.05 12.00 22.00 33.00
ln(Portfolio Size) 389 2.93 1.58 1.79 2.64 3.97
Share Expiring 372 0.09 0.20 0.00 0.00 0.10
Inventor Per Patent App. 211 1.76 1.05 1.00 1.50 2.00
Net Patent Transfer 389 −0.42 6.92 0.00 0.00 0.00
Share of New Patent Classes 397 0.11 0.29 0.00 0.00 0.00
Patents from Private Firms 389 0.01 0.07 0.00 0.00 0.00
Patents from Public Firms 389 0.01 0.07 0.00 0.00 0.00
Share of External Citations 397 0.23 0.41 0.00 0.00 0.00
Value of Patents from Public Firms 388 0.00 0.02 0.00 0.00 0.00

Pre-treatment period shown above covers years 1993 and 1994. The continuous treatment vari-
able is defined for each firm as the citation weighted difference between the number of term-
extended and counterfactual patents scaled by the number of patents owned that have not
expired by Dec. 31, 1995 (also citation weighted). A firm is in the “treatment” group when
its continuous treatment has a value above the 75th percentile of the sample. A firm is in the
“control” group when its continuous treatment has a value below the 25th percentile of the
sample. Firms that have continuous treatment values between the 25th and 75th percentiles are
not shown here.
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CHAPTER 2

Director Networks, Turnover, and Governance:

Evidence from Corporate Bankruptcies

The growth and success of a firm depends on its ability to adapt to its environment. This

may require knowledge beyond its ken. Directors, therefore, are often brought in to guide

corporate strategy by advising in areas such as research and development, production, re-

structuring, regulations and law and mergers, acquisitions, and divestitures. However, com-

panies, according to surveys, rely mainly on board and management contacts to recruit

directors, suggesting that information on out-of-network directors is scarce or untrustworthy

and may require third-party verification.1 This paper seeks to establish the level of reliance

on social networks in the market for directorships.

To identify this network dependency, I use corporate bankruptcies as events that po-

tentially deactivate network channels between directors that are directly associated with

bankrupt firms from either past or current employment or board appointments (“Event Di-

rectors”) and directors that are only indirectly associated with bankrupt firms through pro-

fessional connections (“Treatment Directors”). The latter group of “Treatment Directors”,

therefore, should be immune to any firm-level effects arising from corporate bankruptcies as

they have no work histories with any of these firms that have filed for bankruptcy. Using

directors that share the same boards as Treatment Directors who have no work histories with

directors directly associated with bankrupt firms as the control sample (“Control Directors”),

I am able to estimate the causal effects of losing social connections while accounting for any

confounding firm level factors.

1See Figure 2.2.
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Under a difference-in-differences framework, I find that being connected to Event Di-

rectors (or equivalently losing connections with Event Directors) at the time of bankruptcy

filings reduces the probability of finding additional directorships within a 1-year period by

11 percent and decreases the net directorships acquired by 0.13 board positions for the av-

erage Treatment Director. While Event Directors dropped board positions leading up to

and after the year of bankruptcy filings, Treatment Directors did not experience any signif-

icant changes in the probability of dropping directorships. This quasi-natural experimental

setup captures the effects caused by a suspension of network ties while mitigating any effects

arising from corporate bankruptcies.

Contrary to the decline in compensation measures for Event Directors, Treatment Direc-

tors experience no changes in compensation at or before the bankruptcy filing year. Even

with the loss of connections and being immobilized, Treatment Directors seem to be able to

maintain their levels of total compensation over time by remaining on their current boards.

This could also imply that any stigma associated with having worked with someone involved

with bankruptcies has negligible effects on director turnover and compensation.

Additionally, I find that this reduction in director turnover or mobility is stronger for

directors with board positions at firms with weak shareholder rights, as measured by the G-

Index defined in Gompers, Ishii, and Metrick (2003) at the time of bankruptcy filing. This

suggests that directors at firms with poor corporate governance may be less transparent and

are able to have more discretion in choosing their board members without much interference

or oversight from shareholders.

Lastly, in order to estimate the average treatment effects on firm-level outcome vari-

ables, I construct a continuous treatment measure of director network shocks for each firm.

Specifically, for each non-bankrupt firm, I compute the proportion of Treatment Directors

occupying its board (among Treatment and Control Directors only) for the years in which

firms associated with Event Directors file for bankruptcy. Note that by this construction,

there may be firms with boards that consists of only Control or Treatment Directors, as

these directors most likely hold multiple directorships at one time. Although I do not find

any noticeable effects on firm value or profitability, measures of aggregated director turnover
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mirror the director level findings. I find that a one standard deviation increase of 36 percent-

age points in the average share of the board of directors having professional ties to Event

Directors leads to a removal of 0.2 directors and a reduction in the probability of adding a

director by 4 percent. The probability of dropping directors also interestingly increases by

3 percent, suggesting that perhaps some directors were unable to renew their positions due

to a loss of network connections.

This paper contributes to the current director network literature in two ways. Firstly,

this paper exploits a quasi-natural experiment that can be generalized to use any event that

could arguably suspend some connections in the director network to study the impact of

business connections on director level outcomes. Bankruptcies are used as the corporate

event that destabilizes the director network in this paper. Treatment Directors are those

who are connected to directors who have a history with bankrupt firms at the time of

their bankruptcy filings. The control group is made up of directors who share the same

board as the Treatment Directors at the time of bankruptcy filings but lack any connections

with directors who have a history with bankrupt firms. This way, any treatment effects

attributable to firm heterogeneity between Treatment and Control Directors are mitigated.

Secondly, through this experimental setup, plausible causal evidence suggesting that severed

connections to a set of directors hinder director mobility can be derived. It can therefore be

established that a loss of connections reduces a director’s ability to acquire additional board

appointments.

My paper is organized as follows. Section 1 summarizes the related literature on social

networks. Section 2 discusses the role of social networks in the market for directorships.

Section 3 describes my dataset and the construction of relevant variables. Section 4 discusses

my identification strategy. Section 5 documents my results. Section 6 concludes.

2.1 Literature Review

The network literature in corporate finance focuses on two possible roles of social networks.

First, social networks can function as a kind of human capital with externalities. Directors
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with the most skill and talent often have the largest number of connections or contacts.

These individuals create positive externalities that spill over to other directors through the

exchange of ideas, for example (Murphy, Shleifer, and Vishny 1992). Social networks can

therefore be viewed as an aggregation of human capital among directors, which can facil-

itate firm productivity as shown in Acemoglu and Angrist (2000). Moreover, information

exchange generates trust, which reduces information uncertainty about the quality and skill

relevance of directors. This network of trust therefore can also reduce search costs for the

firm and possibly allow firms to acquire preferential treatment (e.g. better access to external

finance, etc.). The human capital perspective posits that director networks not only provides

meaningful information on directors to the firm, but also relays firm information throughout

the director network.

There is extensive empirical evidence of the benefits of social networks in the finance

literature. Engelberg, Gao, and Parsons (2013a), for example, find that loans made between

connected parties lead to improved firm performance. Hochberg, Ljungqvist, and Lu (2007)

show that network centrality among venture capitalists lead to privileged access to better

deals. Cohen, Nelson, and Walsh (2000) find that shared educational background among

mutual fund managers and corporate board members lead to the exchange of insider infor-

mation that translates to better firm performance. Cai and Sevilir (2012) find that acquirer

firms in M&A deals obtain significantly higher announcement returns (i.e., lower takeover

premiums and/or value creation) when acquirer and target firms share a director (or have

interlocking directorates) or have directors from each firm share a board.

On the other hand, social networks can also be a source of agency costs. Boards may

have incentives to appoint directors in such a way that is suboptimal for the firm. That is,

while cronyism may play a role, within the moral hazard framework of Holmström (1979),

Holmström (1982), and Fudenberg and Tirole (1986), it is possible for board members to

nominate those who have the capability of obtaining directorships for them in the future.

That is, board members may rely on their social networks, specifically connections with di-

rectors who also have appointments at other boards, for future directorships. Social networks

therefore mitigate director career concerns. In doing so, directors are using social networks
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to misappropriate firm resources for personal benefits.

There are also several papers that document empirical evidence of agency costs mani-

fested from social networks. Kramarz and Thesmar (2013) and Nguyen (2012) show that

being apart of the École network is highly predictive of whether one receives an executive

position in French companies. Here, practicing favoritism and having a strong personal

preference for a specific pedigree may not align with the interest of the firm. Related to

firm performance, Fracassi and Tate (2012) find evidence that CEO-director ties weaken

the effectiveness of board monitoring and reduce firm value. Similarly, Duchin and Sosyura

(2013) find that managerial connections relate negatively with investment efficiency and

firm value in firms with weak governance. Renneboog and Zhao (2011), Hallock (1997), Fich

and White (2003), and Engelberg, Gao, and Parsons (2013b), find that executives’ network

centrality is positively associated with their compensation.2 Likewise, Brown and Petersen

(2011) and Guedj and Barnea (2009) show that CEO compensation increases with director

interconnectedness.

This paper contributes to both strands of the literature since the focus is on the di-

rectorship market and its dependence on network ties. Specifically, the effects of network

dependency on firm level outcomes are analyzed through a quasi-natural experiment by com-

paring firms with high concentrations to firms with low concentrations of board members

who have lost connections resulting from corporate bankruptcies. This is an ideal setting to

observe whether director networks serve as a conduit to share information and enhance firm

value or as a system for rent extraction.

2.2 Market for Directorships

The notion that workers rely on their personal networks in their search for employment is

a heavily researched topic in both labor economics and sociology. Granovetter (1973), who

2However, it can be argued that the size of executives’ compensation should be commensurate with
the size of their social networks, as the firm expects them to exploit their contacts to enhance firm value.
Alternatively, their social networks could also be a signal of manager quality.
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made early headway in the social network field, demonstrate, in his field work, the importance

of weak ties or indirect connections in various labor markets during job searches. We should

expect this social norm in recruitment practices to appear in the market for directorships as

well.

As discussed in the introduction, there are two general theories that can describe the func-

tion of social networks in the market for directorships. The human capital theory interprets

social networks as an input in board productivity (Acemoglu and Angrist 2000). Because

social networks facilitate information sharing, firms may benefit more from directors who are

more central than others. Assuming that a director’s marginal productivity is a function of

the entire director network (i.e., aggregate human capital) and his personal connections, any

external negative shock to his personal connections can damage his performance. Moreover,

if we believe that his marginal productivity is linked with bonus levels and future director-

ships, a negative shock should inhibit his mobility and possibly his compensation levels as

well.

The agency cost theory interprets social networks as a hidden mechanism that sharehold-

ers (i.e., the principal) may not necessarily observe from the board (i.e., the agent). Under

the moral hazard framework, the shareholders of a company entrust the board to optimally

nominate directors to serve in the company’s best interest. However, we do not observe

the board’s effort levels in their search for the most capable director or in guiding manage-

ment. Because these actions are hidden from shareholders, boards can hire directors with the

possible agreement to receive kickbacks in return for nominations. The nominated director

could have a role in determining board and management compensation in the future (e.g.,

serving on the governance or nomination committee). This mirrors the model presented in

Holmström (1979). The existence of incentive compatibility constraints and limited liability

will allow the agent to obtain rent.

Therefore, if there is a negative shock to a director’s social network, both the human

capital theory and the agency cost theory predicts a possible decrease in compensation and

mobility levels. Within the human capital theory framework, a negative shock to social

networks affects essentially every director in the network and therefore could translate to
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director productivity shocks. Dampening of information exchange may slow down director

recruitment and also performance-based compensation for a period of time. The agency cost

theory, on the other hand, suggests two things from a negative shock to director networks.

First, the incentive compatibility constraint may be relaxed as a result, which limits the

rent that directors are able to take. We could observe a decline in compensation from this.

Second, because directors rely on personal contacts to acquire future board appointments,

whether due to social norms or incentives to receive private benefits through kickbacks, a

negative shock to director networks will translate to poor career prospects.

[Insert Figure 2.1]

Figure 2.1 lists the sources that boards use to recruit new board members taken from

PricewaterhouseCoopers’ 2010 and 2012 Annual Corporate Directors Surveys. Among roughly

1,000 directors for each year, over 80 percent admit to using personal contacts and almost

60 percent admit to using management contacts. While roughly 60 percent use search firms

as well, it is clear that personal contacts from both management and the board play a large

role in the selection of directors. That is, we anticipate that there is a positive relationship

between the number of business connections and the number of directorships that a director

holds. Similarly, there should also be a positive correlation between connections and com-

pensation. Within my dataset, the correlation between the number of directorships held and

degree centrality (i.e., the number of direct connections to individual executives) is around

40 percent in the two years prior to the event year (i.e., bankruptcy filings) in my sample.

Similarly, the correlation coefficient between the natural logarithm of total compensation

and degree centrality is around 20 percent.

The decision to make or remove connections in most cases is endogenous. Directors may

sit on boards to make direct connections with specific individuals strategically. Boards may

also seek out a specific director to complement its team. Self-selection is an issue as a result

when dealing with the creation or removal of a connection. In fact, it is difficult to determine

whether a particular connection is lost (other than from those arising from deaths). However,

by studying directors who are only indirectly related to corporate bankruptcies, which I
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interpret as sources of social network breakdown, I am able to make plausibly unbiased claims

about the impact and importance of business connections. While it is likely for directors to

eschew firms that are prone to bankruptcy, it is hard to claim that directors purposely avoid

other directors who have associations with firms that are prone to bankruptcy.

2.3 Data

2.3.1 Data Sources

I construct both a director-year and firm-year level datasets from four sources: BoardEx

of Management Diagnostics Ltd., Compustat and Execucomp of Standard & Poor’s, and

UCLA-LoPucki Bankruptcy Research Database (BRD). BoardEx tracks the employment

history of over 500,000 directors and senior managers globally, which serves as the core of

my datasets. Given the sparse employment data prior to 1990, I restrict my experiment

to only include bankruptcy filing years between 2000 and 2009. Table 2.2 summarizes the

variables derived from BoardEx. The sample averages of my variables are similar to those

of Engelberg et al. (2013).

[Insert Table 2.2]

Using BoardEx as the base of my dataset, I match director and executive bonus, salary,

and total compensation from Execucomp. I obtain bankruptcy data from BRD, which

contains information on approximately 1,000 large public company bankruptcies. These

firms have reported assets worth $100 million or more measured in 1980 dollars and have

filed 10-Ks with the Securities and Exchange Commission. The bankruptcy filing dates are

used to identify Treatment and Control Directors. Lastly, when possible, the company on

which a director serves is also mapped into Compustat in order to pull annual company

accounting fundamentals.

Because BoardEx uses a different identification system than Compustat (i.e., GVKEY

for firm identification) and Execucomp (i.e., EXECID for executive identification), I resort
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to fuzzy string matching algorithms in order to combine these three databases. I decide to

use the trigram method to first map BoardEx firm identification numbers (COMPID) to

Compustat identification numbers (GVKEY).3 This allows me to identify bankrupt firms

in BoardEx (BRD identifies firms by GVKEY). To map BoardEx’s director identification

numbers (DIRECTID) to Execucomp’s identification numbers (EXECID), I first match on

gender, generational title (e.g., Jr., Sr., etc.), surname, and company name. I again use the

trigram method to make the final full name match. All final matches are manually inspected.

My matching procedure yields 8,431 unique company matches and 15,153 unique manager

and director matches.4 Among the bankrupt firms listed in BRD, I identify 523 of them in

BoardEx.

2.3.2 Constructing Network Variables

2.3.2.1 Edges

I construct a set of “edges” or an “edgelist” for each year in which BoardEx has at least two

executives working at a company. An edge is defined as an unordered set of two directors:

{x, y} such that x, y ∈ ft (2.1)

where x and y are elements or “vertices” representing executives and ft is the set of all

executives employed at a particular firm at a given time t. An edge is assumed to be formed

when two executives share the same firm at a particular time period. An edgelist at time t

across all firms is thus defined as:

Et =
⋃
ft∈Ft

{{x, y}|x, y ∈ ft} (2.2)

3Trigram phrase matching identifies phrases that have a high probability of being similar. Each phrase is
represented by a set of character trigrams that are extracted from the phrase. The similarity of two phrases
is then computed using the vector cosine similarity measure. This method is especially good at catching
misspellings.

4The number of unique company matches is very close to the number of 8,428 achieved by Engelberg et
al. (2012).

74



where Ft is the universe of firms at time t. An aggregate edgelist is defined as the union of

edgelists since the beginning of time:

Lt =
t⋃

s=−∞

Es (2.3)

Since the vertices are people in my definition above, I expect some to die over time. Some

executive deaths are reported in Execucomp. However, I do not assume that the death data

is exhaustive. To address the issue of missing death data, I modify the definitions above

to account for directors permanently exiting the business universe either by dying or by

reaching the age of 90:

Wt = {z|z ∈ Z is dead or is 90 years old at time t}

At = {{x, y}|{x, y} ∩Wt = ∅ and ∃s ≤ t such that {x, y} ∈ Es} ⊆ Lt

(2.4)

where Z is the universe set of executives or vertices. At is the modified aggregate edgelist.5

2.3.2.2 Degree Centrality

Degree centrality is defined as the number of “ties” that a vertex has:

Dt(z) =
∑
B∈Et

1B(z)

∆t(z) =
∑
B∈At

1B(z)
(2.5)

Dt(z) counts the number of coworkers that executive z has at a company given a specific year

t. Likewise, ∆t(z) counts the number of people who have shared the same firm with executive

z at any point in time up to time t. Intuitively, Dt(z) measures how central executive z is in

5My results are not sensitive to changes in the terminal age cutoff (e.g., varying it from 80 to 90 years).
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the business world at a specific point in time. A more central executive could produce more

network instability, for example, if he or she were to temporarily become inactive as a result

of bankruptcy. Similar to Dt(·), ∆t(·) for an executive also measures centrality accounting

for employment history and high mobility. ∆t(·) could proxy for industry experience or

industry demand, which results in high mobility or serving on several boards.

2.4 Empirical Specification

2.4.1 Staggered Difference-in-Differences

The goal of this quasi-natural experiment is to isolate the effects on director mobility and

compensation that is solely attributed to the association with Event Directors. As seen in

Table 2.1, there is at least one bankruptcy filing for every given year between 2000 and

2009. For each year, I identify directors who do not serve on any company that has filed for

bankruptcy and directors who serve or have served on at least one of the boards of bankrupt

firms. This latter group I call the “event group” because of their direct association with the

event (i.e., the bankruptcy filing). Using the former group, I construct a treatment group

that includes directors outside of the event group who share or have shared company boards

with directors in the event group at non-bankrupt filing firms. The control group is therefore

those directors that share at least one board with Treatment Directors, but lack a current

or past connection with Event Directors. This implies that a Control Director either left a

particular board before an event director joined or shared a board with Treatment Directors

that has no history of Event Directors. We can define these groups using basic set notation.

[Insert Table 2.1]

Let time t = 0 denote the time of bankruptcy filing. Without loss of generality, let x, y,

and z represent three distinct directors. Let fNt represent a set of directors at time t for firm

N that has never filed for bankruptcy and fBs,t denote a set of directors at time s for firm B

that filed for bankruptcy at time t. Assume x has a board appointment at fN0 (i.e., at time

horizon t equal to zero) and has or has had board appointments at fBs,0 at some time s ≤ 0.
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By definition, x is an Event Director. If y is a director at fN0 but is or was not a director at

fBs,0 or any other bankruptcy filing firm at time zero for all time s ≤ 0, he or she is then a

Treatment Director. In other words, y is a Treatment Director if and only if:

y /∈ fBs,0, for all fBs,0 and for all s ≤ 0

{x, y} ∈ A0

(2.6)

where A0 is the aggregate edgelist up to time 0. Moreover, z is a control group director if

and only if

{x, z} /∈ A0 for all x

{y, z} ∈ A0 for some y
(2.7)

The Event, Treatment, and Control Director sets can then be formally defined as following:

Event: V ≡ {x|x ∈ fN0 ∩ fBs,0 for some fN0 , fBs,0, and s ≤ 0}

Treatment: T ≡ {y|y /∈ V , {x, y} ∈ A0 for some x ∈ V }

Control: C ≡ {z|{x, z} /∈ A0 for all x ∈ V and {y, z} ∈ A0 for some y ∈ T}

(2.8)

The null hypothesis is that Treatment Directors are immune to any negative network

effects resulting from being associated with Event Directors. To test this hypothesis, I

estimate the following multi-period difference-in-differences model:

yit = αi + αt + τ(1i∈T × Post) + γ′Cit + εit (2.9)

where yit is the outcome variable, αi and αt are firm and year fixed effects, respectively,

1i∈T is an indicator for whether a director is in the treatment group or control group (i.e.,
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1i∈T = 1 or 1i∈T = 0, respectively), Post is an indicator for the post treatment period, Cit is

a vector of covariates listed in Table 2.11, and εit is an error term. The coefficient τ measures

the treatment of having an association with directors from the event group. Under the null

hypothesis, we expect τ = 0. However, if having a connection with an Event Director has

a negative impact on yit, we should find that τ < 0. At the director level, the key outcome

variables of interest are those concerning director turnover or mobility and compensation.

Specifically, in terms of director turnover, the outcome variables I consider are directorships

added minus dropped over a year, an dummy variable for whether a directorship was added

over a year, and a dummy variable for whether a directorship was dropped over a year for each

director. For director compensation, I consider the natural logarithm of total compensation,

salary, bonus, and number of options awarded for each director.

[Insert Table 2.11]

Equation 2.9 is estimated with error clustering at the Event Director level.6 Under

this difference-in-differences specification, time trends across groups are captured by year

fixed effects. Additionally, time-constant unobserved heterogeneity are canceled out by the

included firm fixed effects.

However, in order to credibly make causal claims, the changes in outcome variables be-

tween treatment and control groups need to remain constant in the absence of the treatment.

This assumption can be visually inspected by plotting past outcome values to ensure that

the trends are stable and relatively parallel. Figures 2.2 and 2.5 plot the mean measures of

director turnover and compensation, respectively, with 95 percent confidence intervals for

Event, Control and Treatment Directors.7 In all panels in both figures, the pre-treatment

trends in turnover and compensation measures between the average Control and Treatment

Director are roughly parallel.

6It is possible that a director may receive treatment from more than one Event Director or bankruptcy
filing firm. In those cases I randomly choose an Event Director as the source of the network shock.

7Confidence intervals are constructed based on the assumption that the error distribution is approximately
normal.
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The exogeneity of 1i∈T requires directors to be unable to select themselves into or out of

the treatment or control groups. There are two scenarios in which a director can self-select

themselves into the control group. First, a director can avoid an Event Director by leaving

boards of non-bankruptcy filing firms prior to the joining of an Event Director. Second, a

director can sit on a different board that has no historical link with any Event Director.

In both cases, the director intentionally avoids an Event Director, with the latter scenario

being the stronger case of Event Director aversion, as the director abstains from a firm

even if Event Directors no longer occupy any board seats. This behavior of Event Director

aversion is difficult to rationalize. While it is possible that social stigma could motivate one

to avoid others, it seems unlikely for a director to avoid another before the actual occurrence

of bankruptcy, the reputation damaging event.

Are there incentives to self-select into the treatment group? A director may want to

make connections with an Event Director to access a larger social network. Indeed, Event

Directors do have higher degree and aggregate degree centralities as noted in Table 2.2.

However, it seems unlikely that a director has any incentive to seek out Event Directors

when a corporate bankruptcy is imminent. As a robustness check, I excluded Treatment

Directors whose connection with Event directors only existed at most two years prior to the

year of bankruptcy filing and found no material difference in estimated results.

2.4.2 Director Heterogeneity across Control and Treatment Groups

In order to estimate the average treatment effect of losing connections with Event Directors,

Control Directors ideally should be equally as likely as Treatment Directors to receive the

treatment (i.e., satisfying the overlap assumption). This, however, is unlikely given that

Treatment Directors on average have a wider professional network than Control Directors

within our sample. As shown in Table 2.2, the degree and aggregate degree centralities of the

average Treatment Director is much higher than the average Control Director. Treatment

Directors have on average 19 more current connections and 35 more lifetime connections

two years before the event or bankruptcy filing year. This naturally implies that Treatment
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Directors are therefore much more likely to receive treatment, unfortunately.

[Insert Table 2.2]

Treatment Directors additionally differ from Control Directors in several other dimen-

sions. They are 3.4 percent more likely to be CEOs and 3.5 percent more likely to hold at

least one independent directorships. They also hold on average 1 more directorship and sit

on larger boards than Control Directors. Not surprisingly, Treatment Directors are less likely

to sit on boards with directors that sit on multiple boards most likely because they are the

“multiple director” themselves. Nonetheless, assuming exogeneity of 1i∈T , estimation of the

average treatment effect of the treated is still feasible, which is what is essentially estimated

throughout this paper.

2.5 Results

To test the consequences of being connected to directors directly affected by a bankruptcy (or

temporarily losing nodes in a professional network), I compare measures of director mobility

and compensation before and after each bankruptcy filing for directors with a “broken”

connection and for those without.

The measures of director mobility used are net directorships added minus dropped and

the probability of adding a directorship over a one-year period. These measures are similar to

Kaplan and Reishus (1990), but my treatment effects are estimated using a 4-year window

around the event (i.e., bankruptcy filing). For compensation, I look at director bonuses,

salaries, total compensation, and option grants.

2.5.1 Director Turnover

As documented in the literature, there is a positive relationship between firm performance

and director mobility. Fama and Jensen (1983) and Vafeas (1999) view that director mobility

is strongly linked with firm performance in a reputational sense. Several papers provide

empirical support to this idea. Gilson (1990) finds that directors of bankrupt firms or
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firms undergoing debt restructuring hold 35 percent fewer board seats three years after

resigning. Brickley, Linck, and Coles (1999) show that the likelihood of a retired CEO

serving on any board as a director is strongly related to firm performance under his or

her tenure. Assuming dividend reductions and being targeted for takeovers is related to firm

performance, Kaplan and Reishus (1990) and Shivdasani (1993) also provide evidence for the

reputation story. Controlling for industry and asset size, Kaplan and Reishus (1990) observe

that only 10 percent of top managers from dividend-reduction companies obtain additional

directorships within three years of the dividend cut compared to 22.6 percent of top mangers

from comparable firms. Similarly, also controlling for industry and asset size, Shivdasani

(1993) discovers that directors of firms targeted for hostile takeover hold fewer outside board

positions than other directors at comparable non-targeted firms. These results are consistent

with the notion established by Fama (1980), who argues that additional directorships serve

as incentive for directors to be diligent monitors. In other words, the present literature

tell us that the external labor market punishes directors for poor performance that can be

attributable to them.

However, Treatment and Control Directors in this paper do not necessarily come from

firms that are performing poorly. The firms used to construct the treatment and control

groups have avoided bankruptcy. Here, I essentially control for the possible confounding

effects on mobility originating from firm performance. I am therefore able study the isolated

network impact on director mobility. Directors in my sample have never served on bankrupt

firms; the only link Treatment Directors have with bankrupt firms is through their network

connection with directors that have a work history with bankruptcy filing firms.

[Insert Figure 2.2]

In the top left panel of Figure 2.2, there is a sharp discontinuity in the number at which

Treatment Directors add and drop directorships over a one-year period around bankruptcy

filings. Prior to the bankruptcy filing events, both Treatment and Control Directors were

adding more than they are dropping directorships on average. After the bankruptcy filing

event, Treatment Directors became immobile on average. The Control Directors, who also

81



experienced a slight slow-down in mobility, added as many as they dropped on average after

the bankruptcy event.

Normalizing directorship additions to a single unit, we observe a similar discontinuity

in the probability of adding directorships in the top right panel of Figure 2.2. Visually,

these panels support the hypothesis that directors do indeed rely on business connections to

find directorships. When a director suddenly loses connections as a result of firms declaring

bankruptcy, his or her ability to find additional directorships is hampered. Since the average

number of directorships is relatively stable for Treatment Directors (see bottom right panel

of Figure 2.2), this implies that some Treatment Directors may be forced to stay longer on

certain boards than desired.

The probability of dropping directorships, on the other hand, seems to be fairly stable for

the Treatment Directors, which again suggests that these directors are not switching boards.

What is reassuring is that the probability of dropping directorships reaches a peak for Event

Directors at the time of bankruptcy filing, as shown in the bottom left panel of Figure 2.2.

This gives some credibility to the argument that corporate bankruptcies themselves do have

an adverse effect on director turnover.

[Insert Table 2.5]

The estimated treatment effects on director turnover over a 4-year window around the

bankruptcy filing year is documented in Table 2.5. Columns 1, 3, and 5 of Table 2.5 utilizes

the full sample of directors from BoardEx. Columns 2, 4, and 6 consider only directors for

which firm performance measures are available (i.e., from Compustat). For a given director

turnover measure, the estimated treatment effects are similar regardless of the specification.

I find that a loss of connections with Event Directors decreases net directorships acquired

by 0.13 to 0.15 board seats and decreases the probability of adding directorships by 11 to 13

percent (significant at the 1% level). The probability of dropping directorships also declines,

but the magnitude is small and not statistically significant.
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2.5.2 Director Compensation

The mechanism through which director networks influence director compensation is less

clear. There are two prevailing theories on how director networks can relate to compensa-

tion. One theory interprets director networks as social capital from which directors, through

preferential treatment (e.g., trust, familiarity, exclusivity, etc.), acquire superior information

to improve firm performance. This inherently assumes that compensation is linked with firm

performance. Therefore losing this valuable social capital could reduce firm performance and

subsequently reduce the part of director compensation that is performance based.

However, trust and familiarity among directors may also be a hindrance to firms. The

other theory claims that directors may collude to extract rents from the firms on which

they sit as board members. This excess pay could be suboptimal in a contract that seeks

to maximize shareholder value. In other words, a loss in network connections could also

reduce a director’s compensation levels if the contacts lost are with other directors who play

a role in determining his or her compensation. It is important to note that the committees

on which these directors serve are not observed due to limitations of the dataset. Whether

or not Event Directors, who are connected to Treatment Directors, are assigned the task of

determining Treatment Director compensation packages is unknown. If Event Directors were

to lose that ability because their attention is being diverted towards restructuring bankrupt

firms or they exit completely from the directorship market all together, then there can be

some discontinuity of bonuses and total compensation of Treatment Directors from a director

network shock.

[Insert Figure 2.5]

Figure 2.5 shows that director compensation (i.e., as measured by total compensation,

salaries, bonuses, and option grants) experiences no apparent changes resulting from a loss

of connections with Event Directors. This suggests that Treatment Directors are still able to

maintain their original level of compensation despite being unable to find new directorships.

Event Directors, conversely, experience volatile swings in their compensation, with the nadir
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of total compensation occurring in the year of bankruptcy filing. From the plots in Figure

2.5, director compensation does not seem to have a strong link with director network ties.8

[Insert Table 2.9]

The estimation results of Equation 2.9 on director compensation measures are noted in

Table 2.9. I find no statistically significant treatment effects on total compensation, salary,

bonus, or number of options awarded arising from a loss of connections to Event Directors.

2.5.3 Director Turnover at the Firm Level

To estimate the treatment effects of aggregate connection losses at the firm level, I construct

the following continuous treatment variable for each firm j:

Sj ≡
|Tj|

|Tj|+ |Cj|
(2.10)

where Tj and Cj are defined in Equation 2.8, but now split by firm. Equation 2.10 measures

the intensity of the director network shock aggregated at the firm level. Moreover, because

|Tj| is scaled by each firm’s board size (i.e., assuming |Tj| + |Cj| > 0), Sj is comparable

across firms. I estimate the following difference-in-differences model using Sj over a 4-year

window around the bankruptcy filing year to calculate the firm level treatment effects:

yjt = αj + αt + τ(Sj × Post) + γ′Cjt + εjt (2.11)

where αj and αt are firm and year fixed effects, respectively, Cjt is a vector of time-varying

firm characteristics (i.e., board size, Tobin’s Q, book leverage, book assets, ROA, ROE,

RNOA, ROS, and firm age), and εjt is the error term.

In order to inspect the assumption that firms with different treatment intensities have

the same pre-treatment trends, I compare a subset of firms that have treatment values Si

8Aggregate director meeting and retainer fees also experience no apparent impact.
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above the 75th percentile (high treatment firms) in my sample to another subset of firms that

have treatment values below the 25th percentile (low treatment firms). I plot the average

turnover measures for each subset of firms in Figure 2.6. Differences in firm characteristics

in the pre-treatment period between high and low treatment firms are listed Table 2.3.

[Insert Table 2.3]

Interestingly, there is a lot of firm heterogeneity between high and low treatment firms.

Within 2 years prior to the event year, high treatment firms are younger (by about a year)

and perform worse than low treatment firms on average, as measured by ROA, ROE, ROS,

and Tobin’s Q (although the latter 2 measures are statistically insignificant). This is not

particularly surprising if we believe that high dependence on network connections leads to

poor firm performance. Additionally board size is smaller by about 0.7 directors for high

treatment firms.

[Insert Figure 2.6]

In general, the treatment effects at the firm level mirrors the binary treatment at the

director level. There is a sharp negative discontinuity in both the average net directors

added minus dropped and the probability of adding directors, as displayed in the top two

plots in Figure 2.6. The probability of dropping, on the other hand, increases slightly in

the surrounding years around the time of bankruptcy filing for the high treatment value

firms. It is possible that Treatment Directors, in aggregate, lose some positions that were

gained mostly through networking and are therefore difficult to maintain. Alternatively, the

attention of Treatment Directors could be diverted to assisting Event Directors. Board size

seem relatively constant for high treatment firms, suggesting that directors in aggregate are

essentially immobilized by the loss of connections with Event Directors.

[Insert Table 2.10]

These discontinuities are reflected in the estimation of Equation 2.11 over a 6-year win-

dow around the bankruptcy filing year. I find that a one standard deviation increase of 36
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percentage points in the share of directors on the board of an average firm that lost con-

nections with Event Directors reduces net directors recruited by 0.2, reduces the probability

of adding directors by 4 percent, but increases the probability of dropping directors by 3

percent. The magnitudes are all statistically significant at the 1 percent level.

2.5.4 Director Networks and Firm Value

Despite the heterogeneity in firm characteristics, the average firm performance measures

seem to move together for high and low treatment firms. Furthermore, there is no distinct

discontinuity in the post-treatment period. This can interpreted that the loss of network

connections to Event Directors in aggregate has no material impact on or relevance to the

value of the firm. ROA and ROS, for example, essentially move together between high

and low treatment firms. High treatment firms interestingly are much more leveraged than

low treatment firms. However, the aggregate loss of director connections did not produce

any noticeable changes in leverage levels. Tobin’s Q, on the other hand, seems to gradually

increase in the post-treatment period for the high treatment firms. This is suggestive evidence

that network ties may be a source of agency costs for the firm. Unfortunately, the pre-

treatment trends is fairly volatile for the high treatment firms. This makes it difficult to

justify being able to estimate treatment effects from Equation 2.11. The regression results

are omitted here for brevity.

[Insert Figure 2.7]

2.6 Extensions and Robustness Checks

2.6.1 Director Mobility and Degree Centrality

Due to the nature of the design of this quasi-natural experiment, directors that have a larger

professional network, which is measured here by degree centrality, are mechanically more

likely to be selected for treatment. Since the degree centrality of a director is endogenous,

the impact of the treatment could therefore vary depending on how central or connected

86



a director is at the time of bankruptcy filing. This hypothesis can be tested by splitting

the Treatment and Control Directors into subgroups that are sorted by the size of their

degree centralities and then estimating the baseline difference-in-differences model specified

in Equation 2.9 for each subgroup with the probability of adding a directorship as the

dependent variable. Table 2.7 and 2.8 documents the estimation results based on sorting

Treatment and Control directors into quintiles by degree centrality and aggregate degree

centrality, respectively.

[Insert Table 2.7]

In Table 2.7, the point estimates of the treatment effect on the probability of adding

directorships for each subgroup not surprisingly are all negative. However, the treatment

effect for the lowest two quintiles (i.e., Columns 1 and 2) are not statistically significant. The

treatment effect becomes statistically significant at the 5 percent level starting in Column

3. In both Columns 3 and 4, a network connection loss to Event Directors decreases the

probability of adding directorships by roughly 4 percent. For directors with the highest

degree centralities in Column 5, a network connection loss to Event Directors decreases the

probability of adding directorships by 20 percent. This is statistically significant at the 1

percent level. These results suggest that the effects of a network shock is in fact more severe

for directors who are currently holding more directorships.

[Insert Table 2.8]

Sorting firms by aggregate degree centralities in Table 2.8, on the other hand, is not as

interesting, as the treatment effect is statistically significant at the 1 percent level for the top

4 quintiles (Columns 2, 3, 4, and 5). The treatment for the directors with the lowest aggregate

degree centralities is not statistically significant. However, the treatment magnitude does

increase roughly monotonically with aggregate degree centrality. The most central directors

experience an 18 percent decline in the probability of adding directors (Column 5) compared

to a 3 percent decline for the least central directors (Column 1).
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2.6.2 Director Turnover and Corporate Governance

Do firms with poor corporate governance have a stronger dependence on professional net-

works in the recruitment of their directors? Firms with weaker shareholder rights can limit

shareholder interference in the nomination and appointment of directors onto their boards.

For example, these limitations can take the form of classified (staggered) boards or the lack

of cumulative voting. For firms with classified boards, directors are placed into different

classes and serve overlapping terms to prevent outsiders from immediately gaining control of

the board. Cumulative voting allows each shareholder to allocate his or her total votes in any

manner desired for director elections, where the total number of votes is the product of the

number of shares owned and the number of directors to be elected. This arrangement allows

shareholders to concentrate their votes. Firms with weaker shareholder rights can rely more

on personal networks to fill board vacancies than firms with stronger shareholder rights, as

firms with weaker shareholder rights have inherently more discretion in their choice of candi-

dates. Director turnover or mobility therefore potentially could be disrupted for firms with

weaker shareholder rights when their directors lose access to their personal connections.

In order to test the hypothesis that firms with weaker shareholder rights rely more on

director networks to recruit directors, I first compute the average G-Index of the firms

in which each director has a board seat in the year of bankruptcy filing.9 G-Index or

the governance index is a measure of shareholder rights. A higher index indicates fewer

shareholder rights. Then, I split my sample of directors as either those that sit on firms with

an average G-Index score above the sample median of 9 (high G-Index group) and those

with G-Index scores below it (low G-Index group). Finally, within each sample partition,

I estimate the baseline difference-in-differences model as specified in Equation 2.9. If high

G-Index directors are more susceptible to a network shock, then the treatment effect ideally

should only be statistically significant for high G-Index directors and not for low G-Index

directors. Figures 2.3 and 2.4 show the mean director mobility measures over time for high

G-Index and low G-Index directors, respectively. Table 2.6 documents the estimation of the

9See Gompers, Ishii, and Metrick (2003) for details of variable construction.
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average treatment effect for both high and low G-Index directors.

[Insert Figures 2.3 and 2.4]

Comparing Figure 2.3 with Figure 2.4, the discontinuity in directorships added minus

dropped and the probability of adding a directorship (top two panels of Figures 2.3 and 2.4)

is apparent for high G-Index directors but essentially nonexistent for low G-Index directors.

The probability of dropping a directorship and the average number of directorships held is

flat over time for both high and low G-Index directors (bottom panels of Figures 2.3 and

2.4). Visually, this is fairly strong evidence that directors that sit on average boards of

firms with poor governance are more reliant on personal connections to acquire additional

directorships. The G-Index, of course, is endogenous to the firm as it could just reflect an

unobservable industry factor or board and shareholder preferences (e.g., industry practices,

preference for directors with larger professional networks, etc.). I remain agnostic here about

whether having more or less shareholder rights is beneficial to the firm. The purpose of this

exercise is to highlight the fact that firms with ostensibly weaker shareholder rights can

explain some of the reliance on director networks in the directorship recruitment market.

[Insert Table 2.4]

However, it is worth noting that directors with high degree and aggregate degree cen-

tralities seem to be attracted to firms with high G-Index values within both Treatment and

Control Director groups. Table 2.4 shows mean differences in several director characteristics

between those that have board positions at high and low G-Index firms in each experimental

group. I also find that high G-Index firms have larger boards. In general, we cannot distin-

guish between whether shareholders are selecting highly central directors by creating a weak

shareholder rights environment for them to utilize their networks or highly central directors

are extracting rent by intentionally removing shareholder rights.

[Insert Table 2.6]
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Table 2.6 documents the estimation results for high and low G-Index firms. Columns 1,

4, and 7 estimates the treatment effects on net directorships added, probability of adding

a directorship, and probability dropping a directorship, respectively, for directors who have

board positions at high G-Index firms. Columns 2, 5, and 8 estimate the treatment effects

for the same set of variables for directors that have directorships at low G-Index firms. I

find that the treatment effect is not statistically significant in general for directors having

board positions at low G-Index firms (i.e., strong shareholder rights). Directors with board

positions at high G-Index firms, conversely, experience a 12 percent drop in the probability

of finding an additional directorship in a 1-year period given a loss of connections to Event

Directors. As shown in Columns 3, 6, and 9 of Table 2.6, I find no statistically significant

joint effects between the treatment and being a board member at a high G-Index firm.

2.7 Conclusion

Information is often difficult to verify. For instance, references and letters of recommenda-

tions from those with established credibility (i.e., those who are in the network) are usually

mandatory with any job application as a way to attribute credibility to someone who is not

in the network. These practices are low cost methods of overcoming information uncertainty.

That is, reducing the universe of possible job candidates to just those with direct or indirect

ties speeds up the hiring process dramatically. However, this may not always yield optimal

outcomes; a capable director can be overlooked because nobody in the network can vouch

for his or her qualifications.

The market for directorships, as this paper has shown, is a prime example where who

you know is more credible and trustworthy than those who you do not know, despite having

information about them given to you. My results show that director recruitment depends

heavily on personal contacts from company board and management. Using the experimental

setup outlined in previous sections, I show that director mobility is significantly impeded

when certain connections are temporarily suspended by corporate bankruptcies. Moreover,

I show that the directorship market dependency on network ties is stronger for firms with
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weaker shareholder rights. Also, directors that have higher degree centralities than other

directors experience a stronger decline in their ability to acquire additional directorships.

This paper provides a methodology that can be easily extended to other corporate events

that is strongly related to executive networks. The methodology outlined in this paper

allows one to make causal arguments on the treatment effect resulting from connection

losses, assuming the corporate event is convincingly related to breakdowns in executives’

social networks.

The findings of this paper should also bring to light what it really means to be an

“independent” director or board independence in general. An independent director’s abil-

ity to add directorships measures his or her external demand for his or her board service.

However, all else equal, independence may be compromised if the director relies on his or

her personal connections to acquire additional directorships. System-wide reliance of such

a practice inherently generates quid pro quo relationships, which prevents directors to be

truly disinterested.

Director and board independence is a social network issue underpinned in several fields

including law, pscyhology, and economics. In the case of re Oracle Corp. Derivative Lit-

igation, 824 A.2nd (Del. Ch. 2003), the court found that non-economic ties need to be

considered in determining the independence of a board committee. Pscyhology provide us

with several cognitive biases that prevent people to be objective. For example, people are

often susceptible to confirmation bias (Nickerson 1998) and in-group favoritism (Taylor and

Doria 1981). While this paper contributes to the literature by exploring the impact of so-

cial networks on director mobility, further research may explore the relationship between

executive-level and firm-level networks. The evolution of these networks over time needs

further examination as well.
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2.8 Figures

Figure 2.1: Industry Surveys of Sources used to Recruit New Board Members
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Surveys are from PricewaterhouseCoopers’ 2010 and 2012 Annual Corporate Directors Surveys.
The sample size of the 2010 and 2012 surveys are 1110 and 860, respectively.
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Figure 2.2: Average Director Turnover Measures
Average Directorships Added Minus Dropped
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Only executives holding directorships at year zero are used to generate these plots. Event Directors are
directors that hold or have held a board position for at least one firm that has filed for bankruptcy at year
zero. Treatment Directors are directors that hold board appointments with Event Directors at year zero.
Control Directors are directors that share a board with the Treatment Directors at year zero, but have no
work histories with Event Directors. Both Treatment and Control Directors have never served on a board of
a firm that has filed for bankruptcy. Each solid line in each plot represents the mean of a director turnover
measure for an experimental group. The dashed lines are 95 percent confidence intervals assuming the
error distribution is approximately normal with unknown variance. Bankruptcy filing years are restricted
to years between 2000 and 2009.
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Figure 2.3: Director Turnover of those with Board Positions on Firms with High G-Index
Average Directorships Added Minus Dropped
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Only executives holding directorships at firms with average G-Index greater than or equal to 9 (median)
at year zero are used to generate these plots (see Gompers, Ishii, and Metrick 2003). Event Directors are
directors that hold or have held a board position for at least one firm that has filed for bankruptcy at year
zero. Treatment Directors are directors that hold board appointments with Event Directors at year zero.
Control Directors are directors that share a board with the Treatment Directors at year zero, but have no
work histories with Event Directors. Both Treatment and Control Directors have never served on a board of
a firm that has filed for bankruptcy. Each solid line in each plot represents the mean of a director turnover
measure for an experimental group. The dashed lines are 95 percent confidence intervals assuming the
error distribution is approximately normal with unknown variance. Bankruptcy filing years are restricted
to years between 2000 and 2009.
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Figure 2.4: Director Turnover of those with Board Positions on Firms with Low G-Index
Average Directorships Added Minus Dropped
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Only executives holding directorships at firms with average G-Index below 9 (median) at year zero are used
to generate these plots (see Gompers, Ishii, and Metrick 2003). Event Directors are directors that hold
or have held a board position for at least one firm that has filed for bankruptcy at year zero. Treatment
Directors are directors that hold board appointments with Event Directors at year zero. Control Directors
are directors that share a board with the Treatment Directors at year zero, but have no work histories with
Event Directors. Both Treatment and Control Directors have never served on a board of a firm that has
filed for bankruptcy. Each solid line in each plot represents the mean of a director turnover measure for an
experimental group. The dashed lines are 95 percent confidence intervals assuming the error distribution is
approximately normal with unknown variance. Bankruptcy filing years are restricted to years between 2000
and 2009.
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Figure 2.5: Director Compensation
Average Natural Logarithm of Total Compensation
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Only executives holding directorships at year zero are used to generate these plots. Event Directors are
directors that hold or have held a board position for at least one firm that has filed for bankruptcy at year
zero. Treatment Directors are directors that hold board appointments with Event Directors at year zero.
Control Directors are directors that share a board with the Treatment Directors at year zero, but have
no work histories with Event Directors. Both Treatment and Control Directors have never served on a
board of a firm that has filed for bankruptcy. Each solid line in each plot represents the mean of a director
compensation measure for an experimental group. The dashed lines are 95 percent confidence intervals
assuming the error distribution is approximately normal with unknown variance. Bankruptcy filing years
are restricted to years between 2000 and 2009.
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Figure 2.6: Average Director Turnover Measures at the Firm Level
Average Directors Added Minus Dropped
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Only firms that have board seats occupied by either Treatment or Control (or both) Directors are used to
generate these plot. Low Treatment Firms have proportions of Treatment Directors on their boards below
the 25th percentile. High Treatment Firms have proportions of Treatment Directors on their boards above
the 75th percentile. Each solid line in each plot represents the mean of an aggregated director turnover
measure for either a low or high treatment firm. The dashed lines are 95 percent confidence intervals
assuming the error distribution is approximately normal with unknown variance. Bankruptcy filing years
are restricted to years between 2000 and 2009.
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Figure 2.7: Average Firm Performance Measures
Average Return on Assets
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Only firms that have board seats occupied by either Treatment or Control (or both) Directors
are used to generate these plot. Low Treatment Firms have proportions of Treatment Directors
on their boards below the 25th percentile. High Treatment Firms have proportions of Treatment
Directors on their boards above the 75th percentile. Each solid line in each plot represents the
mean of a firm performance measure for either a low or high treatment firm. The dashed lines
are 95 percent confidence intervals assuming the error distribution is approximately normal with
unknown variance. Bankruptcy filing years are restricted to years between 2000 and 2009.

98



2.9 Tables

Table 2.1: Experimental Group Sample Sizes by Bankruptcy Filing Year

Filing Year Control Treament Event Total

1986 12 6 1 19
1987 21 38 6 65
1991 49 55 7 111
1992 199 169 19 387
1993 4 6 1 11
1994 120 71 6 197
1995 262 180 10 452
1996 129 65 9 203
1997 217 116 10 343
1998 478 170 18 666
1999 361 261 32 654
2000 1321 1098 94 2513
2001 1668 1467 161 3296
2002 1547 916 125 2588
2003 1404 368 74 1846
2004 1133 262 42 1437
2005 1390 326 66 1782
2006 1443 344 57 1844
2007 1230 184 19 1433
2008 1764 556 133 2453
2009 2184 1097 358 3639
2010 809 115 48 972
2011 1199 77 30 1306

Total 18944 7947 1326 28217

Only executives holding directorships at year zero are
used to generate these plots. Event Directors are di-
rectors that hold or have held a board position for
at least one firm that has filed for bankruptcy at
year zero. Treatment Directors are directors that hold
board appointments with Event Directors at year zero.
Control Directors are directors that share a board with
the Treatment Directors at year zero, but have no
work histories with Event Directors. Both Treatment
and Control Directors have never served on a board
of a firm that has filed for bankruptcy. Bankruptcy
filing years are restricted to years between 2000 and
2009.
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Table 2.4: Director-Level Differences in Characteristics Between High and Low G-Index
Firms

Treatment Directors

G-Index ≥ Median G-Index < Median

Variable Mean Std. Dev. Mean Std. Dev. High–Low Std. Error

CEO 0.370 0.483 0.293 0.455 0.076∗∗∗ 0.028
Age 57.624 8.345 56.976 9.621 0.648 0.563
Independent 0.565 0.495 0.633 0.482 −0.072∗∗∗ 0.008
Ties to a Multiple Director 0.720 0.449 0.634 0.482 0.068∗∗ 0.029
Number of Directorships 2.950 1.574 3.146 2.511 −0.195 0.138
Average Board Size 8.761 3.628 6.962 3.133 1.798∗∗∗ 0.199
Degree Centrality (Dt(·)) 43.648 47.776 35.764 44.184 7.883∗∗∗ 2.749
Aggregate Degree Centrality (∆t(·)) 88.748 83.965 67.481 70.956 21.267∗∗∗ 4.554
Average ROA 0.081 0.084 0.059 0.085 0.022∗∗∗ 0.005
Average Market to Book Ratio 2.169 1.843 2.083 1.367 0.086 0.093

Control Directors

G-Index ≥ Median G-Index < Median

Variable Mean Std. Dev. Mean Std. Dev. High–Low Std. Error

CEO 0.300 0.458 0.308 0.462 −0.007 0.019
Age 59.616 9.104 59.497 9.609 0.118 0.402
Independent 0.723 0.447 0.645 0.478 0.078∗∗∗ 0.019
Ties to a Multiple Director 0.762 0.425 0.797 0.402 −0.034∗ 0.017
Number of Directorships 1.917 1.135 1.746 1.079 0.171∗∗∗ 0.047
Average Board Size 7.781 3.501 6.411 2.716 1.370∗∗∗ 0.130
Degree Centrality (Dt(·)) 18.624 7.295 15.878 7.149 2.745∗∗∗ 0.307
Aggregate Degree Centrality (∆t(·)) 39.224 42.780 36.414 44.368 2.810 1.867
Average ROA 0.065 0.089 0.080 0.131 −0.014∗∗∗ 0.005
Average Market to Book Ratio 1.999 1.402 2.770 2.151 −0.771∗∗∗ 0.081

Only executives holding directorships at year zero are shown here. Pre-treatment period shown above
covers the bankruptcy filing year and the year before. Event Directors are directors that hold or have
held a board position for at least one firm that has filed for bankruptcy at year zero. Treatment Directors
are directors that hold board appointments with Event Directors at year zero. Control Directors are
directors that share a board with the Treatment Directors at year zero, but have no work histories with
Event Directors. Both Treatment and Control Directors have never served on a board of a firm that has
filed for bankruptcy. Bankruptcy filing years are restricted to years between 2000 and 2009.
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Table 2.7: Director Turnover Around Bankruptcy Filing by Degree Centrality

Least Most
Central Central

(1) (2) (3) (4) (5)

Treatment × Post-Bankruptcy −0.040 −0.027 −0.045∗∗ −0.044∗∗ −0.208∗∗∗

(0.037) (0.018) (0.021) (0.017) (0.022)

CEO 0.050 −0.037 −0.018 −0.076∗∗ 0.000
(0.032) (0.026) (0.036) (0.038) (0.036)

ln(Age) −0.718 −2.002∗∗∗ −2.707∗∗∗ −4.163∗∗∗ −12.516∗∗∗

(0.658) (0.342) (0.504) (0.967) (1.714)

Independent 0.075 −0.003 0.109∗∗ 0.075∗ 0.155∗∗∗

(0.055) (0.029) (0.043) (0.045) (0.052)

Ties to a Multiple Director −0.068∗∗ 0.011 0.008 −0.035∗ 0.012
(0.028) (0.023) (0.023) (0.018) (0.023)

Number of Directorships 0.263∗∗∗ 0.286∗∗∗ 0.265∗∗∗ 0.268∗∗∗ 0.242∗∗∗

(0.024) (0.018) (0.020) (0.015) (0.015)

Average Board Size 0.005 0.005∗ 0.005 −0.001 0.005
(0.006) (0.003) (0.004) (0.004) (0.005)

Average ROA −0.196∗∗∗ −0.123∗∗ 0.060 0.125∗ −0.001
(0.069) (0.061) (0.066) (0.073) (0.183)

Average Market to Book Ratio 0.013∗∗∗ 0.009∗∗∗ 0.002 0.005 0.011
(0.003) (0.003) (0.005) (0.003) (0.007)

Year FE Yes Yes Yes Yes Yes
Director FE Yes Yes Yes Yes Yes

Obs. 5149 7816 6325 7262 5275
Adj. R2 0.425 0.338 0.313 0.304 0.272

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the event director level. Only executives holding directorships at
year zero are shown here. Event Directors are directors that hold or have held a board position
for at least one firm that has filed for bankruptcy at year zero. Treatment Directors are directors
that hold board appointments with Event Directors at year zero. Control Directors are directors
that share a board with the Treatment Directors at year zero, but have no work histories with
Event Directors. Both Treatment and Control Directors have never served on a board of a
firm that has filed for bankruptcy. Bankruptcy filing years are restricted to years between 2000
and 2009. Event study window covers 2 years before and 2 years after the bankruptcy filing
year. Degree centrality counts the number of director associations or the number of shared
directorships at boards on which a director is currently a member.
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Table 2.8: Director Turnover Around Bankruptcy Filing by Aggregate Degree Centrality

Least Most
Central Central

(1) (2) (3) (4) (5)

Treatment × Post-Bankruptcy −0.028 −0.079∗∗∗ −0.073∗∗∗ −0.134∗∗∗ −0.183∗∗∗

(0.023) (0.020) (0.018) (0.019) (0.022)

CEO −0.008 −0.015 0.016 −0.064 −0.037
(0.023) (0.033) (0.035) (0.039) (0.039)

ln(Age) −1.299∗∗∗ −3.336∗∗∗ −3.677∗∗∗ −5.250∗∗∗ −6.237∗∗∗

(0.443) (0.642) (0.544) (0.860) (1.568)

Independent 0.089∗∗ 0.084∗∗∗ 0.084∗ 0.046 0.062
(0.036) (0.032) (0.043) (0.039) (0.052)

Ties to a Multiple Director −0.058∗∗ −0.006 −0.006 −0.001 −0.027
(0.024) (0.021) (0.017) (0.020) (0.031)

Number of Directorships 0.266∗∗∗ 0.281∗∗∗ 0.236∗∗∗ 0.265∗∗∗ 0.233∗∗∗

(0.025) (0.016) (0.016) (0.013) (0.016)

Average Board Size 0.005 0.003 0.000 0.003 −0.002
(0.003) (0.003) (0.005) (0.006) (0.006)

Average ROA −0.175∗∗∗ −0.038 −0.015 0.268∗∗∗ −0.126
(0.058) (0.059) (0.067) (0.090) (0.110)

Average Market to Book Ratio 0.012∗∗∗ −0.001 0.006 0.012∗∗∗ 0.006
(0.002) (0.004) (0.004) (0.005) (0.004)

Year FE Yes Yes Yes Yes Yes
Director FE Yes Yes Yes Yes Yes

Obs. 7760 7101 6787 6060 4162
Adj. R2 0.393 0.327 0.309 0.310 0.344

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the event director level. Only executives holding directorships at
year zero are shown here. Event Directors are directors that hold or have held a board position
for at least one firm that has filed for bankruptcy at year zero. Treatment Directors are directors
that hold board appointments with Event Directors at year zero. Control Directors are directors
that share a board with the Treatment Directors at year zero, but have no work histories with
Event Directors. Both Treatment and Control Directors have never served on a board of a firm
that has filed for bankruptcy. Bankruptcy filing years are restricted to years between 2000 and
2009. Event study window covers 2 years before and 2 years after the bankruptcy filing year.
Aggregate degree centrality is defined as the num of a director’s past and current professional
connections.
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Table 2.9: Director Compensation Around Bankruptcy Filing

ln(Total ln(Salary) ln(Bonus) ln(Number of
Compensation) Options Awarded)

(1) (2) (3) (4)

Treatment × Post-Bankruptcy 0.025 0.027 −0.072 0.007
(0.037) (0.027) (0.135) (0.088)

CEO 0.254∗∗∗ 0.221∗∗∗ 0.250 0.314∗

(0.068) (0.059) (0.229) (0.178)

ln(Age) 0.906 1.924 0.037 7.076
(2.415) (2.423) (9.151) (6.574)

Independent 0.040 0.077∗∗ −0.174 −0.372∗∗

(0.059) (0.037) (0.233) (0.172)

Ties to a Multiple Director −0.053∗∗ −0.027 −0.319∗∗∗ 0.045
(0.026) (0.021) (0.108) (0.071)

Number of Directorships 0.045 0.020 0.282∗∗∗ 0.100
(0.040) (0.026) (0.096) (0.087)

Average Board Size 0.018 0.013 0.016 −0.041
(0.013) (0.009) (0.040) (0.033)

Degree Centrality −0.006 −0.012∗∗ −0.007 0.003
(0.008) (0.006) (0.016) (0.012)

Aggregate Degree Centrality −0.001 0.004 −0.005 −0.002
(0.005) (0.004) (0.013) (0.011)

Average ROA 0.245∗ 0.028 1.206 0.245
(0.136) (0.094) (0.800) (0.527)

Average Market to Book Ratio 0.008 0.008 −0.032 −0.048
(0.006) (0.005) (0.026) (0.030)

Year FE Yes Yes Yes Yes
Director FE Yes Yes Yes Yes

Obs. 6102 6102 6102 6079
Adj. R2 0.791 0.838 0.611 0.567

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors
in parentheses are clustered at the event director level. Only executives holding directorships
at year zero are shown here. Event Directors are directors that hold or have held a board
position for at least one firm that has filed for bankruptcy at year zero. Treatment Directors
are directors that hold board appointments with Event Directors at year zero. Control
Directors are directors that share a board with the Treatment Directors at year zero, but
have no work histories with Event Directors. Both Treatment and Control Directors have
never served on a board of a firm that has filed for bankruptcy. Bankruptcy filing years are
restricted to years between 2000 and 2009. Event study window covers 2 years before and 2
years after the bankruptcy filing year.
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Table 2.10: Firm-Level Director Turnover Around Bankruptcy Filing

Directorships Probability of Probability of
Added Minus Dropped Adding Dropping

(1) (2) (3)

% Treatment × Post-Bankruptcy −0.509∗∗∗ −0.116∗∗∗ 0.075∗∗∗

(0.069) (0.026) (0.025)

ln(Board Size) 0.277∗∗∗ 0.361∗∗∗ 0.341∗∗∗

(0.062) (0.030) (0.029)

Tobin’s Q 0.001 −0.003 −0.008∗

(0.014) (0.006) (0.005)

Book Leverage 0.013 −0.040 −0.079
(0.189) (0.078) (0.054)

ln(Book Assets) 0.048 0.030∗ 0.000
(0.044) (0.018) (0.020)

ROA 0.019 0.021 0.001
(0.024) (0.014) (0.012)

ROE 0.001 0.000 −0.001
(0.002) (0.001) (0.001)

RNOA 0.000∗∗∗ 0.000∗∗∗ 0.000
(0.000) (0.000) (0.000)

ROS 0.000 0.000 0.000
(0.001) (0.000) (0.000)

ln(Firm Age) −0.699∗∗∗ −0.295∗∗∗ −0.004
(0.139) (0.058) (0.051)

Year FE Yes Yes Yes
Firm FE Yes Yes Yes

Obs. 10261 10261 10261
Adj. R2 0.093 0.249 0.184

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors
in parentheses are clustered at the event director level. Only firms that have board seats
occupied by either Treatment or Control (or both) Directors are used. Low Treatment
Firms have proportions of Treatment Directors on their boards below the 25th percentile.
High Treatment Firms have proportions of Treatment Directors on their boards above the
75th percentile. Bankruptcy filing years are restricted to years between 2000 and 2009.
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Table 2.11: Description of Control Variables

Variable Name Description

Treatment Binary variable indicating whether a director be-
longs in the treatment group: Event Directors are
directors that held or have held a board position at
at least one firm that has filed for bankruptcy at
year zero. Treatment Directors are directors that
had held board appointments with Event Directors
at year zero. Control Directors are directors that
share a board with the Treatment Directors, but
have no work history with Event Directors. Both
Treatment and Control Directors never served on a
board of a firm that has filed for bankruptcy.

Post-Bankruptcy Binary variable indicating post-treatment time pe-
riod

CEO Binary variable indicating whether a director is also
the CEO of the company

Age Age of the director

Independent Indicator for whether a director is designated as be-
ing independent

Ties to a Multiple Director Indicator for having connections with at least one
director who sits on more than 1 board

Number of Directorships Number of boards of which a director is currently a
member

Average Board Size The average size of the board on which a director
sits

Degree Centrality (Dt(·)) Degree centrality counts the number of director as-
sociations or the number of shared directorships at
boards on which a director is currently a member

Aggregate Degree Centrality (∆t(·)) Professional component of the “Rolodex” variable
from Engelberg, Gao, and Parsons (2013b): This is
the sum of a director’s current and past professional
connections.

Average ROA Average return on assets of firms on which director
is serving as a board member

Average Market to Book Ratio Average market to book ratio of firms on which di-
rector is serving as a board member
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CHAPTER 3

Family Feud: Proxy Vote Disagreements between

Passive and Active Funds

Recent empirical studies in the mutual fund literature find that changes in the share of

passive mutual fund ownership of a given firm can lead to changes in its corporate gover-

nance practices. The argument for positive changes in corporate governance in response to

increases in ownership share of passive funds relies on the fact that passive funds lack an exit

option. Since passive funds emulate the portfolio holdings of stock indexes, they are unable

to liquidate their stakes in poor performing firms. However, does this necessarily imply that

passive funds vote differently than active ones in their proxy voting ballots? It can be ar-

gued that compared to active funds, index funds have less resources to monitor (e.g., lower

fees, more diversified holdings, etc.) and therefore, on average, may not behave differently

than active funds. Additionally, funds within a given fund family are likely to share similar

information. This paper seeks to understand whether passive funds vote differently than

active ones with respect to corporate governance related agenda items on proxy ballots.

Whether more passive fund owners leads to better or worse firm governance is still an open

question empirically. In this paper, we explore the proxy voting channel for mutual funds to

influence corporate governance practices for firms in which they have holdings. Based on the

recorded votes of mutual funds from various governance related agenda ballot items from

2003 to 2015, we find that passively managed mutual funds on average tend to disagree with

management recommendations compared to their actively managed counterparts. However,

voter efficacy of passive funds are not equal across agenda item categories. We find that

passive funds are more successful than active funds at achieving their desired outcome on

shareholder rights related agenda items. Conversely, passive funds are less likely than active

110



funds to get their way on executive compensation agenda items. On average, we find that

passive funds are exercising their “voice” through the voting channel.

Section 1 reviews the related literature on mutual fund families and the relationship

between passive institutional investors and corporate governance. Section 2 summarizes

our empirical strategy and the datasets used to answer our research questions. Section 3

documents our results. Section 4 concludes.

3.1 Literature Review

3.1.1 Passive Institutional Investors and Corporate Governance

Passive institutional investors are becoming an increasingly large component of shareholders

in the U.S. stock market through the popularization of indexation. Because indexation

prevents passive funds from divesting poor performing stocks in their portfolios, some recent

papers have argued that the lack of an exit option disciplines passive funds to improve

the returns of their firm holdings through the “voice” channel. However, the empirical

findings are mixed. Appel, Gormley, and Keim (2016) show that increases in index fund

ownership of a firm can lead to improvements of its corporate governance. Using Russell

index reconstitutions as a source of exogenous variation in the percentage share of passive

mutual fund ownership, they demonstrate that more passive ownership leads to the removals

of poison pills, establishment of equal voting rights, and increases in board independence.

Similarly, Mullins (2014) find that firms added to the Russell 1000 (from the Russell 2000)

substantially increase the performance sensitivity of their CEOs’ pay and the likelihood of

CEO turnover within two years. These firms also exhibit greater resistance to management

proposals at shareholder meetings, lower rates of failure of shareholder proposals, and have

materially lower capital expenditures and fewer cash and diversifying acquisitions. Using the

similar identification strategies as above, Crane, Michenaud, and Weston (2016) find that

higher institutional ownership causes firms to pay more dividends and Boone and White

(2015) find that higher institutional ownership leads to greater levels of transparency from
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management.1

In contrast, Schmidt and Fahlenbrach (2017) provide evidence that the power of CEOs

increases in firms with more passive owners, as measured by CEO title accumulations. Addi-

tionally, shareholders react more negatively to the accumulation of titles and the appointment

of new directors in firms with more passive owners. Lastly, Schmidt and Fahlenbrach (2017)

also finds that firms engage in more value-destroying mergers and acquisitions (M&A) after

increases in passive ownership.

These contradictory findings potentially stem from the fact that we are unable to disen-

tangle effects that are driven by simply having more institutional investors from the fund

strategy of being passive or indexers. Moreover, the existing literature is silent on the ex-

act mechanism in which passive institutional investors can generate corporate governance

changes. This paper attempts to reconcile these competing results by analyzing mutual fund

proxy voting behavior between passive and active mutual funds.

3.1.2 Agency Issues in Mutual Fund Proxy Voting

The literature in mutual fund proxy voting finds that mutual fund votes can be subject to

manipulation. This manipulation can lead to voting outcomes that do not coincide with

shareholder interests. Several papers such as Ashraf, Jayaraman, and Ryan (2012), Davis

and Kim (2007), and Ng, Wang, and Zaiats (2009) show that fund votes can be influenced

by existing business ties. Ashraf, Jayaraman, and Ryan (2012) find that fund families

often support management when they have pension ties to firms in which they are also

stakeholders. Similarly, Davis and Kim (2007) and Ng, Wang, and Zaiats (2009) uncover

a positive relationship between business ties and the propensity to vote with management.

Others such as Iliev and Lowry (2015) and Matvos and Ostrovsky (2013) suggest that mutual

fund votes can be determined by recommendations of proxy advisory firms (e.g., ISS) or by

other mutual funds (e.g., herding or peer effects), respectively. In this paper, we explore the

1While theses studies focus mainly on the effect of passive investors on corporate governance issues, some
recent studies look into how passive investors affect firm operation decisions and product market competition.
See He and Huang (2014), Azar, Schmalz, and Tecu (2015), and Azar, Raina, and Schmalz (2016).
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possibility that passive mutual funds are less susceptible to agency issues, and therefore vote

differently than their active counterparts.

3.1.3 Competition within Mutual Fund Families

This paper lastly relates to the literature of fund competition within fund families. Several

papers provide evidence of coordination failure among funds in a fund family. Kempf and

Ruenzi (2008), for example, show that fund managers compete with other fund managers

of their own company for the best rank in the fund family. Likewise, Gaspar, Massa, and

Matos (2006) find that fund management companies have incentives to cross-subsidize the

performance of “high value funds” (i.e., high fees or high past performers) at the expense of

low value funds. This result is also supported by similar findings of Nanda, Wang, and Zheng

(2004). Nanda, Wang, and Zheng (2004) show that exceptional fund performance leads to

greater cash inflow to other funds in its family. These papers suggest that fund families

should not be viewed as coordinated entities. Our paper finds potential coordination failures

with respect to mutual fund proxy voting.

3.2 Data and Empirical Strategy

The core of our dataset is derived from SEC N-PX forms that are completed by registered

management investment companies. These forms report the proxy voting records of regis-

tered management investment companies for each 12-month period. The SEC makes this

information available to the public.

In order to account for mutual fund-specific characteristics (i.e., size, style, holdings,

etc.), we merge the N-PX dataset with both CRSP-Compustat and Thomson Reuters S12

mutual fund holdings data. We do this manually in the same approach as Iliev and Lowry

(2015) and Matvos and Ostrovsky (2013) by first matching on fund family name and then

by fund name.

We split our constructed dataset into 9 categories derived from classifications created
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by ISS themselves. The 9 categories broadly cover agenda items related to corporate gov-

ernance (executive compensation, shareholder rights, social issues, and board issues) and

corporate financing/regulation (auditing, capital, restructuring, dividend payouts, and rou-

tine). We focus on corporate governance related agenda items since we are interested in how

disagreements within mutual fund families can impact vote dispersion within mutual fund

families.

3.2.1 Outcome Variables of Interest

The primary outcome variables of interest are disagreement measures between passive and

active mutual funds. We study these measures via panel regression. At the proxy ballot

agenda item level, we look at whether passive mutual funds are more likely to disagree with

management and also whether they vote in the same direction as the realized vote outcome

(ex post).2 Standard errors in the panel regression specification are clustered at the fund

and firm levels. We also include fund family-year, firm-year, and ISS agenda type-year fixed

effects in our baseline model.

3.2.2 Measuring Pivotal Votes

Do passive mutual funds behave more like activist shareholders when their votes are pivotal?

As a first step, we use a naive ex-post measure of pivotal votes defined as the following:

abs(Vote Distance) =
∣∣% Voted For an Agenda Item− Vote Passing Threshold

∣∣ (3.1)

abs(Vote Distance) is large when an agenda item passes or fails to pass by a wide margin.

2We identify passive mutual funds using the same methodologies used by Appel, Gormley, and Keim
(2016). Specifically, we categorize funds as passive funds if their names contain at least one of the following
strings: Index, Idx, Indx, Ind (where indicates a space), Russell, S & P, S and P, S&P, SandP, SP, DOW,
Dow, DJ, MSCI, Bloomberg, KBW, NASDAQ, NYSE, STOXX, FTSE, Wilshire, Morningstar, 100, 400,
500, 600, 900, 1000, 1500, 2000, and 5000. We also use the classification variable provided by CRSP to
identify passive mutual funds.
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This scenario suggests ex-ante that the marginal vote does not matter.3 Conversely, an

agenda item that nearly passes or fails to pass would have a small abs(Vote Distance). This

scenario suggests that the marginal vote could potentially sway the vote outcome. To see

if passive mutual funds have more activist tendencies when their vote are more pivotal, we

interact the binary variable of being a passive mutual fund with this measure of how pivotal

a vote is for each agenda item. Shareholder activism would be less meaningful if mutual

funds disagree with management (and each other) when their votes do not matter. Figures

3.1, 3.2, 3.3, and 3.4 are histograms of the vote distance (without taking absolute value) for

agenda items related to executive compensation, shareholder rights, social issues, and board

issues, respectively.

[Insert Figures 3.1, 3.2, 3.3, and 3.4]

Something to take notice from these histograms is that the distributions of vote distance

for executive compensation and board issues are highly asymmetric. This asymmetric pat-

tern could arise from management pressures to collect sufficient votes to pass agenda items

related to their own pay or position. On the other hand, the vote distance distribution for

shareholder rights are far less skewed and have most of its mass around the cutoff or passing

vote threshold. This suggests that these shareholder rights related agenda items may be

less susceptible to vote manipulation or persuasion from management. Lastly, social issues

related agenda items (e.g., climate change, energy efficiency, etc.) do not seem to be of a

major concern by shareholders in general, as they often fail to pass.

3.2.3 Mutual Fund Type and Vote Dispersion

To measure mutual fund type dispersion (i.e., mutual funds being passive or active), we

calculate the (unbiased) sample variance of being a passive mutual fund for each unique

agenda item within a fund family. Note that since the variables in which we are calculating

the variance are binary, the sample variance takes the following form:

3The main reason why this measure could be problematic is that votes could be manipulated. In other
words, votes are rarely pivotal. Whether mutual fund votes are ever pivotal requires further study.
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a

n− 1
− a2

n(n− 1)
(3.2)

where a is the number of passive mutual funds or “for” votes. The variance is maximized

when a = n
2
, which is intuitive since we are dealing with binary variables. For a given

agenda item, a fund family is most dispersed when precisely half of its funds are passive.4

Likewise, a vote is most dispersed when precisely half the votes are “for” and the other half

are “against”. Therefore, we measure vote dispersion for each unique agenda item within a

fund family the same way. Table 3.1 documents our mutual fund type and vote dispersion

measures across several quantiles for agenda items in which there are at least two funds

casting a vote in the same fund family.

For each agenda item (for a particular company), there is an average of about 3 to 4 funds

that cast a vote from the same fund family. However, these 3 to 4 funds tend to be either all

passive or all active, as shown in the second row of Table 3.1. Mixtures of passive and active

funds of the same fund family per agenda item are rare, but they interestingly correlate

with the number of funds per agenda item and also vote dispersion across several corporate

governance related agenda item categories. The main takeaway from Table 3.1 is that as

the number of cross-holdings increases within fund family, dispersion in passive/active funds

and agenda item votes increases as well.

3.3 Results

3.3.1 Proxy Vote Dispersion within Fund Family

To test the hypothesis that mutual fund type dispersion (passive vs. active) within fund

family is positively related to vote dispersion, we aggregate at the agenda item level and

calculate the standard deviations of indicators for passive or active funds and for proxy

4Note that the maximum value of the sample variance is a function of the sample size. The maximum
variance is equal to n

4(n−1) . To account for the size effect in our regressions, we include the number of unique

funds within a fund family casting votes for a specific agenda item as a control variable.
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votes (“for” or “against”). Then, we regress our measure of mutual fund type dispersion

on vote dispersion across several agenda item categories while controlling for the number of

funds within the same fund family voting on a particular agenda item. Tables 3.2 and 3.3

documents our regression results.

[Insert Tables 3.2 and 3.3]

Table 3.2 shows the regression results of agenda items related to executive compensation

(column 1), shareholder rights (column 2), social issues (column 3), and board issues (column

4). Although the coefficients are a bit difficult to interpret, the results suggest that passive

funds potentially vote differently than active funds. Intuitively, as fund families move towards

having precisely 50 percent passive funds, proxy votes also move towards having precisely 50

percent vote in a single direction. The magnitudes are small but statistically significant at the

1 percent level across these governance related agenda items. For more corporate financing

related agenda items shown in Table 3.3, the relationship still somewhat holds, but less

consistently. Table 3.3 reveals that for certain agenda items such as auditing (column 1) and

restructuring (column 3) there is likely very little disagreement on what should be done at

the fund family level.

3.3.2 Disagreements with Management Recommendations

Our baseline specification is a panel regression model estimated at the fund-agenda-item-

year level. The main task here is to test whether passive mutual funds vote differently

than active mutual funds within the same fund family. Firstly, we want to know how passive

mutual funds vote with respect to management recommendations compared to active mutual

funds. Tables 3.4, 3.6, 3.8, and 3.10 show the results of our estimated baseline model with a

binary dependent variable equalling to 1 if management and fund agree on how to vote on a

particular agenda item. For each of these tables, column 1 shows the estimated coefficient of

just the indicator variable for whether a fund is passive or active, column 2 adds the absolute

vote distance measure, column 3 includes the interaction of the passive indicator variable

with the absolute vote distance measure and fund fixed effects, and column 4 adds fund
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control variables derived from CRSP. Each of these specifications include fund-family-year,

firm-year, and ISS-agenda-type-year fixed effects.

[Insert Tables 3.4, 3.6, 3.8, and 3.10]

Across Tables 3.4, 3.6, 3.8, and 3.10, the estimated coefficient on the passive mutual

fund indicator variable consistently appears negative and is statistically significant at the 1

percent level for executive compensation and shareholder rights related agenda items. On

average, being passive is associated with an increase (decrease) of 1 percentage point in the

likelihood of disagreeing (agreeing) with management recommendations on executive com-

pensation related agenda items. Similarly, we observe an increase of 4 percentage points in

the likelihood of disagreeing with management recommendations on shareholder rights re-

lated agenda items in response to being a passive mutual fund. Although the point estimates

of being a passive mutual fund is negative for agenda items related to social and board issues,

they are not statistically significant. This suggests that there is less disagreement between

passive and active mutual funds on these agenda items.

The coefficient on the absolute vote distance measure is positive throughout Tables 3.4,

3.6, 3.8, and 3.10. As the marginal vote becomes less pivotal, the likelihood of deviating

from management recommendations is lower. In fact the absolute vote distance measure

is statistically and economically significant for executive compensation, shareholder rights,

and social issues related agenda items. When we interact the passive mutual fund indicator

with the absolute vote distance measure, we find that for higher levels of absolute vote

distance, passive funds are more likely than active funds to disagree with management on

executive compensation and shareholder rights related agenda items. We find similar results

for shareholder rights related agenda items. Assuming our measure of vote distance is an

accurate measure of how pivotal the marginal vote is ex-ante, these results suggest that

passive mutual funds are more “active” in the sense that they vote contrary to the majority

when their votes matter less.

Note that our absolute vote distance measure has little predictability on board related

agenda items. This may be due to the fact that there is very little disagreement on how
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to vote for board related agenda items. There is also the possibility that mutual funds in

general believe that management have more control over the outcomes of director elections

(i.e., single unopposed director candidate, etc.) and therefore just yield their votes to them.

Mutual fund voting patterns in director elections require further study.

3.3.3 Agreement with Vote Outcome

We use the same specification as explained in the previous section to see if passive mutual

funds are more likely to vote the same way as the realized outcome of each agenda item.

Tables 3.5, 3.7, 3.9, and 3.11 document the regression results on agenda items related to

executive compensation, shareholder rights, social issues, and board issues, respectively.

The dependent variable is equal to 1 if a fund achieves its desired voting outcome.

[Insert Tables 3.5, 3.7, 3.9, and 3.11]

In general, we find that voter efficacy of passive funds is not equal across all agenda

item categories. Being passive is associated with being more successful than active funds

at voting with the realized agenda item vote outcome related to shareholder rights: all else

equal, being passive leads to an increase in likelihood of voting with the winning majority

by 1 percentage point. Additionally, at higher levels of absolute vote distance, being passive

is associated with agreeing more with the winning majority. These point estimates are

statistically significant at the 1 percent level.

On the other hand, for executive compensation and social issues related agenda items,

being a passive mutual fund leads to a decrease in probability of voting with the winning

majority. Being passive is associated with a decrease in the probability of voting the same

direction as the realized outcome of executive compensation related agenda items by about

1.3 percentage points. In fact, the larger the vote distance, the more likely passive mutual

funds will not get their desired vote outcome for a particular compensation related agenda

item. These point estimates are statistically significant at the 1 percent level. Although

the point estimates for social issues related agenda items are not statistically significant, the
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fact that they are negative suggests that on average passive funds often go in the opposite

direction of the majority.

3.4 Conclusion

In contrast to other papers that study the outcomes of monitoring by passive mutual funds,

we focus our study on the actual monitoring behavior itself. We find significant differences

in the way passive mutual funds vote compared to active mutual funds within fund family.

Passiveness is correlated with more deviations from management recommendations. How-

ever, the vote efficacy of passive mutual funds are not equal across agenda item categories.

Passive funds are more successful than active funds at voting with the winning majority for

shareholder rights agenda items. Conversely, passive funds are less likely than active funds

to get their way for executive compensation agenda items. On the surface, it appears that

passive mutual funds are more active than active funds when it comes to proxy voting.
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3.5 Figures

Figure 3.1: Vote Distance on Agenda Items related to Executive Compensation
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The x-axis is the vote distance defined as the difference between the percentage of “for”

votes and the passing threshold. Frequency plot above includes agenda items from 2003 to

2015.
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Figure 3.2: Vote Distance on Agenda Items related to Shareholder Rights
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The x-axis is the vote distance defined as the difference between the percentage of “for”

votes and the passing threshold. Frequency plot above includes agenda items from 2003 to

2015.
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Figure 3.3: Vote Distance on Agenda Items related to Social Issues
Fr
eq
ue
nc
y

-0.
72
-0.
68
-0.
62
-0.
57
-0.
52
-0.
48
-0.
42
-0.
38
-0.
32
-0.
27
-0.
22
-0.
17
-0.
12
-0.
07
-0.
02 0.0

3
0.0
8
0.1
2
0.1
8
0.2
3
0.2
8
0.3
3
0.3
8
0.4
3

0

50

100

150

200

250

The x-axis is the vote distance defined as the difference between the percentage of “for”

votes and the passing threshold. Frequency plot above includes agenda items from 2003 to

2015.
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Figure 3.4: Vote Distance on Agenda Items related to Board Issues
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The x-axis is the vote distance defined as the difference between the percentage of “for”

votes and the passing threshold. Frequency plot above includes agenda items from 2003 to

2015.
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3.6 Tables

Table 3.1: Mutual Fund Type (Passive/Active) and Vote Dispersion Quantiles over Unique
Agenda Items

25% 50% 75% 80% 90% 95% 96% 97% 98% 99%

Funds per Agenda Item 2 3 6 6 9 13 14 16 18 23

Var(Passive/Active) 0.00 0.00 0.25 0.27 0.33 0.50 0.50 0.50 0.50 0.50

Var(Compensation) 0.00 0.00 0.00 0.00 0.00 0.20 0.25 0.30 0.33 0.50

Var(Shareholder Rights) 0.00 0.00 0.00 0.00 0.00 0.28 0.26 0.30 0.33 0.50

Var(Social Issues) 0.00 0.00 0.00 0.00 0.10 0.26 0.29 0.33 0.33 0.50

Var(Board Issues) 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.24 0.30 0.33

The data above only includes agenda items in which there is at least two funds casting a vote.
The sample variance is biased adjusted (i.e., n− 1 denominator).
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Table 3.2: Fund Family Dispersion and its Impact on Proxy Vote Dispersion related to
Corporate Governance

Executive Shareholder Social Board
Compensation Rights Issues Issues

(1) (2) (3) (4)

StdDev(1(Passive)) 0.026∗∗∗ 0.032∗∗∗ 0.054∗∗∗ 0.018∗∗∗

(0.007) (0.012) (0.012) (0.006)

log(Funds per Agenda Item + 1) 0.015∗∗∗ 0.014∗∗∗ 0.017∗∗∗ 0.011∗∗∗

(0.003) (0.003) (0.004) (0.002)

ISS Agenda Type × Year FE Yes Yes Yes Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes

Obs. 1,401,717 167,360 186,557 9,034,701
Adj. R2 0.205 0.211 0.285 0.179

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, and ∗∗∗, respectively. Standard errors
in parentheses are clustered at the fund level. Mutual fund proxy voting data begins in 2003
and ends in 2015. The dependent variable is the standard deviation of mutual fund votes (i.e.,
for or against/abstain) for each agenda item.

Table 3.3: Fund Family Dispersion and its Impact on Proxy Vote Dispersion related to
Corporate Financing

Audit Capital Restructure Dividend Routine

(1) (2) (3) (4) (5)

StdDev(1(Passive)) 0.007 0.030∗∗∗ 0.030 0.011∗ 0.024∗∗∗

(0.005) (0.011) (0.021) (0.006) (0.008)

log(Funds per Agenda Item + 1) 0.011∗∗∗ 0.011∗∗∗ 0.013 0.005∗∗ 0.016∗∗∗

(0.004) (0.002) (0.012) (0.002) (0.003)

ISS Agenda Type × Year FE Yes Yes Yes Yes Yes
Fund Family × Year FE Yes Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes Yes

Obs. 1,792,946 576,512 219,861 96,877 421,713
Adj. R2 0.158 0.177 0.143 0.097 0.159

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, and ∗∗∗, respectively. Standard errors in
parentheses are clustered at the fund level. Mutual fund proxy voting data begins in 2003 and ends in
2015. The dependent variable is the standard deviation of mutual fund votes (i.e., for or against/abstain)
for each agenda item.
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Table 3.4: Disagreement with Management Recommendations on Agenda Items related to
Executive Compensation

(1) (2) (3) (4)

1(Passive) −0.011∗∗∗ −0.014∗∗∗

(0.003) (0.004)

abs(Vote Distance) 1.048 1.083∗ 0.192∗∗∗

(0.066) (0.064) (0.068)

1(Passive) × abs(Vote Distance) −0.086∗∗∗ −0.071∗∗∗

(0.020) (0.023)

Fund Age −0.005∗∗∗

(0.001)

Turnover Ratio 0.000
(0.000)

log(TNA) 0.003∗∗∗

(0.001)

Expense Ratio −0.000
(0.000)

% Flow 0.000∗∗∗

(0.000)

log(Voting Shares) 0.114
(0.099)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 8,313,214 6,387,265 6,387,265 3,069,435
Adj. R2 0.383 0.371 0.397 0.392

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the fund and firm levels. Mutual fund proxy voting data begins in
2003 and ends in 2015. The dependent variable is equal to 1 if management and fund agree on
how to vote on a particular agenda item on a proxy statement. Otherwise, the dependent variable
is equal to equal to 0.
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Table 3.5: Agreement with Vote Outcomes related to Executive Compensation

(1) (2) (3) (4)

1(Passive) −0.013∗∗∗ −0.013∗∗∗

(0.003) (0.003)

abs(Vote Distance) 1.094∗∗∗ 1.123∗∗∗ 1.126∗∗∗

(0.064) (0.062) (0.066)

1(Passive) × abs(Vote Distance) −0.072∗∗∗ −0.055∗∗

(0.018) (0.022)

Fund Age −0.004∗∗∗

(0.001)

Turnover Ratio 0.000
(0.000)

log(TNA) 0.003∗∗

(0.001)

Expense Ratio −0.000
(0.000)

% Flow 0.000∗∗∗

(0.000)

log(Voting Shares) 0.092
(0.117)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 6,387,225 6,364,244 6,364,244 3,061,180
Adj. R2 0.329 0.344 0.368 0.364

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the fund and firm levels. Mutual fund proxy voting data begins
in 2003 and ends in 2015. The dependent variable is equal to 1 if fund achieves desired voting
outcome. Otherwise, the dependent variable is equal to equal to 0.
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Table 3.6: Disagreement with Management Recommendations on Agenda Items related to
Shareholder Rights

(1) (2) (3) (4)

1(Passive) −0.041∗∗∗ −0.039∗∗∗

(0.009) (0.008)

abs(Vote Distance) 0.142 0.197∗ 0.199∗

(0.106) (0.108) (0.107)

1(Passive) × abs(Vote Distance) −0.126∗∗∗ −0.160∗∗∗

(0.024) (0.034)

Fund Age −0.002
(0.003)

Turnover Ratio 0.000
(0.000)

log(TNA) −0.003
(0.002)

Expense Ratio −0.001∗∗∗

(0.000)

% Flow −0.001
(0.009)

log(Voting Shares) −0.016
(0.026)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 1,028,215 738,700 738,700 337,918
Adj. R2 0.572 0.593 0.622 0.606

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the fund and firm levels. Mutual fund proxy voting data begins in
2003 and ends in 2015. The dependent variable is equal to 1 if management and fund agree on
how to vote on a particular agenda item on a proxy statement. Otherwise, the dependent variable
is equal to equal to 0.
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Table 3.7: Agreement with Vote Outcomes related to Shareholder Rights

(1) (2) (3) (4)

1(Passive) 0.01∗∗∗ 0.009∗∗∗

(0.003) (0.003)

abs(Vote Distance) 0.753∗∗∗ 0.707∗∗∗ 0.743∗∗∗

(0.223) (0.227) (0.244)

1(Passive) × abs(Vote Distance) 0.108∗∗∗ 0.095∗∗∗

(0.027) (0.037)

Fund Age −0.010
(0.009)

Turnover Ratio 0.000∗

(0.000)

log(TNA) −0.010∗∗

(0.004)

Expense Ratio −0.000
(0.000)

% Flow −0.013
(0.013)

log(Voting Shares) −0.118
(0.074)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 705,540 690,928 690,928 318,331
Adj. R2 0.595 0.598 0.602 0.585

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the fund and firm levels. Mutual fund proxy voting data begins
in 2003 and ends in 2015. The dependent variable is equal to 1 if fund achieves desired voting
outcome. Otherwise, the dependent variable is equal to equal to 0.
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Table 3.8: Disagreement with Management Recommendations on Agenda Items related to
Social Issues

(1) (2) (3) (4)

1(Passive) −0.015∗∗∗ −0.009
(0.005) (0.005)

abs(Vote Distance) 1.705∗∗∗ 1.731∗∗∗ 1.575∗∗∗

(0.171) (0.170) (0.199)

1(Passive) × abs(Vote Distance) −0.098 0.094
(0.068) (0.094)

Fund Age 0.002∗∗∗

(0.001)

Turnover Ratio −0.000∗

(0.000)

log(TNA) 0.001
(0.002)

Expense Ratio −0.000
(0.000)

% Flow −0.007
(0.009)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 1,329,085 1,133,831 1,133,831 487,599
Adj. R2 0.395 0.430 0.499 0.499

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the fund and firm levels. Mutual fund proxy voting data begins in
2003 and ends in 2015. The dependent variable is equal to 1 if management and fund agree on
how to vote on a particular agenda item on a proxy statement. Otherwise, the dependent variable
is equal to equal to 0.
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Table 3.9: Agreement with Vote Outcomes related to Social Issues

(1) (2) (3) (4)

1(Passive) −0.009∗ −0.009∗

(0.005) (0.005)

abs(Vote Distance) 1.727∗∗∗ 1.745∗∗∗ 1.660∗∗∗

(0.169) (0.170) (0.176)

1(Passive) × abs(Vote Distance) −0.069 0.068
(0.027) (0.037)

Fund Age 0.001∗∗∗

(0.000)

Turnover Ratio −0.000∗

(0.000)

log(TNA) 0.001
(0.002)

Expense Ratio −0.000
(0.000)

% Flow −0.009
(0.009)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 705,540 690,928 690,928 318,331
Adj. R2 0.595 0.598 0.602 0.585

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors in
parentheses are clustered at the fund and firm levels. Mutual fund proxy voting data begins
in 2003 and ends in 2015. The dependent variable is equal to 1 if fund achieves desired voting
outcome. Otherwise, the dependent variable is equal to equal to 0.
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Table 3.10: Disagreement with Management Recommendations on Agenda Items related to
Board Issues

(1) (2) (3) (4)

1(Passive) 0.001 −0.003∗

(0.002) (0.002)

abs(Vote Distance) 0.001 0.001 0.002
(0.001) (0.001) (0.001)

1(Passive) × abs(Vote Distance) −0.001 −0.001
(0.001) (0.001)

Fund Age 0.003
(0.003)

Turnover Ratio 0.000∗∗

(0.000)

log(TNA) −0.000
(0.001)

Expense Ratio 0.000
(0.000)

% Flow 0.000
(0.000)

log(Voting Shares) −0.016
(0.048)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 53,660,127 40,544,151 40,544,151 18,884,394
Adj. R2 0.301 0.301 0.322 0.322

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard
errors in parentheses are clustered at the fund and firm levels. Mutual fund proxy
voting data begins in 2003 and ends in 2015. The dependent variable is equal to 1 if
management and fund agree on how to vote on a particular agenda item on a proxy
statement. Otherwise, the dependent variable is equal to equal to 0.
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Table 3.11: Agreement with Vote Outcomes related to Board Issues

(1) (2) (3) (4)

1(Passive) −0.003 −0.003
(0.002) (0.002)

abs(Vote Distance) 0.001 0.001 0.002
(0.001) (0.001) (0.001)

1(Passive) × abs(Vote Distance) −0.001 −0.001
(0.001) (0.001)

Fund Age 0.003
(0.002)

Turnover Ratio 0.000∗∗

(0.000)

log(TNA) −0.001
(0.001)

Expense Ratio 0.000
(0.000)

% Flow 0.000
(0.000)

log(Voting Shares) 0.014
(0.045)

Fund FE No No Yes Yes
CRSP Fund Style FE No No No Yes
Fund Family × Year FE Yes Yes Yes Yes
Firm × Year FE Yes Yes Yes Yes
ISS Agenda Type × Year FE Yes Yes Yes Yes

Obs. 40,385,757 40,210,003 40,210,003 18,741,042
Adj. R2 0.266 0.263 0.285 0.284

Significance levels 10%, 5%, and 1% are denoted by ∗, ∗∗, ∗∗∗, respectively. Standard errors
in parentheses are clustered at the fund and firm levels. Mutual fund proxy voting data
begins in 2003 and ends in 2015. The dependent variable is equal to 1 if fund achieves
desired voting outcome. Otherwise, the dependent variable is equal to equal to 0.
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