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ABSTRACT OF THE DISSERTATION

Shock tube kinetics and laser absorption diagnostics for

liquid- and hybrid-propellant rocket combustion analysis

by

Fabio Andres Bendana

Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2020

Professor Raymond M. Spearrin, Chair

As efforts to access and explore space increase, emerging rocket technologies will undeniably

continue to rely on chemical propulsion, as it remains the only feasible way of providing

Earth-to-orbit access and has proven invaluable in extending in-space capabilities. Accord-

ingly, advancements are needed to improve combustion performance and the understanding

of underlying chemical and physical phenomena governing chemical propulsion systems, as

they have a substantial impact on the mission capabilities of flight vehicles and spacecrafts.

While modeling efforts have made significant progress in recent years, empirical studies re-

main a necessity in the development of advanced propulsion systems; however, limits of

traditional instrumentation often preclude definitive interpretation of flow-field phenomena

in experimental tests and are not suitable for in-situ measurements at the extreme tem-

peratures and pressures present in rocket propulsion systems. As such, optical diagnostics

have become an attractive tool in combustion science due to the non-intrusive nature of the

measurement and flexibility in the measured properties (temperature, species concentration,

pressure, velocity, number density, etc.) inferred via spectroscopic interaction. Therefore,

to advance the next generation of chemical propulsion systems, advanced optical diagnostic

tools need be developed for characterizing propulsion test facilities and developing/validating

computational models for complex chemically reacting flow-fields.
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The work herein describes novel advancements in laser absorption spectroscopy for char-

acterizing liquid- and hybrid-propellant rocket combustion systems with support of a new

High-Enthalpy Shock Tube (HEST) facility at UCLA. Using the shock tube facility to emu-

late the high temperatures (T > 3000 K) and high pressures (P > 100 bar) present in liquid-

propellant rocket combustors, a novel laser absorption spectroscopy sensor that exploits

line-mixing effects in the infrared spectra was developed for temperature, carbon monox-

ide (CO), and carbon dioxide (CO2) measurements. This sensor was then demonstrated

on a liquid-propellant rocket combustor at the Air Force Research Laboratory (AFRL) in

Edwards Air Force Base with kerosene (RP-2)/oxygen and methane/oxygen propellant com-

binations. Successful thermochemistry measurements were obtained at pressures up to 105

bar–marking a significant improvement in the pressure capability of optical diagnostic tools.

In addition to these liquid-propellant rocket combustor measurements, a unique approach was

developed for investigating hybrid rocket propulsion flows. Using laser absorption tomogra-

phy, spatially-resolved measurements of temperature, carbon monoxide (CO), carbon dioxide

(CO2), and water (H2O) were obtained in the reaction layer of a hybrid-propellant rocket

combustor with poly(methyl methacrylate) (PMMA)/oxygen and high-density polyethylene

(HDPE)/oxygen propellant combinations and two injector geometries (single port and axial

showerhead). These measurements highlight combustion physics and thermochemical energy

conversion in the spatial domain and help identify mechanistic losses in combustion efficiency

for different engine configurations. Lastly, in efforts to develop and refine combustion models

for real fuels used in chemical propulsion systems, a novel time-resolved, laser absorption

spectroscopy technique was developed for measuring the formation of isotopically-labeled

carbon monoxide (12CO and 13CO) in shock tube oxidation experiments of isotopically-

labeled fuel blends. The technique was demonstrated by examining competitive oxidation

of methane (CH4) with differing C2 hydrocarbon functional groups (alkane, alkene, alkyne),

namely acetylene (C2H2), ethylene (C2H4), and ethane (C2H6). By isotopically-labeling spe-

cific fuel components of the overall fuel mixture and simultaneously measuring both 12CO and

13CO, individual reaction pathways and rates are distinguishable, providing kinetic targets

for reaction mechanisms used to model fuel blends present in chemical propulsion systems.
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CHAPTER 1

Introduction

Chemical propulsion has been the cornerstone of some of the most remarkable human achieve-

ments in the last 50 years, from Apollo 11 in 1969 to the commercial launch industry that

exists today. During the Apollo era, five F-1 engines powered by liquid oxygen and refined

kerosene boosted the Saturn V first stage (S-IC) off the launch pad and on to the moon with

over 7,610,000 lbf of thrust [1]. Today, chemical propulsion still remains the only conceiv-

able way of providing Earth-to-orbit access and has proven invaluable in extending in-space

capabilities. Currently, there are ongoing efforts by both NASA and private companies, such

as Space Exploration Technologies Corporation (SpaceX), Virgin Galactic, and Blue Origin,

among others, to reevaluate the way space is accessed, utilized, and explored. Chemical

propulsion will continue to play a vital role in emerging technologies; thus, parallel advance-

ments are needed to better understand the underlying chemical and physical phenomena

governing these systems.

Chemical propulsion systems use the chemical energy stored in the molecular bonds of the

propellant(s) to create thrust. In the combustion chamber, chemical reactions break these

molecular bonds and convert the propellant(s) (reactant(s)) into high-temperature, high-

pressure gas (products). The thermal energy in the combustor is then turned into useful

kinetic energy by expelling the hot gas through a supersonic nozzle–creating thrust. Chemical

propulsion systems are typically denoted by their propellant(s) and can be categorized into

three major classes: liquid-propellant engines, hybrid-propellant engines, or solid rocket

motors, with the main difference being the phase of the propellant(s). Liquid-propellant

engines store their propellant(s) in liquid phase, solid rocket motors cast a mixture of solid

fuel and solid oxidizer into a grain, and hybrid-propellant engines use a combination of
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the two, where oxidizer is typically stored in liquid or gas phase and the fuel is cast as

a solid fuel grain. Each class has its own strengths and limitations; therefore, mission

goals and requirements (safety, performance, reliability, cost, system complexity, ability to

throttle/restart, etc.) intimately decide which system is more appropriate. The scope of the

work covered herein is mainly relevant to applications utilizing liquid- or hybrid-propellant

systems; therefore, solid rocket motors will not be discussed in detail.

1.1 Liquid-propellant rocket combustion

Liquid-propellant rocket engines are a proven means of propulsion that enable both launch

and in-space operations. These systems can be further classified into two sub-categories:

monopropellants and liquid bi-propellants. Monopropellant engines differ in that they do

not require a separate oxidizer. Instead, a single propellant is passed over a catalyst, which

initiates a highly exothermic chemical decomposition process that provides enough thermal

energy to produce thrust. Liquid bi-propellant systems rely on fuel and oxidizer stored in

liquid phase. An injector atomizes, vaporizes, and mixes the propellants as they are fed

into the combustion chamber. The homogeneity of propellant mixing is critical to achieving

complete combustion and converting the maximum amount of chemical energy into thermal

energy.

There is a vast number of propellants (∼170) that have been considered for liquid-

propellant rocket engine designs [2]. Of these, over 25 different propellant combinations

have actually flown on U.S.-built engines [2]. Since there are extensive options, selecting

propellants often involves a compromise between certain advantages and disadvantages and,

ultimately, the specific application and mission goals/requirements determine the most suit-

able combination. Common liquid propellants and their properties are listed in Table 1.1.

The following characteristics are desirable in choosing liquid-propellants:

• High energy release per unit mass of propellant and low molecular weight of combus-

tion species : The more thrust is produced per unit mass of propellant indicates more
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efficient chemical-to-thermal energy conversion and results in better combustion per-

formance. Additionally, lower molecular weight of the exhaust gas (products) typi-

cally indicates molecules with lower heat capacities (monatomics and diatomics). This

means less thermal energy is used up in heating the exhaust gas and more thermal

energy is converted to useful kinetic energy (i.e. thrust).

• Ignition reliability : Propellants must be able to rapidly ignite once they are intro-

duced into the combustion chamber. Delayed ignition can result in an accumulation of

propellants in the chamber, which may then detonate or explode upon being ignited.

Additionally, in-space propulsion often requires multiple engine maneuvers, such as

orbit transfers, trajectory insertions, and attitude control, where re-ignition is critical

to mission success.

• Combustion stability : Chamber pressure fluctuations are normally present during en-

gine operation; however, they are typically random in frequency. If combustion be-

comes unstable, high pressure fluctuations can form and resonate at high or low fre-

quencies. This results in large vibrations of the system, which can lead to engine failure

or instrument damage.

• High propellant density : Propellants typically comprise the largest mass fraction of

the overall launch vehicle; therefore, high density is desired to reduce the required

propellant mass and minimize the dry mass of the propellant tanks and feed systems.

• High specific heat, high thermal conductivity, and high critical temperature: Typical

combustion temperatures are much higher (> 3000 K) than what materials can sustain

before melting/deforming. Therefore, to protect the combustion chamber and nozzle,

one or both propellants (typically just fuel) is often passed through tubes or channels

around these components to cool the engine prior to being injected into the combustion

chamber. High specific heat, high thermal conductivity, and high critical temperature

allow the propellant to cool the walls more efficiently.

• Low vapor pressure: Liquid propellants are often fed into the combustion chamber
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via turbopumps, which need to spin at very high rates (as high as 30,000+ rpm) to

output the necessary flow rates. As a result, the pressure of the propellants may drop

significantly at the pump inlet. If this pressure drops below the vapor pressure of

the propellants it results in cavitation, which can severely damage turbopump compo-

nents. As a result, propellants with low vapor pressure are desired to minimize this

phenomena.

• Non-corrosive, non-toxicity : Propellants must be compatible with engine and seal

materials to avoid corrosion and leaks. Additionally, propellants, and the fumes and

products they produce, are desired to have low toxicity for health, handling, and storage

reasons.

• Low viscosity : Propellants with low viscosity help minimize undesired pressure drops

and viscous losses through the feed system and injector.

When comparing monopropellants and liquid bi-propellants, the main advantages in using

a liquid-monopropellant engine is the reduced complexity and, thus, increased reliability in

the system operation. As mentioned previously, monopropellants rely on a single propellant;

therefore, the feed system requirements are cut in half compared to a liquid bi-propellant

system. This greatly reducing the weight of the vehicle and simplifies feed plumbing, flow

control, and injection. Additionally, monopropellants, like hydrazine and hydrogen perox-

ide, are considered storable propellants, which means they do not require extreme cooling

measures to remain liquid (as cryogenics do). This is suitable for spacecraft missions last

several years, which may require engine maneuvers throughout the lifetime of the vehicle.

Other advantages include high propellant densities, which lowers the dry mass of the vehicle,

and clean exhaust, which minimizes soot deposition on optical surfaces (windows, mirrors,

solar cells, etc.). Unfortunately, its principal drawback is lower performance when compared

to liquid bi-propellant engines and so monopropellants are typically only used as secondary

power sources (turbopump gas generator, auxiliary power, attitude control) in rocket engine

systems.
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For these reasons, monopropellants have significant heritage for in-space propulsion ap-

plications. They were first introduced between 1947-1966 with hydrogen peroxide and a

silver screen catalyst to provide 0.1–100 lbf of thrust [2]. Then, in 1958, hydrazine monopro-

pellant thrusters were developed, which used a granular alumina (aluminum oxide) catalyst

bed coated with iridium (Shell-405/S-405) [3, 4]. These systems improved combustion per-

formance by 50% compared to hydrogen peroxide (i.e. 0.1–150 lbf of thrust) [2]. Hydrazine

thrusters were first used for the attitude control system of Titan I and Titan II and, be-

cause of their start/stop capabilities (up to 100,000+ cycles), were then used for the rapid

pulsing operation of the attitude control systems for Pioneer 6, 7, 8, and 9 [2]. Over the

years, hydrazine thrusters have proven their reliability and, thus, have flown on numerous

missions including the Space Shuttle, Viking 1 and 2, the Pheonix lander, and the Curiosity

rover. Although hydrazine thrusters have been widely used across the propulsion industry

and exhibit improved performance over other monopropellants, there is currently renewed

interest and ongoing research in the use of non-toxic alternatives, such as hydrogen peroxide

and hydroxyl ammonium nitrate (HAN) [5, 6].

Liquid bi-propellants are extremely prevalent in the launch industry and can be found

in the majority of launch vehicles and numerous in-space systems. As seen by Table 1.1,

there are multiple energetic propellant combinations that are available for liquid bi-propellant

engines. As a result, their main advantage is the ability to provide high thrust-to-weight with

high combustion performance. Additional benefits include the ability to restart and throttle

the engine by controlling the feed system of each propellant. This is particularly useful for

planetary entry and descent, space rendezvous, orbital maneuvering, and following the most

economical thrust curve for optimum vehicle performance [7]. The main drawbacks from

using liquid bi-propellants are that it adds system complexity and the highest performing

propellants are not easily storable, as seen in Table 1.1. System complexity arises from

the fact that many of these engines operate on complex cycles, such as a gas generator,

expander, or staged-combustion cycle. These are illustrated in Fig. 1.1 and their benefits

and drawbacks are listed in Table 1.2. These cycles vary in complexity, so a trade-study

6



Table 1.2: Benefits and drawbacks of common liquid-propellant engine cycles

Cycle Benefits Drawbacks Vehicles

Gas generator Simplicity Lower performance Saturn V, Delta IV
Lower cost Ariane 5, Falcon 9

Staged combustion High performance
Increased complexity Space Shuttle
Increased cost Starship

Expander
Good performance

Power limited
Atlas V

Good component life Delta IVSUTTON 981

a) b) c)

Fig. 3 Simpliéed diagrams of three common engine cycles. The spirals are a symbol for the hydraulic resistance of an axisymmetric cooling jacket,
where heat is absorbed by the cooling èuid. From Ref. 2.

The expander cycle relies on the evaporation and heating of a
cryogenic propellant. This propellant (usually LH2) is heated and
gasiéed in the TC’s cooling jacket, and it is then expanded to drive
the turbine.There is no GG. The turbine exhaust gas is injected into
the combustion chamber, where it is burned eféciently with all of
the oxidizerat high pressureand high temperature.It was érst tested
in 1960, was developed by Pratt and Whitney and is explained in
Figs. 3 and Sec. V.B.5. The érst èight was in 1963.

The staged combustion cycle has two combustion chambers in
series. The érst, called the preburner,burns all of the fuel and some
of the oxidizer to give medium-hot gases at very high pressure, and
these gases drive the turbine. The turbine exhaust goes through the
injector into the main combustion chamber, where it is burned with
the bulk of the oxidizer and expandedeféciently with the rest of the
propellant; all of the reaction products are discharged through the
nozzle. This cycle was érst tested in the United States by Pratt and
Whitney in the 1960s (with a simulated turbine and without turbop-
ump) and with a complete engine by Rocketdyne around 1974. The
érst and only US engine with this cycle to èy (1981) was the SSME,
described in Sec. V.B.3 and shown subsequently.

1. TC, Heart of the Large LPRE

The TC consists of a combustionchamber, where the propellants
are burnedand formhotgas, a supersonicnozzle,where thegasesare
expandedand accelerated,and an injector,where the propellantsare
introducedto the chamber,brokenup into small droplets,and evenly
distributed in èow and mixture ratio over the cross section of the
chamber.1¡3 Because the gas temperature is usually twice the melt-
ing pointof steel, theheat transferand thecoolingof theTC structure
have historically been critical issues, and they are discussed next.

Originally the early investigators (1920s–1940s) used uncooled
TCs. The duration was limited to a few seconds by the heat-
absorbingcapacityof thewall,beforethewall materialwould locally
melt or readilyoxidize.UncooledTCs are still used for experiments,
short-durationapplications,and with special materials as well as in
some small TCs. Historically élm cooling was the érst method of
extending the duration to more than a minute.11 It was invented by
Goddard around 1925. He called it “curtain cooling,” where most of
the fuel was injected through slots or openings located in a circular
pattern at the outer diameter of the injector. It caused a reduction of
performance (2–20%) due to incomplete mixing of the two propel-
lants. Film cooling is still used today in some large TCs, but as a
supplementarymethod to augment other coolingmethods at critical
locations of high heat transfer rates.

Regenerativecoolingwas érst demonstratedin 1938 in the United
States by James H. Wyld, an amateur rocketeer and one of the
founders of RMI. His drawing is shown in Fig. 4. Here one of the
propellants(usuallythe fuel) is circulatedthroughthe coolingjacket
around the chamber and nozzle and absorbs heat. The name regen-

Fig. 4 Wyld’s simpliéed sketch of érst U.S. fully regeneratively cooled
TC (1938), (from Astronautics, a Journal of the American Rocket
Society, July 1938).

erative comes from the fact that heat absorbed by the coolant (in
the cooling jacket) is not lost, but is regenerated and augments the
heat of combustion.1;2;12 Because the design did not have a feature
to allow thermal axial growth, the inner wall yielded or wrinkled
and may have cracked on cooldown after several érings. Improved
versions of this thrust chamber design were used by RMI, Aero-
jet, and other U.S. contractors for about 10 years. Improvements
included higher cooling velocities in the throat region, where the
heat transfer was the highest, and better provisions, such as expan-
sion joints, for compensatingfor the thermal growth of the hot inner
wall.

The thermal stresses in the inner wall can be greatly reduced if
the inner wall is thin. This led to the tubular cooling jacket idea, an
advancedform of regenerativecooling.Three U.S. companiesRMI,
Aerojet, and Rocketdyne implemented experimental TCs using a
bundleof èattenedand shaped tubes for the coolant passagesduring
the late 1940s. RMI started studies in 1947, built an experimental
tubular TC in the 1950s, and used a single-pass concept of nickel
tubes in the TC of the XLR-99 (ground tested around 1959) for the
X-15 research aircraft (èew 1960). In 1948 Aerojet built a small TC
with shaped welded and solderedaluminum tubes, which may have
beentheveryérstoneeverbuilt.Aerojetérst applieda tubulardesign
in the Titan I TCs, which were designed in 1955. Rocketdyne tested
small tubes around 1949, and in 1950began to design largeTCs that
used a brazed together bundle of thin-walled stainless-steel tubes,
which had been double tapered and shaped to the nozzle/chamber
contour. Rocketdyne érst tested it (about 1953) with the large TC
(120,000-lbf thrust) of the G-26 Navaho engine, and it was èown
érst in 1956. Figure 5 shows such a TC and its èat plate impinging
streaminjector.The fuelèows from the inletmanifold throughevery
other tube down to the fuel return manifold. It then èows up through
alternate tubes (between the downèow tubes) and through openings
into the injector. The three sketches on the right show how the tube
cross sections change with chamber/nozzle diameter. The pressure
forces were taken by steel hoops brazed to the outside of the tubes.
Brazing was done by coatingor supplyingthose surfaces,which are
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Figure 1.1: Basic cycles for pump-fed liquid-propellant engines (obtained from [8])

is typically conducted early in the design process to determine the most suitable for the

given application. In addition to cycle complexity, most of the high energetic propellants

are cryogenic liquids, which are liquefied gases with very low boiling points. Cryogenic

propellants pose storage and handling problems and often require thermal insulation (added

mass) to prevent propellants from boiling off. Additionally, they can lead to ice build-up on

system components, which increases operational risks. All things considered, the primary

benefit of liquid-propellant engines is that they can be designed over a wide range of thrust

values (10−2–106 lbf) and mission profiles [2].

Present day liquid-propellant rocket engines use liquid bi-propellants almost exclusively

because of their high combustion performance. The first liquid bi-propellant rocket engine

flown was by Robert H. Goddard in 1926 using liquid oxygen and gasoline. The rocket
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reached an altitude of 41 feet and the flight lasted 2 seconds. Since then, high utilization

has significantly matured the technology and pivotal engineering advances have enabled the

development of multi-stage liquid bi-propellant rockets that reliably provide access to space.

This has led to remarkable achievements, including the Saturn V launch vehicle, which en-

abled human exploration of the Moon, and the Space Shuttle, which was the first partially

reusable low Earth orbital spacecraft and enabled the construction of the Hubble Space Tele-

scope and the International Space Station (ISS). Today, ongoing efforts aim to reduce cost

per launch to make space more accessible and commercialize human space transportation.

1.2 Hybrid-propellant rocket combustion

Hybrid-propellant engines differ from other chemical propulsion systems in that oxidizer

and fuel are stored in different phases. Typically, engine configurations use a solid fuel

grain and gaseous or liquid oxidizer (the opposite configuration has also been tested but is

not widely used). Similar to monopropellants, this greatly reduces the complexity of the

propellant feed system as only oxidizer has to be fed into the combustion chamber. In these

systems, the combustion chamber is predominantly comprised of the fuel grain itself, though

many engines also incorporate pre- and post-combustion chambers to promote mixing and

complete combustion. An injector atomizes and vaporizes the oxidizer as it is fed into the

chamber. Once the propellants are ignited, a diffusion flame is established over the fuel

surface and combustion develops within a turbulent boundary layer. Hybrid combustion is

typically diffusion limited since solid the fuel has to pyrolyze and vaporize before reacting

with the oxidizer.

In choosing hybrid propellants, many of the same characteristics described in Sec. 1.1 are

also desirable. Common solid fuels for hybrid-propellant engines are listed in Table 1.3 and

can be classified into two categories: classical fuels and liquefying high regression rate fuels–

of which the latter has gained recent popularity for its improved combustion performance

[9–13]. As the oxidizer is typically gaseous or liquid phase, those listed in Table 1.1 are

also primarily considered and used for hybrid systems. As seen by Table 1.3, most hybrid
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Table 1.3: General data on common hybrid rocket fuels (obtained from [14, 15])

Fuels Avg. Formula
M Density Heat of Formation

[g/mol] [kg/m3] [kcal/mol]

PMMA (C5H8O2)n 100 1180 -102.9
HDPE (C2H4)n 28 959 -53.8
Polyurethane (C27H36N2O10)n 548 1225 -106.7
HTPB (C7.337H10.982O0.058)n 100 930 -2.97
ABS (C15H17N)n 211 1060 -55.3
Nylon (C6H11NO)n 113 1140 -78.7
Polyethylene waxa (C2H4)n 28 940 -53.8
Parrafin waxa C32H66 450 925 -224

a Liquefying high regression rate fuel

rocket fuels are polymers, which are often fabricated via casting or additive manufacturing.

These techniques enable the use of fuel grains with complex geometries, such as multi-port

or swirl, energetic fuel additives, such as aluminum or lithium, and mixtures of different fuel

combinations to increase performance.

Hybrid rocket engines have intrinsic theoretical cost, safety, and performance advantages

over many modern purely liquid- or solid-based systems and thus are attractive for new

space propulsion applications. The main advantages are: (1) low cost, which is a result of a

simplified propellant delivery system (only the oxidizer needs to be fed into the combustion

chamber) and inexpensive paraffin/polymer-based fuels (i.e. low production/operational

cost of inert fuels), (2) increased safety as the fuel and oxidizer are inherently separated

by both phase and physical location, (3) higher combustion performance than solid rocket

motors and comparable performance to liquid-propellant systems, and (4) easily throttleable

by controlling the oxidizer flow rate, which enables a wider range of mission profiles. As a

result, a number of technology development programs are exploring the feasibility of hybrid

propulsion systems for future interplanetary exploration missions [14, 16–19]. However, de-

spite interest from the aerospace sector, the maturation of hybrid rocket technology has been

historically hindered by: (1) low regression rate of classical, polymer-based fuels resulting in

low combustion performance, (2) performance shift (O/F shift) throughout the burn profile

9



as a result of the changing burn area as fuel regresses, and (3) combustion instabilities.

For the aforementioned reasons, hybrid rockets have historically been at a comparatively

low technology readiness level (TRL) and have not been flight proven for most practical

applications. The most successful flight of a hybrid rocket was that of SpaceShipOne, an ex-

perimental air-launched vehicle with sub-orbital spaceflight capability, which was developed

by Scaled Composites and won the Ansari X-Prize. The spacecraft used a four-port HTPB

fueled-motor with liquid nitrous oxide oxidizer developed by SpaceDev (now part of Sierra

Nevada Corporation) to generate 16,500 lbf of thrust and reach an altitude of 112 km. Cur-

rently, the vehicles successor, SpaceShipTwo, uses a polyamide (nylon) fueled-motor with

liquid nitrous oxide oxidizer and is being developed by The Spaceship Company for space

tourism. These programs along with significant technical advancements have steadily im-

proved hybrid propulsion technology in the last decade and have increased the prospects of

implementing these systems on a wide variety of future launch applications.

1.3 Rocket combustion performance

The force, F , imparted on a vehicle by the propulsion system can be described by the

momentum thrust and pressure thrust:

F = ṁpVe + (Pe − Pa)Ae (1.1)

where ṁp is the total mass flow rate propellants, Ve is the exhaust velocity, Pe is the pressure

at the nozzle exit, Pa is ambient pressure, and Ae is the area of the nozzle exit. It can be

shown that thrust is maximized when the exit pressure and ambient pressure are equal

(i.e. when the gas is perfectly expanded). When not perfectly expanded, the pressure

contributions must be considered, but it is useful to express Eq. 1.1 in terms of an effective

exhaust velocity, c, to evaluate propulsion efficiency.
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F = ṁpc (1.2)

The performance of a rocket propulsion system is commonly assessed by the specific

impulse, Isp [s], which represents the total impulse imparted to the vehicle per unit weight

of propellant consumed.

Isp =
F

ẇp

=
F

ṁpg
(1.3)

Here, F [lbf] is the thrust produced by the engine and ẇp [lb/s] is the total weight flow rate

of propellants. ẇp can easily be expressed in terms of the total mass flow rate of propellants,

ṁp, with gravitational constant, g. Isp is directly related to the performance of the overall

vehicle by the rocket equation:

∆V = gIsp ln

(
m0

mf

)
(1.4)

where m0 is the initial vehicle mass, including propellant (wet mass), and mf is the final ve-

hicle without propellant (dry mass). ∆V represents the velocity increment the vehicle would

experience in free space if the engine were firing axially and describes the impulse needed

to reach a certain orbit or perform an in-space maneuver. This directly prescribes mis-

sion requirements and heavily constrains suitable propellant combinations and other design

parameters.

Isp is useful in describing the overall efficiency of the propulsion system (chemical-to-

kinetic energy conversion). However, it is often desirable to separate contributions from

the combustion efficiency in the chamber (chemical-to-thermal energy conversion) and the

product gas expansion performance in the nozzle (thermal-to-kinetic energy conversion).

This is done by expressing Isp in terms of the effective exhaust velocity, c, and defining

parameters (c∗ and Cf ) that encompass individual performance contributions.

Isp =
c

g
=
c∗Cf
g

(1.5)
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Here, the characteristic velocity, c∗, is the primary parameter used to assess propellant

combustion performance in chemical propulsion systems and Cf is the thrust coefficient,

which measures the gas expansion performance through the nozzle. These parameters can

be evaluated through the following equations:

c∗ =
PcAt
ṁp

=

√
RuTc
M γ

(
γ + 1

2

) γ + 1

2(γ − 1) (1.6)

Cf =
F

AtPc
(1.7)

c∗ can be expressed in two forms, where the first is a function of the chamber pressure,

Pc, the nozzle throat area, At, and the total propellant mass flow rate, ṁp, and the second

is a function of the combustion products at the end of the chamber, namely, combustion

temperature, Tc, the gas molecular weight, M , and the gas specific heat ratio, γ. Cf reflects

product-gas expansion properties and the overall efficiency of the nozzle design; therefore, it

can be expressed as the thrust produced by the engine, F , the nozzle throat area, At, and

the chamber pressure, Pc. Eq. 1.7 shows that Cf compares the force created from expanding

the combustion gas through the nozzle to the force created if the chamber pressure solely

acted over the throat area. The remainder of this discussion will focus on rocket combustion

performance (c∗); therefore, discussion on Cf is limited but can be found in [1].

As seen by Eq. 1.5, combustion performance is a principal factor in determining spe-

cific impulse, which directly impacts overall vehicle performance and mission capabilities

(Eq. 1.4). By inspection of Eq. 1.6, it is evident that the theoretical combustion perfor-

mance is solely dependent on a given propellant combination. This is shown in Table 1.4,

which compares combustion performance for different liquid-propellant combinations. It is

clear through Table 1.4 that although there are some propellant combinations that result

in very high combustion performance, other factors, like those listed in Sec. 1.1, need be

considered to determine whether a propellant combination is suitable for flight. In real-
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Table 1.4: Theoretical performance of rocket propellant combinations (obtained from [1])

Oxidizer Fuel
Isp

O/F
Bulk density Tc c∗

[s] [kg/m3] [K] [ft/s]

O2(L)c

H2(L)c 389.4 4.13 290 3013 7927
CH4(L)c 309.6 3.21 820 3533 6091
C2H6

b 306.7 2.89 900 3593 6038
C2H4

b 311.5 2.38 880 3759 6150
RP-1a 300.1 2.58 1030 3676 5902
N2H4

a 312.8 0.92 1070 3405 6207

F2(L)c

H2(L)c 411.8 7.94 460 3962 8385
CH4(L)c 348.4 4.53 1030 4191 6786
C2H6

b 340.3 3.68 1090 4187 6624
MMHa 348.3 2.39 1240 4347 6769
N2H4

a 365.3 2.32 1310 4734 7281
NH3

a 360.3 3.32 1120 4610 7199

OF2(L)c

H2(L)c 409.6 5.92 390 3584 8341
CH4(L)c 355.6 4.94 1060 4430 7085
C2H6

b 358.3 3.87 1130 4812 7140
RP-1a 349.4 3.87 1280 4709 6994
MMHa 349.7 2.28 1240 4348 6952
N2H4

a 345.0 1.51 1260 4042 6848

N2O4
a

MMHa 288.5 2.17 1190 3395 5726
N2H4

a 292.0 1.36 1210 3265 5843
N2H4/UDMH(50/50)

a 288.9 1.98 1120 3368 5731

IRFNA (III-A)a
MMHa 274.5 2.59 1270 3122 5464

UDMHa 272.2 3.13 1260 3147 5406

H2O2
a

MMHa 284.7 3.46 1240 2993 5663
N2H4

a 286.7 2.05 1240 2924 5745

a Earth storable: room temperature at 298 K

b Space storable: NBP > 123 K

c Cryogenic
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ity, the actual c∗ value of an engine will be lower due to losses associated with incomplete

combustion, reaction kinetics, boundary-layer effects, etc.

Due to the substantial impact combustion performance has on the mission capabilities

of flight vehicles, spacecrafts, and satellites, there are persistent efforts to increase com-

bustion performance and identify mechanisms that lead to low efficiency. These are active

research areas for both liquid- and hybrid-propellant combustion systems. Traditionally, c∗

is measured through chamber pressure, Pc, and propellant mass flow rate, ṁp, but, although

convenient, this approach globally quantifies the aggregate of multiple processes that oc-

cur in the combustion chamber (vaporization, mixing, chemical reaction, etc.). As a result,

these types of measurements lack the granularity to identify specific mechanisms that may

improve combustion performance. For the aforementioned reasons, optical techniques are

favored over traditional measurement methods for studying flow properties in propulsion

systems due to the non-intrusive nature of the measurement, which enables diagnostics in

harsh environments and does not disrupt the flow-field. Therefore, to better understand

the underlying chemical and physical processes governing these propulsion systems and, ul-

timately, improve combustion performance, parallel advancements are needed in diagnostic

capabilities. The work presented herein focuses on extending these capabilities through the

development of novel optical diagnostic tools for: (1) thermochemistry measurements at rel-

evant engine conditions (high pressures, high temperatures), (2) thermochemical imaging of

the propulsion flow-field for performance assessment, and (3) quantitatively evaluating fuel

pyrolysis/oxidation behavior for chemical kinetic models.

1.3.1 Combustion diagnostics

Limits of traditional instrumentation often preclude definitive interpretation of flow-field

phenomena in experimental tests and are not suitable for in-situ measurements at the ex-

treme temperatures and pressures present in rocket propulsion systems. As such, combustion

diagnostics have come to rely on non-intrusive laser diagnostic tools to characterize propul-

sion test facilities, validate computational models for complex chemically reacting propulsion

14



flow-fields, and, ultimately, advance the next generation of propulsion systems [20]. A brief

review on various optical diagnostic techniques is given below:

• Laser-induced fluorescence (LIF): LIF is a two-step process in which (1) absorption

of the laser photon is followed by (2) spontaneous emission. Calibration is required

to quantitatively interpret measurement data, but this technique can be used to infer

thermophysical flow properties, including: temperature, species concentration, veloc-

ity, pressure, and number density. This technique is frequently extended into two-

dimensions by using a laser sheet–the resulting method is referred to as Planar laser-

induced fluorescence (PLIF). PLIF has been extensively used to visual combustion

flow fields; though, quantitative measurement complexity arises at extreme combus-

tion conditions typical of propulsion flows.

• Coherent anti-Stokes Raman spectroscopy (CARS): Raman spectroscopy is based on

how a molecule scatters a photon. In anti-Stokes Raman scattering, a molecule will

give up energy to a photon, which results in a decrease of its wavelength. CARS

targets anti-Stokes Raman spectra by combining multiple light sources to produce a

new coherent beam at the anti-Stokes frequency. As a result, these experiments require

sophisticated alignment and accurate calibrations, which can make CARS a complex

and expensive technique. Nonetheless, high temporal and spatial resolution positions

CARS as an attractive diagnostic tool for studying combustion.

• Laser absorption spectroscopy (LAS): LAS exploits the absorption of light at wave-

lengths resonant with differences in molecular energy levels to infer thermophysical

flow properties, such as: temperature, species concentration, pressure, number density,

and velocity. Molecules have unique absorbance spectra; therefore, this technique can

be used to target numerous species relevant to combustion, including: reactants (CH4),

intermediates (CO, OH, CH), and products (CO2, H2O). Unlike the aforementioned

techniques, LAS can be calibration-free and strong absorption interactions enable the

use of low-power, inexpensive light sources for sensitive measurements. LAS has been
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more extensively used on practical combustion systems compared to other techniques

and demonstrates capabilities for quantitative sensing in harsh environments.

Many of these techniques have been used to characterize combustion devices. Salgues et

al. [21] conducted several non-intrusive optical techniques, including OH PLIF, OH∗ chemi-

luminescence, laser light scattering, and shadowgraph imaging, to investigate two different

swirl coaxial injectors and a shear coaxial injector using liquid oxygen/gaseous methane

propellants. McMillin et al. [22] and Ben-Yakar et al. [23] performed PLIF imaging of

NO and OH, respectively, in a model scramjet flow to identify an optimal configuration for

flame-holding capabilities with minimal losses. Smith et al. [24] conducted CARS measure-

ments on a liquid oxygen/hydrogen rocket combustor up to 60 bar. Soon after, Grisch et al.

[25, 26] also conducted CARS measurements on both a liquid oxygen/hydrogen and a liquid

oxygen/methane rocket combustor at pressures up to 65 bar and 56 bar, respectively. Recent

work by Goldenstein et al. [27] and Spearrin et al. [28] applied LAS sensors for temperature,

H2O, CO2, and CO in an ethylene-fueled pulsed detonation combustor. Additionally, Peng

et al. [29] developed a novel single-ended mid-infrared LAS sensor for time-resolved mea-

surements of H2O mole fraction and temperature within the annulus of a hydrogen/air-fed

rotating detonation engine.

Per the aforementioned studies, optical diagnostics have become a primary tool in charac-

terizing and interrogating harsh propulsion environments. As the next generation of propul-

sion systems are designed, parallel advancements are needed in diagnostic and experimental

capabilities to inform these flow-fields. Specifically, it is desirable to have experimental fa-

cilities capable of emulating these harsh combustion environments (high temperatures, high

pressures) in a safe and controlled manner. Typical devices for studying combustion include

rapid compression machines, jet-stirred reactors, flat-flame burners, shock tubes, and actual

lab-scale engines. Of these, shock tubes are uniquely suited for studying propulsion flow-

fields as they can be used to create precisely known test conditions over a wide range of

temperatures (600–8000+ K) and pressures (sub-atmospheric–1000 atm)–a detailed discus-

sion on shock tubes is given in Ch. 2. By using a shock tube, optical diagnostic techniques
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can be developed in a controlled laboratory setting before being implemented on an actual

propulsion system, as shown by Nair et al. [30] who used a shock tube facility to develop and

validate a mid-infrared laser absorption sensing method for quantifying gas properties (tem-

perature, pressure, and CO column number density) at MHz measurement rates in annular

rotating detonation rocket flows. Additionally, shock tubes can be used to create near-zero-

dimensional environments, where individual fuel oxidation and pyrolysis behavior can be

studied and isolated from the effects of gas dynamics, fluid mechanics, and heat transfer

present in actual propulsion flow-fields. As such, the diagnostic techniques developed in this

work exploit these advantages and were greatly supported by the design and installation of a

new High-Enthalpy Shock Tube (HEST) facility at the University of California, Los Angeles

(UCLA)–the details of which are discussed in Appendix D and F.

1.3.2 Chemical kinetics

The combustion performance of real fuels used in chemical propulsion systems is governed by

specific physical and chemical kinetic fuel properties. Therefore, understanding and model-

ing the oxidation and pyrolysis behavior of real fuels are central to combustion research as it

has significant implications on how emerging propulsion technologies are developed [20]. As

real fuels typically comprise several hydrocarbons as dictated by the distillation process, it

is often desirable to formulate surrogate mixtures, which emulate the thermophysical, ther-

mochemical, and chemical kinetic properties of the real fuel, for predictive modeling efforts.

An example of two kerosene surrogates (RP-1 and RP-2) proposed by Huber et al. [31]

is shown in Table 1.5. Combustion models typically consist of large reaction mechanisms,

which encompass hundreds of individual elementary reactions and their associated rates.

To accurately describe real combustion systems, reaction mechanisms must be constructed

and validated against kinetic targets provided by experimental work. Shock tubes, specifi-

cally, are a primary tool for chemical kinetics as they provide a near-instantaneous change

in temperature and pressure, while suppressing influences from other processes present in

actual propulsion/combustion devices. Additionally, when paired with quantitative opti-
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Table 1.5: Multi-component surrogate for RP-1 and RP-2 (obtained from [31])

Species Formula
Mole Fraction
RP-1 RP-2

α-methyldecalin C11H20 0.354 0.354
5-methylnonane C10H22 0.150 0.084
2,4-dimethylnonane C11H24 – 0.071
n-dodecane C12H26 0.183 0.158
heptylcyclohexane C13H26 0.313 0.333

cal diagnostic tools, such as laser absorption spectroscopy, shock tubes can be used for

high-fidelity time-resolved measurements of species and gas properties. This enables mea-

surements of three functional types of kinetic targets, including ignition delay times, species

time-histories, and elementary reaction rates, which serve as internal constraints on combus-

tion kinetics model. A detailed discussion on laser absorption spectroscopy methods is given

in Ch. 3.

The implementation of laser absorption diagnostics in shock tubes has enabled accurate

measurements of elementary reaction rates and provided critical kinetic targets for evaluating

detailed reaction mechanisms for pyrolysis and oxidation of fuels and fuel surrogates [20].

Hong et al. [32, 33] used ultraviolet and infrared laser absorption to measure OH and H2O

time-histories in various H2/O2 systems, such as H2 oxidation, H2O2 decomposition, and

shock-heated H2O/O2 mixtures, to develop an improved H2/O2 reaction mechanism at high

temperatures (950–3000 K). Additionally, several studies have focus on measuring methane

pyrolysis and oxidation, as it is an important intermediate in the combustion of hydrocarbon

fuels. Hidaka et al. [34] used infrared laser absorption to measure the decay of methane

and CO2 production in methane pyrolysis and oxidation reactions behind reflected shock

waves. As these kinetic targets are vital to characterizing combustion systems and shock

tubes provide an excellent means of measuring them, there exists an abundance of data

in the combustion community. However, studies on practical fuels, such as kerosenes and

jet fuels, and their surrogates, create new challenges for shock tube experiments. As many

of these fuels have very low vapor pressures (for practical reasons discussed in Sec. 1.1),
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they are typically liquid phase at room temperature. This presents challenges in uniformly

distributing the mixture and often requires heating shock tubes to temperatures greater than

100◦C to vaporize the fuel. Several studies use this approach, including works by Vasu et al.

[35], Shao et al. [36], and Shen et al. [37] who measured ignition delay times for n-dodecane

oxidation under practical engine conditions to provide kinetic targets for the refinement of

jet fuel mechanisms. More recently, a novel aerosol shock tube by Davidson et al. [38]

was developed to introduce uniform micrometer-sized aerosol mixtures into a shock tube,

enabling new kerosene and jet fuel studies that are difficult to produce in the purely vapor

phase.

Despite these recent advancements in chemical kinetics, there continues to be a need to

accurately model real fuels, especially those used in chemical propulsion systems. Due to

the complex fuel composition comprising hundreds of hydrocarbon species, during pyrolysis,

these large hydrocarbons, and mixtures thereof, will typically decompose into smaller molec-

ular fuel fragments (CH, CH3, CH4, C2H2, C2H4, C2H6, etc.), which then oxidize to form the

final combustion products. This heterogeneity makes it difficult to identify kinetic targets

for individual reactions as significant coupling exists between different fuel components and

fuel components often form similar intermediates and products. To address this ambiguity,

the work herein presents a novel time-resolved, laser absorption spectroscopy technique that

isotopically-labels specific fuel components of the overall fuel mixture and simultaneously

detects multiple isotopologues as the isotopically-labeled fuel components oxidize. This dis-

tinguishes contributions of individual fuel components, discerns individual reaction pathways

and rates, and sets kinetic targets for combustion kinetics models.

1.4 Scope and organization

This dissertation describes novel advancements in laser absorption spectroscopy for char-

acterizing liquid- and hybrid-propellant rocket combustion systems. Key achievements in-

clude: (1) the development of diagnostic capabilities (temperature and species concentration)

for liquid-propellant combustors at relevant operating conditions (T>3000 K, P>100 bar)–
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more than double the previous pressure capability of existing techniques, (2) thermochemical

imaging of a hybrid rocket reaction layer, which highlights spatial gradients in combustion

physics and efficiency and enables the assessment of different engine configurations, and (3)

a time-resolved, laser absorption spectroscopy technique capable of distinguishing individual

reaction pathways and rates of fuel blends, providing kinetic targets for real fuels used in

chemical propulsion systems.

This work is structured into ten chapters. Chapters 1–3 provide an introduction and

background to the techniques and methods used herein. Specifically, Chapter 2 provides

an overview of shock tubes and their role in advancing chemical propulsion systems and

Chapter 3 reviews laser absorption spectroscopy, which enables quantitative measurements

in extreme combustion environments. Chapters 4–8 discuss direct implementations of the

preceding methods and techniques. Chapters 4 introduces a time-resolved, laser absorp-

tion spectroscopy technique for developing and validating chemical kinetic mechanisms of

fuel blends found in chemical propulsion systems. Chapter 5 describes a direct application

of Chapter 4 for examining competitive oxidation of methane with different hydrocarbon

fuel fragments in shock tube studies. Chapter 6 introduces a tomographic imaging tech-

nique to spatially-resolve the thermochemical flow-field in a hybrid rocket reaction layer.

Chapter 7 extends the discussion on laser absorption spectroscopy to thermodynamic condi-

tions relevant to propulsion systems and introduces a novel sensing approach, which exploits

line-mixing effects in the infrared spectra for high-temperature and high-pressure thermo-

chemistry measurements. Chapter 8 describes an application of the spectral line-mixing

sensor from Chapter 7 for a liquid-propellant rocket combustor with kerosene/oxygen and

methane/oxygen propellant combinations. Finally, Chapter 9 summarizes the work of this

dissertation and suggests directions for future research.
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CHAPTER 2

Background on shock tubes

This chapter serves as a brief introduction to shock tubes as it relates to combustion research.

Although the operating principles for conventional, pressure-driven shock tubes [39] and the

fundamentals of unsteady wave propagation [40, 41] can be readily found in literature, a

brief discussion is included here to provide context for the reader. This is followed by a

description of common challenges encountered when operating/designing shock tubes and a

review of existing facilities. The chapter concludes with a discussion on shock tube applica-

tions for advancing diagnostic capabilities in propulsion environments (high temperatures,

high pressures) and combustion chemistry (chemical kinetics).

2.1 Principles of shock tube operation

In its simplest form, a pressure-driven shock tube is a device that produces a planar moving

shock wave by rupturing a diaphragm that separates high-pressure and low-pressure gas [42],

as seen in Fig. 2.1. The high-pressure gas is commonly referred to as the driver and the

low-pressure gas as the driven. Upon rupturing, a series of finite compression waves form

and quickly coalesce into an incident shock wave, which propagates into the driven section.

Notably, formation of a planar shock wave requires a finite amount of time and is largely

dependent on the diaphragm breaking process and the length-to-diameter (L/D) ratio of the

tube [43, 44]. Simultaneously, a series of expansion (or rarefaction) waves form and travel

in the opposite direction, into the driver. The driver and driven gases are separated by a

contact surface, which propagates into the driven section, behind the shock front.
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Figure 2.2: x-t diagram with pressure contours illustrating shock tube wave propagation.

Representative pressure traces are shown at two times post diaphragm rupture. Simulations

were modeled using the Wisconsin Shock Tube Laboratory (WiSTL) code [45]
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Figure 2.3: x-t diagram with temperature contours illustrating shock tube wave propaga-

tion. Representative temperature traces are shown at two times post diaphragm rupture.

Simulations were modeled using the Wisconsin Shock Tube Laboratory (WiSTL) code [45]
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A convenient method of representing this flow-field is through an x-t (position-time)

diagram, as shown in Fig. 2.2 and Fig. 2.3. This diagram illustrates waves created by

the diaphragm rupture and the corresponding thermodynamic conditions (T , P ) at times

t1 and t2. At t1, the undisturbed driven gas (region 1) is at the initial temperature and

pressure, T1 and P1. As the shock wave travels through the driven section (region 2), it

near-instantaneously compresses and heats the gas to T2 and P2 and imposes a bulk velocity

in the direction of the moving shock. On the opposing end, the high-pressure driver gas

(region 4) is at the initial temperature and pressure, T4 and P4, where often T4 = T1 for

simplicity. The rarefaction waves isentropically expand the gas (region 3), dropping the

temperature and pressure to T3 and P3. The contact surface separates region 3 and region 2,

such that P3 = P2 but T3 < T2. At later test times, t2, the incident shock wave reaches the

end of the driven section and reflects off the endwall. The reflected shock wave stagnates the

flow-field–compressing and heating the gas even further (region 5) to T5 and P5–and creates

a near zero-dimensional reactor (excluding a thin boundary layer), which can be properly

modeled using constant-volume or constant-pressure constraints [46, 47].

2.2 Fundamentals of unsteady wave motion

This section describes the physical processes involved in the formation and propagation of

shock waves and rarefaction waves through an ideal gas. A brief mention of the considerations

for real gas effects is also given at the end.

2.2.1 Moving normal shock waves

A sound wave is propagated through a gas in the form of a weak isentropic adiabatic com-

pression via collisions between neighboring molecules. Under these conditions, there is no

bulk velocity imposed on the fluid with the passage of the wave and the process is reversible.

The rate at which information is transmitted is the speed of sound, a, in the gas:
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a =

√
γP

ρ
=

√
γRuT

M
(2.1)

where γ, P , and ρ are the specific heat ratio, pressure, and density of the gas, respectively.

By applying the ideal gas equation, a can also be related to the temperature T , and molecular

weight M , of the gas (where Ru is the universal gas constant). Since a sound wave is trans-

mitted via collisions, a disturbance that propagates at a speed higher than the characteristic

speed of sound at which molecules communicate is known as a shock wave. Shock waves

can form when multiple weak compression waves (sound waves), initiated by a disturbance

(diaphragm rupture), coalesce into a single steep wave front, as is the case in shock tube

devices.

Once a shock wave forms, it propagates into the undisturbed gas (v1 = 0) with a velocity,

WS, relative to the tube and imposes a velocity, v2, on the gas behind the wave. Fig. 2.1

is shown in a laboratory-fixed coordinate reference frame (i.e. shock tube at rest), but it is

often convenient to consider the shock-fixed coordinates (i.e. shock wave at rest), as seen

in Fig. 2.4. Here, u is the gas velocity measured in shock-fixed coordinates and v is that

measured in laboratory-fixed coordinates. The two coordinates may then be related through:

u1 = WS − v1 (2.2)

u2 = WS − v2 (2.3)

.
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Figure 2.4: Incident shock velocity in laboratory-fixed and shock-fixed coordinates
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Now, in the shock-fixed reference frame, the conservation of mass, momentum, and energy

can be used to relate the change in thermodynamic gas properties through a static shock

front.

ρ1u1 = ρ2u2 (2.4)

P1 + ρ1u
2
1 = P2 + ρ2u

2
2 (2.5)

H1 +
1

2
u2

1 = H2 +
1

2
u2

2 (2.6)

Here, H is the enthalpy of the gas and Eq. 2.6 assumes no heat exchange in the shock wave–a

reasonable assumption as most experiments are on the order of milliseconds, making heat

losses due to conduction negligible.

In general, Eqs. 2.4–2.6 must be solved numerically when considering temperature de-

pendent specific heats, dissociation, or ionization; however, in the special case of a calorically

perfect gas (i.e. constant Cp and Cv), Eqs. 2.4–2.6 can be rearranged to obtain the Rankine-

Hugoniot equations:

T2

T1

=
P2

P1


γ + 1

γ − 1
+
P2

P1

1 +
γ + 1

γ − 1

(
P2

P1

)
 (2.7)

ρ2

ρ1

=

1 +
γ + 1

γ − 1

(
P2

P1

)
γ + 1

γ − 1
+
P2

P1

(2.8)

Eqs. 2.7–2.8 express the temperature and density ratio across a shock wave to the pressure

ratio. It is convenient to express these relations as a function of the incident shock wave Mach

number, MS, as this is often the measured parameter in shock tube experiments. Hence, the

Mach number of the incident shock wave (in laboratory-fixed coordinates) is expressed as:
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MS =
u1

a1

=
WS

a1

(2.9)

where u1 = WS when the gas ahead of the shock is stationary (v1 = 0). Eq. 2.9 can now be

used to relate thermodynamic changes across a moving shock to the shock Mach number.

P2

P1

=
2γM2

S − (γ − 1)

γ + 1
(2.10)

T2

T1

=

(
γM2

S −
γ − 1

2

)(
γ − 1

2
M2

S + 1

)
(
γ + 1

2

)2

M2
S

(2.11)

ρ2

ρ1

=
u1

u2

=
(γ + 1)M2

S

(γ − 1)M2
S + 1

(2.12)

Curves for the above relationships are shown in Fig. 2.5 for an ideal gas with γ = 5/3. Again,

these relationships are only applicable for gases with constant specific heats–the conditions

for real molecular gases deviate rapidly due to the dependence of γ on temperature. Notably,

these equations do predict the behavior of inert monatomic gases exactly up to fairly high

temperatures (∼ 8000 K), before ionization and electronic excitation need be considered [42].

2.2.2 Reflected shock waves

When the incident shock wave reaches the end of the driven section, it will reflect back into

the gas which was already heated and compressed by the initial passage (region 2). As a

result, the reflected shock wave stagnates the flow-field (v5 = 0) and further increase the

temperature, pressure, and density of the gas, which is referred to as region 5. Reflected

shock waves are thus able to achieve much higher effective temperatures than incident shock
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Figure 2.5: Theoretical increase in pressure, temperature, and density versus incident shock

Mach number for an ideal gas with γ = 1.667

waves since the gas gives up the entirety of its kinetic energy and higher pressures suppress

the effects of dissociation. As will be discussed in Sec. 2.4, the high temperatures and high

pressures attainable in the reflected shock region favor its use in the development of diagnostic

sensors for rocket combustion analysis, flow characterization around re-entry vehicles, and

chemical kinetics.

Similar to the incident shock wave analysis, laboratory-fixed and shock-fixed coordinates

can be established for the reflected shock wave, as illustrated in Fig. 2.6. Here, the reflected

shock speed in laboratory-fixed coordinates is given by WR and is related to the shock-fixed

coordinates through the following:
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Figure 2.6: Reflected shock velocity in laboratory-fixed and shock-fixed coordinates

u5 = WR − v5 (2.13)

u′2 = WR + v2 (2.14)

where v5 = 0 due to the shock tube wall. As a result, the reflected shock Mach number is

defined by:

MR =
u′2
a2

=
WR + v2

a2

(2.15)

To obtain the thermodynamic conditions achieved in the reflected shock region, it is often

desirable to relate the reflected shock Mach number, MR, to the incident shock Mach num-

ber, MS, as this is more commonly measured directly. This relation can be obtained for a

calorically perfect gas by using the conservation of mass, momentum, and energy given by

Eqs. 2.4–2.6:

MR

M2
R − 1

=
MS

M2
S − 1

√
1 +

2(γ − 1)

(γ + 1)2
(M2

S − 1)

(
γ +

1

M2
S

)
(2.16)

Combining Eq. 2.16 with the incident shock relations derived in Sec. 2.2.1, the thermody-

namic conditions in region 5 can be directly related to the initial conditions:

P5

P1

=

[
2γM2

S − (γ − 1)

γ + 1

] [
(3γ − 1)M2

S − 2(γ − 1)

(γ − 1)M2
S + 2

]
(2.17)
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T5

T1

=
[2(γ − 1)M2

S + (3− γ)][(3γ − 1)M2
S − 2(γ − 1)]

(γ + 1)2M2
S

(2.18)

To illustrate the benefits of using reflected shock waves to achieve extreme thermodynamic

conditions, Table 2.1 compares attainable pressure and temperature ratios over a range

of incident shock Mach numbers. Notably, the pressure and temperature increases in the

reflected shock region are limited to finite values in the case of an infinitely strong incident

shock. Again, these results are derived for ideal gases; however, a similar trend is observed

when real gases are considered.

Table 2.1: Theoretical increase in pressure and temperature versus incident and reflected

shock Mach number for ideal gases with γ = 1.4 and γ = 1.667

γ = 1.4 γ = 1.667

MS MR
P2

P1

P5

P1

T2
T1

T5
T1

MR
P2

P1

P5

P1

T2
T1

T5
T1

1.5 1.43 2.46 5.43 1.32 1.68 1.40 2.56 5.61 1.49 2.08
2.0 1.73 4.50 15.00 1.69 2.50 1.65 4.75 14.93 2.08 3.44
2.5 1.95 7.13 30.40 2.14 3.52 1.81 7.56 29.02 2.80 5.15
3.0 2.10 10.33 51.67 2.68 4.75 1.91 11.00 47.67 3.67 7.22
4.0 2.30 18.50 111.00 4.05 7.88 2.04 19.75 97.71 5.86 12.48
5.0 2.41 29.00 191.40 5.80 11.88 2.10 31.00 163.86 8.68 19.24
8.0 2.55 74.50 550.65 13.39 29.22 2.18 79.75 454.69 20.87 48.50

2.2.3 Incident and reflected expansion waves

As discussed in Sec. 2.1, a conventional shock tube utilizes a diaphragm to separate high-

and low-pressure gases. When the diaphragm ruptures, a series of expansion waves form

and propagate into the driver gas with local velocities v− a for left-running waves and v+ a

for right-running waves. Fig. 2.2 and Fig. 2.3 show both left-running and right-running

expansion waves. The left-running expansion waves form directly after the diaphragm rup-

ture (t = 0), where the first wave (referred to as the head) has a velocity −a4 since the
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mass-motion velocity of region 4 is zero. As the incident expansion waves travel into the

undisturbed driver gas, they induce a flow velocity, v, in the opposing direction of the wave

propagation (i.e. a left-running wave will induce velocity directed towards the right). As a

result, each consecutive wave propagates at a slower velocity–causing the expansion waves to

spread out as they travel down the tube, with the last wave (referred to as the tail) having a

velocity v3− a3. Since the incident expansion waves propagate into a uniform region (region

4), they are referred to as simple waves. When the head reaches the driver endwall, it will

reflect and interact with the remaining oncoming waves. This region is now a mix of left-

and right-running waves, as seen in Fig. 2.2 and Fig. 2.3, and is referred to as a nonsimple

region.

The properties for the incident and reflected expansion waves (in both the nonsimple and

simple regions) can be determined numerically by applying the method of characteristics and

using the boundary condition v = 0 at the wall. Notably, the thermodynamic conditions in

the simple region can be expressed in closed analytical form at any local point through the

following equations:
a

a4

= 1− γ − 1

2

(
v

a4

)
(2.19)

T

T4

=

[
1− γ − 1

2

(
v

a4

)]2

(2.20)

Since the flow is isentropic, Eqs. 2.19–2.20 can be combined with isentropic relations (P/P4 =

(ρ/ρ4)γ = (T/T4)γ/(γ−1)) to obtain equations for changes in pressure and density:

P

P4

=

[
1− γ − 1

2

(
v

a4

)] 2γ

γ − 1 (2.21)

ρ

ρ4

=

[
1− γ − 1

2

(
v

a4

)] 2

(γ − 1) (2.22)
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Eqs. 2.19–2.22 can now be used to calculate thermodynamic conditions at any point across

the incident expansion waves with local velocity v. Additionally, it can be shown through

the method of characteristics that v changes linearly with x across the incident expansion

waves, which, for left-running waves, can be expressed as:

v =
2

γ + 1

(
a4 +

x

t

)
(2.23)

Using Eq. 2.23, the thermodynamic properties across the incident expansion waves can also

be expressed in terms of x and t.

2.2.4 Shock tube relations

In order to accurately predict test conditions in a shock tube experiment, it is desirable

to relate the strength of the incident/reflected shock waves and expansion waves to the

initial driver and driven gas conditions. The strength of the waves initiated by rupturing a

diaphragm is dependent on the pressure ratio, P4/P1, across the diaphragm and the physical

properties (M , γ) of the two gases. By using the equations discussed in Secs. 2.2.1–2.2.3

and relating the gas properties across the contact surface (v2 = v3 and P2 = P3) the incident

shock strength can be related to the diaphragm pressure ratio through the following:

P4

P1

=
2γ1M

2
S − (γ1 − 1)

γ1 + 1

[
1− a1

a4

(
γ4 − 1

γ1 + 1

)(
MS −

1

MS

)] −2γ4

(γ4 − 1) (2.24)

or, in terms of the incident shock pressure ratio:

P4

P1

=
P2

P1

1−
(γ4 − 1)

(
a1

a4

)(
P2

P1

− 1

)
√

2γ1

[
2γ1 + (γ1 + 1)

(
P2

P1

− 1

)]


−2γ4

(γ4 − 1)

(2.25)
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Although difficult to see, by inspection of these two equations, the strength of the incident

shock, for a given diaphragm pressure ratio, P4/P1, is largely dependent on the specific heat

ratio and speed of sound–with the strongest possible shock (P4/P1 →∞) obtained when:

MS →
a4

a1

(
γ1 + 1

γ4 − 1

)
=

√
γ4M1T4

γ1M4T1

(
γ1 + 1

γ4 − 1

)
(2.26)

As a result, the strongest shocks are obtained by using a driver gas with a high speed of

sound and low specific heat ratio and a driven gas with a low speed of sound and high specific

heat ratio. Fig. 2.7 shows the variation in attainable incident shock Mach numbers, and
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its sensitivity to driver and driven gases, over a range of diaphragm pressure ratios. The

most common (and simple) way of realizing these benefits is using a driver gas with a low

molecular weight, such as hydrogen or helium, and a driven bath gas with a high molecular

weight, such as argon. Another way of increasing the speed of sound ratio is by increasing

the temperature of the driver gas (T4). This is typically done by either: (1) externally

heating the shock tube walls with an electric heater [48], (2) placing solid heating elements

inside the driver section [49], (3) combustion of the driver gas mixture (H2/O2 diluted in He)

[50–53], (4) adiabatically compressing the driver gas with a piston [54–56], or (5) discharging

an electric current through the driver gas [57–63]. Each of these methods requires some level

of modification to the shock tube and, depending on the desired thermodynamic conditions,

some methods may be more limiting than others. However, they have all been successfully

implemented in existing facilities to produce strong shock waves.

2.2.5 Shock tube pressure trace

Pressure measurements are commonly used to identify the different thermodynamic regions

and test time during shock tube experiments. This is typically done by placing a fast-

response pressure transducer on the sidewall of the driven section within 2 cm of the endwall

or on the driven endwall directly. Placing the pressure transducer on the sidewall of the

driven section is commonly done as it enables the pressure measurement and any other line-

of-sight measurements, which are often transverse to the shock tube, to be on the same

measurement plane. Measuring pressure directly on the driven endwall can be done to

mitigate boundary layer effects (as discussed in Sec. 2.3) that may impact sidewall pressure

measurements. A representative x− t diagram indicating the sidewall measurement location

and the corresponding pressure trace are shown in Fig. 2.8. From the x − t diagram, it is

evident that measuring near the driven endwall helps maximize the reflected shock wave test

time–where a majority of shock tube studies are conducted due to the high temperatures and

high pressures that are attainable. However, this minimizes the available test time behind

the incident shock wave.
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Figure 2.8: Representative x− t diagram indicating the measurement location shown along-

side the corresponding measured pressure trace

The increase in pressure (and corresponding increase in temperature) due to the arrival

of the incident (region 2) and reflected shock (region 5) wave are clearly seen in the measured

pressure trace. The test time for each region is defined by the quasi-steady thermodynamic

conditions achieved behind each wave. In addition to the aforementioned pressure measure-

ments, multiple piezoelectric transducers are often placed at different axial distances along

the driven section to measure the incident shock Mach number MS. Knowing MS and the

initial conditions of the shock tube (region 4 and region 1), Eq. 2.10 and Eq. 2.17 can be

used to determine the theoretical pressure behind the incident (P2) and reflected shock waves

(P5). As seen in Fig. 2.8, the pressures obtained from shock relations can be compared to

the measured pressure trace. It should be noted that Eq. 2.10 and Eq. 2.17 do not account

for non-ideal gas phenomena (i.e. vibrational relaxation, boundary layer effects, real gas ef-

fects, etc.); however, when properly accounted for, shock relations can determine post-shock

conditions with < 1% uncertainty [64].
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2.3 Shock tube challenges

2.3.1 Real gas effects

Accurate prediction of the thermodynamic conditions produced by shock waves is highly

desirable for studying combustion chemistry and high-temperature physical processes in

shock tube facilities. The discussion in the preceding sections has implicitly assumed that

the molecules in these experiments can be adequately described by the ideal gas law, where

intermolecular forces are negligible. Under certain conditions, namely high pressures (>

100 atm), real gas effects must be considered when determining the temperature, pressure,

and density behind incident or reflected shock waves. Generally, real gas effects result in

a decrease in temperature and an increase in pressure and density compared to ideal gas

relations. The extent of these effects on monatomic, diatomic, and polyatomic species can

be seen in Fig. 2.9, which shows the compressibility factor, Z, as a function of pressure and

temperature for argon, carbon monoxide, carbon dioxide, and methane. Notably, Fig. 2.9

illustrates that at elevated temperatures and relatively low pressures, ideal gas theory is

sufficient to describe the state of the system. However, as pressure increases, the non-ideal

effects increase nearly linearly, resulting in lower incident and reflected shock temperatures

and pressures.

Because of the Arrhenius behavior of many chemical reactions, small variations in ei-

ther temperature or pressure can significantly affect chemical kinetics. As an example, a

10% increase in temperature at 1100 K can lead to a 90% increase in the reaction rate

for H + O2 → OH + O [32, 33]. Consequently, studying combustion chemistry and high-

temperature physical processes requires well-known thermodynamic conditions. When real

gas effects are present, determining post-shock conditions typically involves numerically solv-

ing the shock wave equations with a real gas equation of state (EOS) and temperature-

dependent specific heat capacities and enthalpies, which can be obtained through the 7-

coefficient NASA polynomials or the NIST-JANAF thermochemical tables. Commonly used

equations of state include the Van der Waals (Eq. 2.27) or Peng-Robinson EOS (Eq. 2.28),
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Figure 2.9: Variation in compressiblity with temperature and pressure for argon (Ar), carbon

monoxide (CO), carbon dioxide (CO2), and methane (CH4) calculated by Van der Waals EOS

which use a third-order polynomial with empirically determined factors, a and b, to estimate

the compressibility.

P =
RT

v − b
− a

v2
(2.27)

P =
RT

v − b
− a

v2 + 2vb− b2
(2.28)

Several algorithms for accurate calculations of post-shock conditions with real gas effects

have been developed, including the work by Mitchell and Kee [65], who developed a code to
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predict chemical changes behind incident and reflected shock waves with allowances for real

gas behavior, boundary layer effects, and detailed finite rate chemistry, and Davidson and

Hanson [66] who developed a routine, RGFROSH, to find post-shock temperature corrections

using several real gas EOS. Notably, the work by Davidson and Hanson determined that the

Peng-Robinson EOS captures the real-gas behavior of argon at high pressures and that

results predicted by ideal gas and real gas equations are very similar for T > 1000 K and

P < 100 atm, validating the use of ideal gas relations for most experiments.

2.3.2 Relaxation processes

The temperature of a gas is a measure of the fractional population distribution (commonly

assumed to be Boltzmann) in different quantum energy levels. When a shock wave passes

through a gas, there is an immediate increase in energy imparted on the molecules. This en-

ergy is redistributed among a molecule’s degrees of freedom via intermolecular energy trans-

fers (rotational-translational, vibrational-translational, vibrational-vibrational) and changes

the fractional population distribution (i.e. changes temperature) of different energy modes.

For monatomic molecules with only translation energy, this redistribution occurs within a

few collisions and the molecules reach thermal equilibrium rather quickly [67]. However, for

diatomic and polyatomic molecules with rotational and vibrational energy, this redistribu-

tion occurs on a longer time scale. In this case, most of the energy will initially go into

translation. Within a few collisions, equilibrium with rotational energy will occur and even-

tually, vibrational equilibrium will follow [67]. Rotational-translational energy transfers are

very efficient; therefore, equilibrium between these modes occurs rather quickly. Vibrational

energy transfers are not as efficient and can take, in some instances, orders of magnitude

longer to reach equilibrium with the other energy modes. The time delay between the ini-

tial impart of energy from the shock and when the system reaches thermal equilibrium is

known as relaxation. This relaxation time decreases at high temperatures, where kinetic

energy increases (increased collisional energy), and high pressures, where collision frequency

increases, or when molecules with very efficient energy transfers, such as helium, water, or
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large hydrocarbons, are present.

Much of a shock tube’s value is in its ability to produce well-known thermodynamic con-

ditions. To determine these properties, assumptions must be made on the vibrational state

of the post-shock gas mixture–mainly, whether it can be considered frozen or in thermal

equilibrium. Campbell et al. [64] conducted a detailed investigation using a program called

FROSH on the dependence of these assumptions and their uncertainties on post-shock con-

ditions for incident and reflected shock wave experiments. Here, the frozen assumption is

implemented by decoupling vibrational energy from translational/rotational energy, “freez-

ing” the vibrational energy modes across the shock wave so that the post- and pre-shock

vibrational energy is the same, and only allowing rotational/translational energy modes to

equilibrate to post-shock temperatures. Similarly, the equilibrium assumption allows all

three energy modes (translation, rotation, vibration) to equilibrate to post-shock tempera-

tures. With proper consideration of the vibrational state of the gas, this method can be used

to predict post-shock temperatures with < 1% uncertainty for both frozen and equilibrated

cases [64].

To estimate, or avoid, vibrational relaxation effects in shock tube experiments, relaxation

times can be pre-determined for a given mixture at the target test conditions using widely-

available semi-empirical correlations [68–73]. These values are typically reported as pτ and

scale linearly with T−1/3. Here, p is pressure, T is temperature, and τ is the relaxation time.

These correlations can be used to estimate the relaxation time of a mixture, τmix, through

the following equation:

(τmix)−1 =
∑
B

XB(τA−B)−1 (2.29)

where XB is the mole fraction of species B in the mixture. Note that self contributions

(B = A) must be accounted for. The estimated relaxation time can then be compared to the

available test time behind the incident or reflected shock wave to determine whether frozen

or equilibrium assumptions are appropriate in determining post-shock properties.
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2.3.3 Shock wave attenuation

The previous discussion on shock propagation and theoretical shock strength relies heavily

on two major assumptions: (1) the diaphragm separating the high-pressure (region 4) and

low-pressure (region 1) gases is removed instantaneously and the resulting waves (shock

waves/expansion waves) are immediately planar and fully developed and (2) the resulting

flow-field is one-dimensional, adiabatic, and inviscid. In reality, the diaphragm opening

process is gradual and can take hundreds of microseconds [74], which ultimately affects shock

formation distance and the measured shock trajectory [43, 44, 75]. Additionally, viscosity

and heat conduction causes a side-wall boundary layer to form, which decelerates the incident

shock wave as it propagates down the tube and accelerates the contact surface [76], as seen

in Fig. 2.10. Consequently, this also results in lower available test times compared to

theory due to the aforementioned non-ideal wave interactions [77]. During experiments,

incident shock speed is typically measured by piezoelectric pressure transducers or time-

of-arrival sensors close to the driven end wall. Therefore, shock wave attenuation is often

measured directly and is generally well-represented as a linear regression with attenuation

values reported as a percent change in shock velocity per unit length (%/m)–typical values

being between 0–4%/m [78, 79]. Together, these effects result in a shock trajectory that

exhibits a lower speed near the diaphragm due to non-ideal rupture, a peak in speed once

fully-developed and planar at some L/D, and then a decrease in speed due to viscous losses.

These effects are more pronounced in smaller diameter shock tubes [80] and, combined, result

in an attenuation of the shock wave and, ultimately, a deviation from the predicted shock

strength and thermodynamic calculations given by theory.

Since shock attenuation is measured directly, a linear extrapolation is often used to

determine the shock velocity at the driven end wall. This can then be used to accurately

predict post-shock conditions using theoretical shock relations. However, since these non-

idealities have implications on theoretical driver efficiencies, chemical kinetics rate constants,

and ignition behavior, there have been several efforts to quantify and correlate these effects.

Drewry and Walenta [81] presented a relationship to characterize the opening time of a

41



shock wave (actual)

shock wave (theory)contact s
urfa

ce (th
eory)

contact s
urface (actu

al)

te
st

 ti
m

e 
(th

eo
ry

)

te
st

 ti
m

e 
(a

ct
ua

l)

1

2

3

5

Figure 2.10: Representative boundary layer effects on shock tube wave propagation and the

available test time behind the reflected shock wave

diaphragm that ruptures instantaneously without any material deformation. They found

that the rupture time, tr, is related to the diaphragm petal thickness, τ , the material density,

ρ, the length of the petal base, b, the rupture pressure, P4, and an empirical constant, K.

tr = K

√
ρbτ

P4

(2.30)

The constant K was found to be 0.93 by Drewry and Walenta [81], 0.91 by Simpson et

al. [75], and 0.95 by Duntsova et al. [82]. Although some experimental studies presented

deviations from this relationship [44], Rothkopf and Low [74] found that, if the initial tearing

time of the diaphragm is neglected (as much as 50% of the total opening time) and that the

rupture time starts when 5% of the aperture is open, Eq. 2.30 well represents the rupture
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time for diaphragms made of different materials (aluminum, copper, brass). Additionally,

Tajima et al. [83] found that the formation distance of the incident shock wave is typically

20 times the tube diameter and becomes longer at larger diaphragm pressure ratios (P4/P1)

and lower driven gas pressures. Notably, if the formation distance at certain conditions is

longer than the driven section, the shock velocity will accelerate over the full length of the

tube. Supporting the findings from Tajima et al. [83], Petersen and Hanson [79] determined

that wall viscous effects comprise approximately 70% of their total shock attenuation, while

non-ideal shock formation (i.e. non-ideal diaphragm ruptures) contributed the remaining

30%. By incorporating their experimental results with the attenuation theory of Mirels

[77, 84–86], they were able to provide a correlation for incident shock attenuation for the

High Pressure Shock Tube at Stanford University, which has an inner diameter of 5 cm (Eq.

2.31). Nativel et al. [78] attained similar correlations for shock tubes with inner diameters

of 8–9 cm (Eq. 2.32) and 15–16 cm (Eq. 2.33) from the University of Duisburg-Essen and

Texas A&M University, respectively.

Attenuation (%/m) = 0.32 + 2.34P−0.14
1

√
MS (2.31)

Attenuation (%/m) = −0.53 + 1.32P−0.14
1

√
MS (2.32)

Attenuation (%/m) = 0.48 + 0.13P−0.14
1

√
MS (2.33)

It should be noted that P1 is in [atm] and the attenuation theory of Mirels [77, 84–86] does not

account for non-ideal diaphragm rupture and only incorporates viscous losses. This results in

a pressure and Mach number dependence of P−0.14
1 and

√
MS due to friction and boundary-

layer growth, respectively. Nonetheless, there is a clear increase in the slope between these

correlations, which emphasizes the dependence of wave attenuation on shock tube diameter

(smaller diameters exhibiting higher attenuation rates). To better characterize viscous losses,

Jones [87] observed that the resulting attenuation for a given shock strength was twice as
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high with a hydrogen driver gas compared to helium, concluding that the viscous losses may

be more dependent on the driver gas than the test gas. Therefore, to minimize attenuation

it is desirable to minimize the sound speed of the driver gas. However, from shock relations,

this will inevitably also decrease the shock strength for a given diaphragm pressure ratio and

so a compromise between the two is needed.

2.3.4 Reflected-shock bifurcation

As previously mentioned, viscous effects behind the incident shock wave result in the forma-

tion of a side-wall boundary layer. When the shock wave reaches the driven end wall, the

reflected shock wave will interact with the boundary layer and, depending on the incident

shock Mach number and the composition of the driven gas, may result in boundary layer

separation and shock bifurcation. This phenomena was first observed in schlieren images

by Mark [89] and Strehlow and Cohen [90], who developed models to predict bifurcation

characteristics. These studies observed that a shock bifurcation occurs when the boundary

layer does not have enough momentum to pass through the reflected wave. In other words, if
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vortex sheet
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Figure 2.11: Schematic of reflected-shock bifurcation (adopted from [88, 89])
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a low-energy boundary layer has a stagnation pressure, P0,BL, much lower than the reflected-

shock pressure, P5, the boundary layer cannot pass through and, as a result, will separate

from the shock tube wall. A schematic of this interaction is shown in Fig. 2.11. Charac-

teristic bifurcation features include two oblique shocks, AO and AB, and a shear layer (slip

line). The energy-deficient boundary layer collects behind the first oblique shock, AO, which

turns the flow around the separated gas, and the second oblique shock, AB, returns the flow

parallel to the wall. Since the gas molecules that encounter the two oblique shocks retain

more forward momentum and exhibit lower entropy than the molecules that interact with

the planar reflected shock, a vortex sheet forms. Moreover, Davies and Wilson [88] extended

Mark’s work to include an estimate of the growth rate of this interaction.

When conducting reflected shock wave experiments, it is of interest to understand and

estimate the severity of these effects, as they directly impact molecular behavior. The

investigation conducted by Mark [89] looked into characterizing the onset of bifurcation–

based on the incident shock Mach number and gas composition–and the resulting bifurcated

foot geometry. Using his approach, the Mach number in the boundary layer, MBL, is related

to the incident shock Mach number, MS, in shock-fixed coordinates, through the following

relationship:

MBL =
2(γ − 1)M2

S + (3− γ)

(γ + 1)MS

(2.34)

The boundary layer stagnation pressure, P0,BL, can then be evaluated to estimate whether

or not shock bifurcation would occur.

P0,BL

P2

=



[
1 +

(γ − 1)

2
M2

BL

] γ

γ − 1
, if MBL < 1

[
2γ

γ + 1
M2

BL −
(
γ − 1

γ + 1

)] 1

1− γ
[

(γ + 1)

2
M2

BL

] γ

γ − 1
, if MBL > 1

(2.35)

Fig. 2.12 illustrates attainable boundary layer Mach numbers and compares the reflected

shock pressure to the boundary layer stagnation pressure as a function of incident shock
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Figure 2.12: Incident shock Mach number MS versus the boundary layer Mach number MBL

and the associated pressure ratios in the boundary layer and reflected shock regions. The

range of MS for which reflected shock bifurcation occurs is denoted for γ = 1.667

Mach number. Notably, for 1.57 > MS > 2.8 and γ = 1.67, the boundary layer stagnation

pressure is higher than the reflected shock pressure; therefore, in this regime, the boundary

layer can pass continuously under the foot of the shock and into the reflected shock region.

Outside these bounds, the boundary layer stagnation pressure is lower than the reflected

shock pressure and, as a result, boundary layer separation and shock bifurcation is likely to

occur. Additionally, the critical pressure ratio, P0,BL/P5, below which shock bifurcation will

occur, was suggested to be P0,BL/P5 < 0.8 by Mark, but found to be as high as P0,BL/P5 <

0.95 by Byron and Rott [91], who carried out a similar analysis using a more realistic model

for the boundary layer given by Rott and Hartunian [92].

In addition to whether or not a bifurcation occurs, it is important to understand the
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Figure 2.13: Example of reflected shock bifurcation in a sidewall pressure measurement for

100% CO. CO additionally exhibits observable vibrational relaxation at the given conditions.

severity of the disruption. During shock tube experiments, a shock bifurcation appears

as a step in the measured pressure trace upon the reflected shock wave arrival. This is

illustrated in Fig. 2.13, which shows an example sidewall pressure measurement for a shock

tube experiment with 100% CO. Petersen and Hanson [93] investigated the magnitude of the

reflected-shock bifurcation over a wide range of pressure and gas composition. Their results

showed that the likelihood of bifurcation increases with the level of diatomic and polyatomic

molecules in the gas mixture–previously observed in other studies. To characterize the

severity of the bifurcation, Petersen and Hanson used a fast-response pressure transducer

and schlieren imaging to determine the geometry of the bifurcation features shown in Fig.

2.11. The height of the bifurcation disturbance, l1, can be determined using the lengths (x1

and x2) and angles (θ1, α, δ) of the oblique shocks (where α = δ − θ2 + π/2).
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l1 = x1 tan θ1 (2.36)

x1

x2

=
1 + tan θ1 tanα

1 + tan δ tanα
(2.37)

The length of the oblique shock, x1, was calculated using the incident shock velocity and

the time between the bifurcation arrival and the planar shock front, ∆tAO. The oblique

shock angle, θ1, can be found from the reflected shock strength, MR, and the boundary layer

stagnation pressure.

M2
R sin2 θ1 =

(γ + 1)
P0,BL

P2

+ γ − 1

2γ
(2.38)

By conducting extensive experiments over a range of mixtures and conditions, Petersen and

Hanson found bifurcation height, l, varied from 2–8 mm and ∆tAO ranged from 5–30 µs in

a 5 cm shock tube. From the measurement data, they determined empirical correlations for

the bifurcation height and the arrival time of the planar shock front based of the incident

shock Mach number, MS and gas composition (M [g/mol] and γ).

l(mm) = 7.5M1.07
S γ−2.66

2 M−0.37 (2.39)

∆tAO(µs) = 4.6M0.66
S γ−7.1

2 M 0.57 (2.40)

This indicates that stronger incident shock waves and molecules with smaller γ result in a

larger bifurcation height and duration and that larger fractions of diatomic and polyatomic

molecules in the mixture lead to a larger disturbance. Notably, the results were found to

be insensitive to pressure and, thus, these empirical correlation can be used on both high-

and low-pressure shock tubes to correct for reflected shock arrival time and spatial non-
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uniformities. Additional empirical correlations on the duration of the bifurcation waves can

be found in their original work [93].

2.3.5 Test times

The shock tube’s ability to create spatially-homogeneous, near-constant test conditions has

made it invaluable for studying combustion chemistry. However, for reflected shock experi-

ments, the available test time (constant temperature and pressure) is often limited to 1–5 ms

due to non-ideal wave interactions and geometric constraints. Incident shock experiments

are limited to even shorter test times (< 100 µs) due to the arrival of the reflected shock

wave. Figure 2.14 illustrates several x− t diagrams to visualize these limitations. After the

incident shock reaches the driven end wall, it reflects back towards the driver and initiates

the test time. The test time ends when either the expansion fan reaches the test section or

the contact surface interacts with the reflected shock wave and transmits a shock or expan-

sion wave back towards the test section. Assuming γ2 = γ3, the contact surface and reflected

shock wave interaction will transmit a shock if the sound speed in region 2 is greater than

region 3 (a2 > a3) and an expansion wave if the opposite occurs (a2 < a3). These events

make it particularly difficult to study low-temperature (<1000 K) kinetics, where processes

have much longer timescales. Because of the Arrhenius behavior of chemical reactions, the

time required for ignition exponentially increases at lower temperatures. Since ignition de-

lay decreases with increasing pressure, relatively high pressures (>10 atm) are required to

study low-temperature chemistry [94–98]. Consequently, one of the challenges encountered

when conducting shock tube experiments is studying the low-temperature ignition behavior

of many fuels due to the limited test time.

To counteract these non-ideal wave interactions, driver extensions [99–101] or driver gas

tailoring [102, 103] are commonly used. Driver extensions simply increase the length of

the driver section; thereby, delaying the arrival of the expansion wave to the test section.

However, laboratories are often limited in space and so driver extensions may not always be

feasible (a compact driver extension design is discussed in Appendix D). It should be noted
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Figure 2.14: x-t diagrams modeled using the Wisconsin Shock Tube Laboratory (WiSTL)

code [45]. Top: Typical reflected shock test times limited by the expansion fan arrival or

contact surface-shock wave interaction. Middle: Attainable test times using driver extensions

with and without driver gas tailoring. Bottom: Attainable test times with and without driven

extensions at high reflected-shock temperatures when driver gas tailoring is not possible.
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that extending the driver section does not impact the contact surface-reflected shock wave

interaction. In other words, if the test time is limited by the contact surface-reflected shock

wave interaction, extending the driver section further will have no impact. In this case, driver

gas tailoring can be used to match the sound speeds, and resulting pressures, on each side of

the contact surface after the passage of the reflected shock wave (i.e. a2 = a3 and P2 = P3).

This is achieved by strategically blending a lower speed of sound gas, like nitrogen, with a

higher speed of sound gas, like helium. As seen in Fig. 2.14, this stagnates the contact surface

and no wave is transmitted to the test section. As a result, the test time will now be limited

by the expansion wave arrival, which can be delayed by using driver extensions. Under some

conditions, mainly high reflected-shock temperatures, driver gas tailoring is not possible

because of the sound speed required to equilibrate the pressure across the contact surface.

Nevertheless, test times at high temperatures are typically sufficient because of the increased

rates in physical and chemical processes. If longer test times are desired at these conditions,

they can be achieved by extending the driven section length, which delays the arrival of any

transmitted waves from the contact surface-reflected shock wave interaction Several studies

have focused on extending shock tube test times by implementing a variety of techniques,
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such as driver gas tailoring [102, 103], driver extensions [99–101], driver inserts [104], and

staged driver gas filling [105]. Notably, by combining these techniques, the Constrained

Reaction Volume (CRV) shock tube [106] at Stanford University demonstrated reflected

shock test times up to 102 ms at 524 K [39], marking the longest constant-pressure test

time achieved in a reflected shock experiment. Similarly, by combining driver gas tailoring,

driver extensions, and driver inserts, the high-enthalpy shock tube facility at UCLA is able

to achieve reflected shock test times up to 25 ms at 640 K, as shown in Fig. 2.15.

2.3.6 Non-uniform test conditions

The non-ideal behaviors discussed in the preceding sections (shock wave attenuation, bound-

ary layer growth, diaphragm-bursting mechanics) often lead to non-uniform test conditions

behind reflected shock waves. This is most commonly observed as variations in the reflected

shock pressure trace. To minimize these non-idealities, it is desirable to be able to recognize

the different types of phenomena that may occur. Two post-shock effects most frequently

observed in the reflected shock pressure trace are a gradual (linear) pressure increase through-

out the test time and a pressure bump, the latter which mainly occurs for long test times.

A sample pressure trace illustrating these effects is shown in Fig. 2.16.
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The gradual pressure increase is referred to as dP ∗5 /dt and is often expressed as a percent

change in pressure per millisecond test time.

dP ∗5
dt

(%/ms) =

(
dP5

dt

)
P5

(2.41)

where P5 is the initial reflected shock pressure calculated by the incident shock Mach number

and the initial pressure and temperature of the driven gas. Pressure changes during the test

time are undesirable as they are accompanied by changes in temperature, T5. This change

in temperature is typically accounted for by assuming isentropic compression of the gas

T = T0

(
P

P0

)γ − 1

γ (2.42)

Recent work by Nativel et al. [78] highlights how dP ∗5 /dt can vary depending on shock-

tube facility and is largely influenced by incident shock Mach number and shock tube inner

diameter. Typical values range from 0 < dP ∗5 /dt < 10 %/ms. By comparing different shock

tube facilities, Nativel et al. was able to develop an empirical correlation between dP ∗5 /dt and

incident shock Mach number, initial driven gas pressure in [Pa], shock tube inner diameter

in [m], and gas composition.

dP ∗5
dt

(%/ms) = exp(−3.55)P−0.04
1 M3.13

S ID−1.00γ0.37
1 (2.43)

This illustrates that dP ∗5 /dt is expected to increase with decreasing shock tube diameter

and initial fill pressures and increasing incident shock Mach number and γ. Additional

investigations on how to eliminate dP ∗5 /dt altogether have been conducted by Dumitrescu

[107] and Hong et al. [104]. Here, pressure increases in the reflected shock test time were

compensated by placing variable-area inserts into the driver section of the shock tube. During

an experiment, the expansion waves travelling towards the driver end wall, will interact with
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the surface of the driver inserts and partially reflect expansion waves towards the driven

section. The partially-reflected expansion waves will then reach the driven end wall and

compensate for the pressure rise (dP ∗5 /dt) caused by non-ideal effects.

Another commonly observed non-uniformity in the reflected shock pressure trace is a

small pressure bump, as shown in Fig. 2.16. This is effect is typically seen at longer test

times when using a tailored driver gas. As mentioned in Sec. 2.3.5, driver gas tailoring mixes

a lower speed of sound gas, like N2, with a higher speed of sound gas, like He, to match the

pressures and sound speeds across the contact surface when the contact surface and reflected

shock wave interact. This stagnates the contact surface and eliminates the transmission of

any waves back to the test section, enabling longer test. In reality, the contact surface is not

a discrete partition but a mixing zone (between driver and driven gas) that has some finite

thickness [102, 108, 109]. The pressure bump occurs when the reflected shock wave interacts

with this mixing zone, transmitting partially reflected waves back to the test section. The

condition for what type of wave is transmitted (expansion or compression) has been explained

by Hong et al. [102] and Polachek and Seeger [108] by the concept of shock impedance.

z =
1

a

√
γ [(γ + 1) + (γ − 1)]

(
P5

P2

)−1

(2.44)

where a is the sound speed and P5/P2 is the shock strength. Polachek and Seeger showed

that when a planar shock wave propagates into an interface of two gaseous media with a

larger impedance, z, a compression wave is reflected. Therefore, using a lightweight gas

(such as helium) as a buffer between the driver and driven gases, reduces the impedance of

the interface and the pressure bump is diminished. Likewise, using a heavier gas (such as

nitrogen) as a buffer, will increase the impedance and augment the pressure bump. Campbell

et al. [39] demonstrated this technique by filling a small amount of helium gas (2–10%) into

the driven section next to the diaphragm. This eliminated the contact surface pressure bump

and produced a constant pressure test time with dP ∗5 /dt = 0.
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2.3.7 Repetition rate and repeatability

One of the primary disadvantages of using a conventional shock tube facility is the cycle time

between tests and the single-shot nature of the experiment The cycle time for a single shock

is typically on the order of 30–60+ min. The main time-consuming aspects of running an

experiment are replacing the burst diaphragm that separated the driver and driven sections

and waiting for the facility to vacuum down, which, in certain cases, can take several hours

if a low ultimate pressure (< 10−6 torr) is desired. Additionally, although conventional

shock tubes can accurately predict the post-shock conditions with < 1% uncertainty [64],

reliably obtaining repeatable shocks can be a challenge due to the influence the diaphragm

rupture has on shock wave development and post-shock conditions. Diaphragm rupture is

commonly controlled by use of a cutter [110, 111] or cross-scribing [74, 75, 81, 112]; however,

inconsistencies in the rupture mechanics are still often present. These limitations are highly

undesirable as most investigations often require numerous shocks (15+) for a single study and

small variations in either temperature or pressure can significantly affect chemical kinetics.

To alleviate these drawbacks, there have been several investigations into the design and

operation of diaphragmless shock tubes [113–116] where the diaphragm is replaced by a

fast-acting valve [117]. Notably, Tranter and Giri [118] developed a diaphragmless shock

tube (DFST) for high temperature kinetic studies. This method enables repeated shocks at

near-similar conditions with a cycle time as low as ∼ 1 min. A recent study by Randazzo

and Tranter [119] greatly improves the equipment lifetime and test repeatability of this

facility by slightly modifying the fast acting valve. With these modifications, Randazzo and

Tranter were able to achieve 50 near-identical experiments with < 1% change in post-shock

temperature and pressure from test to test. Extending this concept to produce even faster

cycle times, Tranter and Lynch [120] developed a miniature high-repetition-rate shock tube

capable of producing repeatable tests up to 100 bar with a 4 Hz cycle time.
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2.4 Shock tube applications

Shock tubes are uniquely suited for studying combustion phenomona as they can be used

to create precisely known test conditions over a wide range of temperatures (600–8000+ K)

and pressures (sub-atmospheric–1000 atm)–emulating the harsh environments found in many

modern propulsion applications. By combining shock tubes with optical diagnostics, sensors

can be developed and validated in a controlled laboratory setting at the expected thermo-

dynamic conditions prior to being implemented on actual combustion devices. Additionally,

shock tubes can be used to create near-zero-dimensional environments, where individual

fuel oxidation and pyrolysis behavior can be studied and isolated from gas dynamics, fluid

mechanics, and heat transfer effects present in actual propulsion flow-fields.

2.4.1 High temperatures and high pressures

Shock tubes are remarkably effective tools for producing high temperature and high pressure

environments typifying modern combustion devices. To illustrate the shock tube’s ability to

produce high-temperature conditions, Fig. 2.17 compares theoretical temperatures between

shock heating and isentropic heating at similar compression ratios, P2/P1 (comparable to

shock strength). This shows that over all conditions, shock heating can produce similar

temperatures with significantly lower compression ratios (i.e. shock strength)–especially at

temperatures greater than 2000 K where the pressure requirement is more than five times

less. Furthermore, it is nearly impossible to achieve temperature conditions greater than 2000

K via isentropic compression due to the extremely high compression ratios that would be

required. As such, shock tubes have become a primary tool in characterizing propulsion test

facilities and developing/validating computational models for complex chemically reacting

flow-fields.

In real shock tubes, deviations from ideal gas-dynamic behavior, such as those described

in Sec. 2.3, can significantly impact shock tube performance and attainable post-shock

conditions [78]. As a result, shock tube capabilities depend greatly on their design and
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Figure 2.17: Comparison of temperatures achieved T2 via isentropic heating and shock heat-

ing of room temperature (T1 = 296 K) gas for a wide range of compression ratios P2/P1

specific research applications. A brief review of notable achievements in high-temperature

and high-pressure studies is given here while a more complete list of existing facilities can

be found in Table 2.2. For high-purity, high-pressure chemical kinetics experiments, the

High Pressure Shock Tube (HPST) at Stanford University is able to produce reflected-

shock pressures up to 1000 atm [121] and has been used extensively for ignition delay time

studies and kinetic modeling [35, 96, 97, 99, 104, 122–125]. Similarly, the High Pressure

Single Pulse Shock Tube at the University of Illinois at Chicago can also achieve post-shock

pressures up to 1000 atm [126] and has been used to investigate the high-pressure pyrolysis

and oxidation behavior of various hydrocarbon species and aromatics via gas chromatography

and mass spectrometry [127–133]. Furthermore, shock tubes are also capable of producing

extreme temperature environments to characterize real gas phenomena, such as thermal non-

equilibrium, ionization, and dissociation, relevant to planetary entry or hypersonic vehicles.
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In particular, the Electric Arc Shock Tube (EAST) Facility at NASA Ames Research Center

generates conditions for measurements of spectrally resolved radiance and kinetics of shock-

heated gases for atmospheric entry. By using an electric discharge, the driver gas can be

heated to 8000–10,000 K, producing shock velocities up to 46 km/s [63, 134]. The facility

has been used to help characterize the aerothermal environment encountered during lunar

return of the Orion Command Module and planetary entry of Mars, Earth, Venus, and other

celestial bodies [135–139].

2.4.2 Chemical kinetics

Despite the aforementioned challenges, shock tubes have been an invaluable tool for study-

ing combustion chemistry [47, 140]. Behind reflected shock waves, reactive mixtures are

near-instantaneously heated/pressurized in a spatially-uniform, stagnant flow-field–creating

a near-ideal reactor for studying chemical processes. Specifically, when combined with non-

intrusive, laser-based diagnostics, shock tubes can provide accurate determinations of ignition

delay times, species time-histories, and elementary reaction rates. These types of measure-

ments have been conducted for many different fuels over a wide range of conditions and have

been used to develop and validate widely-used combustion reaction mechanisms.

Ignition delay time is the time it takes a reactive mixture, subjected to an instantaneous

increase in temperature, to experience an exponential increase in its overall reaction rate

and, thereby, igniting. In shock tubes, this is the time interval between the reflected shock

wave arrival and ignition. Accurately determining the time at which both of these events

occur demands careful consideration to any non-ideal effects (boundary layer growth, shock

attenuation, shock bifurcation) influencing the measurement [141]. The arrival of the re-

flected shock wave (”time zero”) is commonly determined by the step rise in pressure at the

measurement location. Care should be taken if severe reflected shock bifurcation is present.

In this case, the true ”time zero” should be adjusted based off the arrival of the planar shock

front and not the bifurcation event [93]. The onset of ignition is commonly determined by

the rapid increase in pressure, OH∗, or CH∗, though some indicators are only appropriate
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under certain conditions. The ignition time is defined by locating the time of steepest rise in

pressure, OH∗, or CH∗ and linearly extrapolating back to the baseline. The three indicators

generally agree to within 2% [141]; however, for dilute mixtures with low concentration of

reactants, the pressure rise may not be substantial enough to make a reliable measurement.

Overall, knowledge of a fuel’s ignition delay time provides a global target for model validation

and refinement since it encompasses the full combustion reaction.

Species time histories track the formation and extinction of individual molecules (fuels,

products, or intermediates) throughout the reaction process. Since these measurements pro-

vide quantitative species evolution, they enforce strong constraints on the rate constants and

reaction pathways used by kinetic mechanisms to model these processes. Laser absorption

spectroscopy provides a sensitive, quantitative, non-intrusive method of measuring species

time histories behind reflected shock waves. This diagnostic method has been used exten-

sively for multi-species detection [140] and has enabled the development of kinetic mecha-

nisms through species time histories of reactants, radicals, intermediates, and products.

Elementary reactions are single step processes describing the break-up/formation of new

bonds in a chemical reaction. The reaction rate is the speed at which this process occurs

and is often expressed as a rate of reactant consumption or product formation, as shown in

Eq. 2.45.

aA+ bB
k−→ cC + dD

rate =
d[A]

dt
= −k[A]a[B]b (2.45)

k = A exp

(
−Ea
RT

)
(2.46)

Their rate constants, k, can be expressed by the empirical Arrhenius equation, shown in

Eq. 2.46, where A is an empirical factor representing the frequency of collision and Ea is

the reaction’s activation energy. In practice, rate constants are determined by designing

experiments that kinetically isolate reactions and measuring a species time-history that is
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primarily sensitive to the reaction rate constant of interest. For a single experiment at some

temperature, an individual species time-history can be used to determine the rate constant,

k, via Eq. 2.45. A and Ea can be determined by conducting several experiments over a

wide range of temperatures and plotting ln k versus 1/T . A linear regression can then be

used to find the slope, −Ea/R, and y-intercept, lnA. Rate constants are the primary input

for detailed kinetic mechanisms, which can easily contain hundreds of species and thousands

of elementary reactions. Examples include GRI-MECH 3.0 [142] with 325 elementary reac-

tions and 53 species, USC MECH II [143] with 784 elementary reactions and 111 species,

AramcoMech 2.0 [144] with 2716 elementary reactions and 493 species, and LLNL gasoline

surrogate [145] with 1389 species and 5935 elementary reactions. As is evident by the number

of reactions considered, developing, validating, and optimizing these models is a laborious

task and often requires the collaborative effort of several institutions. These efforts help

advance the understanding of fuel oxidation/pyrolysis behavior and expand the capabilities

of future combustion systems.
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CHAPTER 3

Basics of infrared laser absorption spectroscopy

Over the last two decades, laser absorption spectroscopy (LAS) has become an attractive

tool for characterizing complex, chemically-reacting flow-fields for its ability to provide high

bandwidth, calibration-free, in-situ measurements of various thermophysical flow properties

(temperature, species concentration, pressure, number density, velocity, etc.). Additionally,

recent advancements in optical equipment have extended the capabilities of LAS sensing

in combustion environments. Namely, the advent of quantum cascade lasers (QCLs) and

interband cascade lasers (ICLs) have made the mid-infrared more easily accessible. The

mid-infrared contains spectral transitions that are orders of magnitude stronger compared to

the near-infrared, enabling the development of highly sensitive diagnostic tools for numerous

species relevant to combustion science, including reactants (CH4), intermediates (CO, OH,
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Figure 3.1: Broadband spectral survey of select combustion relevant species accessible via

laser absorption spectroscopy (obtained from [146])
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CH), and products (CO2, H2O). Select species accessible by LAS are shown in Fig. 3.1. This

chapter introduces the basics of LAS sensing and discusses fundamental techniques used

for thermometry and species measurements in chemical propulsion flows. More thorough

reviews of laser absorption spectroscopy and techniques can be found in [147, 148].

3.1 Fundamentals

Absorption occurs when an atom or molecule changes quantum energy states from a lower to

higher energy state by absorbing a photon. Atoms and molecules with intrinsic dipole mo-

ments can absorb radiation when the photon energy (frequency) resonates with (i.e. matches)

the spacing between two discrete quantum states. In the infrared, absorption occurs between

rovibrational states–indicating a change in both rotational and vibrational quantum energy

levels. Different quantum energy levels are commonly discerned by their respective quan-

tum numbers, where J is the quantum number for total angular momentum and v is the

vibrational quantum number. Additionally, prime (′) and double prime (′′) are commonly

used to denote upper and lower energy levels, respectively. As seen in Fig. 3.1, this leads

to a unique spectrum of discrete rovibrational absorption transitions for different molecules

across the infrared. The relationship between the frequency of the absorbed photon and a

molecule’s quantum energy spacing is given by Planck’s Law:

∆E = Eupper − Elower = hν =
hc

λ
= hcν̄ (3.1)

where E is the energy of a given quantum state, h is Planck’s constant h = 6.63 × 10−34

J·s, ν is the frequency of light in units of Hz, MHz, GHz, or THz, c is the speed of light

c = 3 × 108 m/s, λ is the wavelength of light in units of nm or µm, and ν̄ is frequency of

light given in wavenumbers, which typically has units of cm−1.

For a monochromatic light source tuned to some frequency ν, the amount of light trans-

mitted through an absorbing gas medium with uniform gas properties is governed by the

Beer-Lambert Law:
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Tν =

(
It
I0

)
ν

= exp (−kνL) (3.2)

where Tν is the fractional transmission, It and I0 are the transmitted and incident light

intensities, respectively, kν [cm−1] is the spectral absorbance coefficient, and L [cm] is the

absorbing path length. The combined quantity kνL is known as the spectral absorbance αν .

By targeting a specific rovibrational transition j of some absorbing molecule i, the measured

absorbance can be related to thermophysical flow properties using:

αν = − ln

(
It
I0

)
ν

=
∑
j

PXiSj(T )φj(ν, T, P,Xi)L (3.3)

where P [atm] is pressure, Xi is the mole fraction of the absorbing species i, Sj(T ) [cm−2atm−1]

is the temperature-dependent linestrength of rovibrational transition j, and φj [cm] is the

lineshape function of rovibrational transition j. For combustion gases, the lineshape func-

tion is typically modeled as a Voigt profile, which encompasses both Doppler and collisional

broadening effects (discussed later); however, under certain conditions, more advanced line-

shape functions may be required [148]. Regardless of which profile is chosen, by definition,

the integral of the lineshape function is:∫ +∞

−∞
φdν = 1 (3.4)

This simplifies Eq. 3.3, such that the integrated absorbance area Aj of the transition is only

a function of thermophysical flow properties.

Aj =

∫ +∞

−∞
ανdν = PXiSj(T )L (3.5)

This prompts a technique known as two-line thermometry, where temperature is measured by

taking the absorbance area ratio R of two rovibrational transitions 1 and 2. This eliminates
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the pressure, mole fraction, and path length dependence, which allows temperature to be

inferred directly from R.

R =
A1

A2

=
PXiS1(T )L

PXiS2(T )L
=
S1(T )

S2(T )
= f(T ) (3.6)

With temperature known, mole fraction can be easily determined using either of the transi-

tions assuming the pressure and absorbing path length are measured independently.

Xi =
A1

PS1(T )L
=

A2

PS2(T )L
(3.7)

In conducting two-line thermometry, it is desirable to design a sensitive sensor for the tem-

perature range of interest. Temperature sensitivity can be assess by taking the derivative of

R with respect to temperature, which can be approximated as [147]:

∣∣∣∣dR/RdT/T

∣∣∣∣ ≈ (hckB
)
|E ′′1 − E ′′2 |

T
(3.8)

where kB [J/K] is the Boltzmann constant kB = 1.38 × 10−23 J/K and E ′′j [cm−1] is the

lower state energy of rovibrational transition j. Notably, Eq. 3.8 indicates that temperature

sensitivity is greater for transition pairs with large difference in lower state energies (typically

|E ′′1 − E ′′2 | > 2000 cm−1). This ultimately influences the line-selection process to ensure

sufficient sensitivity for the desired application.

In order to infer temperature in Eq. 3.6, the temperature dependent linestrength Sj(T )

must be known. For a gas in thermal equilibrium (Ttr = Trot = Tvib), Sj(T ) [cm−2atm−1]

can be calculated by:

Sj(T ) = Sj(T0)
Q(T0)

Q(T )

(
T0

T

)
exp

[
−
hcE ′′j
kB

(
1

T
− 1

T0

)]
×
[
1− exp

(
−hcν0,j

kBT

)][
1− exp

(
−hcν0,j

kBT0

)]−1 (3.9)

where T0 [K] is the reference temperature (typically 296 K), ν0,j [cm−1] is the transition line
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center, and Q(T ) is the internal partition function of the absorbing species. Note Eq. 3.9

gives Sj(T ) in units of [cm−2atm−1], some databases provide units of [cm−1/(molecule·cm−2].

Converting between the two can be done as follows:

Sj(T )[cm−2atm−1] =
S∗j (T ) [cm−1/(molecule · cm−2]× 1013250 [dynes/(cm2atm)]

kBT
(3.10)

where kB is the Boltzmann constant kB = 1.38 × 10−16 erg/K. Sj(T0), ν0,j, and Q(T ) can

be found in line-by-line spectroscopic databases, such as HITRAN [149], HITEMP [150],

PNNL/NIST [151], and GEISA [152], among others. The internal partition function Q(T )

can also be calculated through:

Q(T ) =
∑
j

gj exp

(
−
hcE ′′j
kBT

)
= QrotQvibQelecQnuc (3.11)

where gj is the degeneracy of quantum state j. Using Eq. 3.6 and Eq. 3.9, the temperature

of the absorbing gas medium can be found iteratively with known absorbance area ratio R.

As mentioned previously, the vast majority of combustion applications use a Voigt line-

shape function to model spectral transitions since it encompasses both Doppler and col-

lisional broadening effects and typically yields residuals within 5%. Doppler broadening

occurs when a molecule has a velocity component in the same (or opposite) direction of the

photon propagation causing absorbance to occur at a Doppler-shifted frequency. For gas

molecules following a Maxwellian velocity-distribution function and in the absence of other

broadening mechanisms (high temperatures, very low pressures), the absorption lineshape

may be described by the Gaussian profile:

φD,j(ν, T ) =
2

∆νD,j

(
ln 2

π

)1/2

exp

[
−4 ln 2

(
ν − ν0,j

∆νD,j

)2
]

(3.12)

where ∆νD,j [cm−1] is the Doppler halfwidth (FWHM), given by:
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∆νD,j(T ) = ν0,j(7.1623× 10−7)

√
T

M
(3.13)

where T [K] is temperature and M [g/mol] is the molecular weight of the absorbing molecule.

Eq. 3.13 demonstrates that ∆νD,j scales linearly with the transition line center ν0,j and√
T/M ; therefore, Doppler width increases with temperature and is relatively larger for

higher frequencies and lighter molecules.

Collisional broadening occurs when: (1) inelastic collisions reduce a molecule’s lifetime

in the absorbing state, (2) elastic dephasing collisions perturb the molecular rotation and/or

vibration, or (3) elastic angular-momentum altering collisions re-orient the angular momen-

tum vector of the dipole [148]. At high gas densities (high collision frequency) and in the

absence of other broadening mechanisms, the absorption lineshape is accurately described

by a Lorentzian profile:

φL,j(ν, T, P,Xi) =
1

2π

[
∆νC,j

(ν − ν0,j)2 +

(
∆νC,j

2

)2

]
(3.14)

where ∆νC,j [cm−1] is the collisional halfwidth (FWHM), given by:

∆νC,j(T, P,Xi) = P
∑
k

Xk2γ(i−k),j (3.15)

Here, P [atm] is pressure, γ(i−k),j [cm−1/atm] is the broadening coefficient between the ab-

sorbing molecule i and a perturbing molecule k for rovibrational transition j, and Xk is the

mole fraction of the perturbing species. Note, contributions due to self-broadening (i = k)

need be considered as well. Eq. 3.15 indicates the collisional broadening increases linearly

with pressure. The temperature dependence of the broadening coefficient is commonly mod-

eled using the power law:
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2γ(i−k),j(T ) = 2γ(i−k),j(T0)

(
T0

T

)n(i−k),j

(3.16)

where n(i−k),j is the temperature exponent (typically ranging from n =0.5–0.8) and γ(i−k),j(T0)

is the broadening coefficient at some reference temperature T0, usually 296 K. γ(i−k),j(T0)

and n(i−k),j have some dependence on the rovibrational transition j but are usually tabulated

in spectroscopic databases as a function of quantum number. Ch. 7 discusses methods on

how to measure γ(i−k),j and n(i−k),j if not found in literature.

The Voigt lineshape function is a convolution of both the Gaussian and Lorentzian profiles

in Eq. 3.12 and Eq. 3.14, respectively, and accounts for both Doppler and collisional

broadening.

φV,j(ν, T, P,Xi) = φD,j(ν0,j)V (a, w) = φD,j(ν0,j)
a

π

∫ +∞

−∞

exp(−y2)dy

a2 + (w − y)2
(3.17)

where V (a, w) is the Voigt function, a indicates the relative significance of Doppler and

collisional broadening, w is a measure of distance from the line center ν0,j, and y is an

integration variable.

a =

√
ln 2∆νC,j
∆νD,j

(3.18)

w =
2
√

ln 2(ν − ν0,j)

∆νD,j
(3.19)

y =
2u
√

ln 2

∆νD,j
(3.20)

Due to the computational cost of evaluating the Voigt function directly, numerical approx-

imations are commonly used. Two of the most common and quickest algorithms developed

for calculating the Voigt lineshape profile are those by Humĺıček [153] (later enhanced by

[154] and corrected by [155]) and McClean et al. [156].

68



3.2 Collisional line mixing

Line mixing is a collisional effect present at high number densities, which causes a change in

rotational energy (usually within the same vibrational energy level) and must be accounted

for to accurately model infrared absorption spectra. Line mixing occurs when inelastic

collisions transfer molecules between two rotational states of an absorbing transition (i.e.

collision-induced population transfers). This results in a shift in absorption intensity from

weakly absorbing regions to strongly absorbing regions and leads to a narrowing of the spec-

tral structure [157], as seen in Fig. 3.2. Additionally, line mixing is most pronounced when

the spacing between neighboring rotational energy levels is small, such that molecular col-

lisions can easily transfer enough energy to impart a change in the rotational state. When

line-mixing effects are present, the spectrum is no longer well-represented by a sum of indi-

vidual transitions as done in Eq. 3.3 and models accounting for these effects are necessary.

Modeling techniques are discussed further in Ch. 7.
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Figure 3.2: Left : Diagram illustrating rotational energy transfers between neighboring energy

states as a result of collisional line-mixing effects (adapted from [157]). Right : Represen-

tative data showing narrowing of the spectral structure due to line mixing, which is more

pronounced when rotational energy spacing is small.
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To illustrate this phenomenon, consider two rovibrational transitions depicted in Fig. 3.2:

(v′′, J ′′)→ (v′, J ′)

(v′′, K ′′)→ (v′, K ′)

located at frequencies νJ ′′→J ′ and νK′′→K′ , respectively, where J and K denote different rota-

tional energy levels within the same vibrational band (v′′ → v′). In the presence of radiation,

a molecule in energy level (v′′, J ′′) can be excited to (v′, J ′) by a photon at frequency νJ ′′→J ′ .

When line mixing is present, a molecule in energy level (v′′, J ′′) can be transferred to energy

level (v′′, K ′′) via collisions, then be excited to level (v′, K ′) by absorbing a photon at fre-

quency νK′′→K′ , and finally relax from (v′, K ′) to (v′, J ′) via collisions [157]:

(v′′, J ′′)→ (v′′, K ′′)→ (v′, K ′)→ (v′, J ′)

This path from (v′′, J ′′) to (v′, J ′) via (v′′, K ′′) and (v′, K ′) shows that a molecule initially

at (v′′, J ′′) can contribute to the absorption intensity located at νK′′→K′ by collision-induced

population transfers between neighboring energy states. Population transfers of the reverse

path are also possible. For collision-induced population transfers to have a significant effect

on the vibrational band structure (i.e. transfer intensity between line positions), the follow

criteria must generally be satisfied as described in [157]:

1. (v′′, J ′′)↔ (v′′, K ′′) and (v′, K ′)↔ (v′, J ′) collisional transfers must be allowed; there-

fore, no line mixing can occur between transitions of different molecules or of different

isotopologues of a given species.

2. The transitions must be similar in upper and lower state energy levels, such that

collisional transfers are purely rotational jumps.

3. Nuclear spin changes through spin-rotation interactions are very slow; therefore, tran-

sitions must be identical in nuclear spin.
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4. Finally, if line mixing is possible, collision-induced population transfers only have a

significant effect on the spectral shape if the collision-broadened linewidths are greater

than the line space: ∆νC ≥ |νJ”→J ′ − νK”→K′|. This last criterion reflects the scaling

with gas density and collision frequency. Accordingly, at very high gas densities, line

mixing can significantly affect the intensity distribution of a vibrational band.

3.3 Methods

3.3.1 Scanned-wavelength direct absorption

Scanned-wavelength direct absorption is one of the most widely-used spectroscopic methods

for measuring thermophysical flow properties due to its simplicity, wide applicability, and

relatively simple data processing. In this technique, the light source, typically a distributed

feedback (DFB) diode, interband-, or quantum-cascade laser, is scanned in wavelength via

injection-current tuning (usually a sinusoid, sawtooth, or triangle waveform), as seen in Fig.

3.3. The specific tuning range is chosen such that the output wavelength scans across one or

more absorption transitions to resolve the spectrum of interest. The light is pitched across the

gas medium and collected on the opposing end with a photodetector. Absorbance is obtained

Figure 3.3: Schematic for scanned-wavelength direct absorption technique (obtained

from [148])
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using Eq. 3.3 via the incident and transmitted light intensities, I0 and It, respectively.

Afterwards, the absorbance is fit with a lineshape function (typically a Voigt as discussed

previously) to obtain the absorbance area. Gas properties are then obtained through the

absorbance areas as shown in Eq. 3.6 and Eq. 3.7. This technique is used in the chemical

kinetic studies discussed in Ch. 4 and Ch. 5.

3.3.2 Scanned-wavelength modulation spectroscopy

In harsh combustion environments, mechanical noise, beam steering, emission, and scattering

can lead to low signal-to-noise (SNR) using a simple scanned-wavelength direct absorption

approach. In these flow-fields, a more sophisticated sensing technique known as scanned-

wavelength modulation spectroscopy (scanned-WMS) can be used as its insensitive to broad-

band interference and baseline uncertainty. In scanned-WMS, the laser is injection-current

scanned with a high-frequency (10 kHz–1 MHz) sinusoid superimposed on a low-frequency

sinusoid (50 Hz–1 kHz), which shifts absorption information to the harmonics of the mod-

ulation frequencies. Similarly, the light is pitched across the gas medium and collected on

the opposing end with a photodetector, as shown in Fig. 3.4. The measured signal is post-

processed through a lock-in amplifier and frequency filter to extract the first (1f) and second

Figure 3.4: Schematic for scanned-wavelength modulation spectroscopy technique (obtained

from [148])
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(2f) harmonics. The second harmonic signal is sensitive to the absorbance lineshape cur-

vature (differential absorption) and can be normalized by the first harmonic to eliminate

intensity variations caused by beam steering, window fowling, etc. Gas properties are in-

ferred by compared the measured 2f/1f signal to a spectral model. This technique is used

in the liquid-propellant rocket combustor studies discussed in Ch. 8.

3.3.3 Laser absorption tomography (1D)

Laser absorption tomography is an imaging technique that involves reconstructing distri-

butions of gas properties from multiple projected (lines-of-sight) absorption measurements.

This is a common approach in measuring non-uniform flow-fields. Similar to Eq. 3.3, ab-

sorbance can be related to thermophysical flow properties through the Beer-Lambert Law;

however, for a non-uniform flow-field, the equation takes the following form:

αν = − ln

(
It
I0

)
ν

=

∫ L

0

∑
j

PXi(l)Sj(T (l))φj(ν, T, P,Xi)dl (3.21)

Axially-symmetric distributions are frequently encountered in combustion applications. This

greatly simplifies the reconstruction technique as the gas properties are only a function of the

flow-field radius r and can be reconstructed from a single projection angle [158]. Under this

assumption, the projected absorbance measurements described in Eq. 3.21 can be integrated

over the spectral domain to obtain projected integrated absorbance areas Aj,proj [cm−1].

Aj,proj measurements can be obtained at discrete locations y [cm], from the axis of symmetry

and can be related to the radial distribution of the integrated spectral absorption coefficient

Kj(r) [cm−2] using Abel’s integral equation [159, 160]. This process is described by Eq. 3.22

and further illustrated in Fig. 3.5.

Aj,proj(y) =

∫ +∞

−∞
ανdν =

∫ L(y)

0

Kj(l)dl =

∫ L(y)

0

PXi(l)Sj(T (l))dl

= 2

∫ R

y

K(r)r√
r2 − y2

dr = 2

∫ R

y

PXi(r)Sj(T (r))r√
r2 − y2

dr

(3.22)
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Figure 3.5: Deconvolution geometry for line-of-sight measurements in an azimuthal symmet-

ric flow-field. Abel’s integral equation enables Aproj(y) to be related to the radial distribution

of K, as shown in Eq. 3.22. Figure adapted from [161].

To obtain radially-resolved temperature and species profiles, the line-of-sight absorption

data Aj,proj(y) is related to the radially-resolved integrated spectral absorption coefficient

Kj(r) through Abel’s integral equation [159, 160]:

P (y) = 2

∫ R

y

f(r)r√
r2 − y2

dr (3.23)

where R is the field radius and y is a given distance from the axis of symmetry. Here, P (y)

is representative of the measured projected absorbance area Aj,proj(y) and f(r) is the radial

distribution of the integrated spectral absorption coefficient Kj(r), as seen in Eq. 3.22. In

practice, the Abel inversion is implemented numerically [162], and the field distribution f(r)

is approximated by implementing the three-point Abel (TPA) transform [163]. This enables

74



Eq. 3.22 to be written at every radial location r, giving rise to a system of linear equations:

ATPAf = P (3.24)

where f = [f0, f1,...fN−1]T and P = [P0, P1,...N−1]T contain values of Kj(r) and Aj,proj(y),

respectively, at every radial location and ATPA is the projection matrix. To solve Eq. 3.24

and address the inherent ill-conditioned nature of ATPA, a Tikhonov-regularization [162] is

adopted.

The Tikhonov method imposes a regularization parameter λ that controls the relative

importance of accuracy and smoothness in the solution to the inversion. This regularization

can be represented as an additional set of equations that constrain the solution:

λL0f = 0 (3.25)

where L0 (N × N) is a discrete gradient operator that characterizes the smoothness of the

solution:

L0 =


1 −1 0 . . . 0

0 1 −1
. . . 0

...
. . . . . . . . .

...
0 0 0 . . . −1
0 0 0 . . . 1

 (3.26)

An appropriate value for λ is determined for each reconstruction based on the L-curve method

[164, 165]. A least-squares solution of the field distribution f(r) can now be determined by

combining Eq. 3.24 and Eq. 3.25:

fλ = arg min

∥∥∥∥[ATPA

λL0

]
f−
[
P
0

]∥∥∥∥ (3.27)

The technique described above enables reconstruction of the integrated spectral absorption

coefficient, Kj(r), from the measured projected absorbance areas, Aj,proj(y). Examples of
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these reconstructions are discussed in Ch. 6. To infer the radial distribution of temperature

T (r), Kj(r) can be obtained for two absorbance features, where the ratio between K1(r) and

K2(r) is only dependent on T (r):

R(r) =
K1(r)

K2(r)
=
PXiS1(T (r))

PXiS2(T (r))
=
S1(T (r))

S2(T (r))
= f(T (r)) (3.28)

With knowledge of pressure and the radial distribution of temperature, the radial distribution

of mole fraction, Xi(r), can be evaluated directly from Kj(r) of either absorbance feature:

Xi(r) =
K1(r)

PS1(T (r))
=

K2(r)

PS2(T (r))
(3.29)
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CHAPTER 4

Multi-isotopologue sensing of CO for high-temperature

chemical kinetics studies of fuel blends

The contents of this chapter have been submitted to the journal Combustion and Flame

under the full title ‘Multi-isotopologue laser absorption spectroscopy of carbon monoxide for

high-temperature chemical kinetics studies of fuel mixtures’ [166]

4.1 Introduction

Optical sensing of carbon monoxide (CO) is important for a variety of applications, includ-

ing environmental health safety monitoring and combustion efficiency characterization. In

regards to combustion, CO is a significant intermediate species, measurements of which are

often used to validate and develop chemical kinetic models for combustion applications [140].

Particularly, laser absorption spectroscopy (LAS) is a common method for quantitatively

measuring concentration of combustion species—including CO [167–174]—at high time res-

olution during combustion reactions behind reflected shock waves, providing valuable exper-

imental constraints on kinetic models of hydrocarbon decomposition and oxidation. Most of

these measurements have been made using ‘neat’ mixtures comprising a single fuel; practical

fuels used in real combustion devices are typically blends of many different hydrocarbons with

similar intermediates and products [175]. During the initial fuel pyrolysis prior to oxidation,

these fuel molecules tend to decompose into a small number of similar C1-C4 intermediates,

the kinetics of which largely dictate the evolution of the rest of the reaction [176, 177]. These

intermediates compete with one another in oxidation reactions, making it difficult to charac-
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Figure 4.1: Simulated spectra of 12CO and 13CO calculated at conditions relevant to com-

bustion. Targeted spectral region outlined in black. Spectral line parameters taken from

HITEMP database [150].

terize the contributions of a particular fuel component on overall combustion behavior when

probing a single kinetic parameter.

To experimentally constrain complex kinetics models, an increased number of parame-

ters must be measured in controlled studies. Deliberately labeled isotopologues, particularly

those that contain isotopes of hydrogen atoms, are commonly used in physical organic chem-

istry research to distinguish reaction pathways [178, 179]. Here we focus on carbon as a

shared element in fuels and the intermediate CO, which can be readily measured by infrared

absorption. Roughly 1.1% of all carbon on Earth is 13C [180, 181], making it one of the

more common stable isotopes available for use in isotopic tagging techniques [178, 180] and

representing an opportunity for combustion kinetics investigations [179]. Accordingly, this

work targets the infrared absorption spectra of the two most abundant isotopologues of CO,

12C16O and 13C16O, as shown in Fig. 4.1.

In this article, we describe a laser absorption sensor that simultaneously probes the dis-
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tinct spectra of 12C16O and 13C16O (abbreviated in this work as 12CO and 13CO, respectively)

to recover mole fraction and temperature in high-temperature shock tube kinetics studies.

The technique is coupled with isotopic labeling of fuel components with either a 12C or 13C to

discern the influence of specific fuels on the aggregate combustion behavior of fuel mixtures.

We present the sensor development by first discussing the influence of isotopic labeling and

substitution on molecular spectra in the context of wavelength selection. After establishing

the theoretical foundations of the technique, we detail our experimental methodology, in-

cluding the optical setup, experimental apparatus, and data processing techniques required

to obtain temperatures and mole fractions from our absorption measurements. We describe

both a scanned-wavelength direct absorption (scanned-DA) method for simultaneous multi-

isotopologue detection and a fixed-wavelength direct absorption (fixed-DA) method for high-

speed sensing of 13CO. Validation measurements in non-reactive shock tube experiments are

followed by demonstration of the capabilities of multi-isotopologue LAS in reacting mixtures

of isotopically labeled fuels at high temperatures. The paper concludes with an example

analysis highlighting the unique utility of the technique to help distinguish chemical kinetic

pathways.

4.2 Isotopic effects on molecular spectra

Absorption spectra for 12CO and 13CO are shown in Fig. 4.1. For a diatomic molecule ap-

proximated as a harmonic oscillator, the fundamental vibrational frequency ωe is dependent

on the bond stiffness ks and the reduced molecular mass µ [182]:

ωe ∝

√
ks
µ

(4.1)

The spacing between rovibrational transition frequencies, set by the rotational constant B,

is also dependent on µ:

B ∝ 1

µ
(4.2)
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For an isotopologue, changes in nuclear mass of a molecule without a change in the number

of protons does not strongly affect bond length re or the bond stiffness ks [147]. As a result,

ωe changes as µ changes; an increase in reduced mass shifts the center of the overall vibra-

tional band to lower frequencies, seen in Fig. 4.1, by about 50 cm−1 for CO. Additionally, the

rotational constant B is also affected—albeit less obviously—as seen in Fig. 4.1, in which the

line spacing between rovibrational transitions reduces by approximately 0.17 cm−1. These

isotopic substitution effects provide a basis for understanding the ability to spectrally dis-

tinguish 12CO and 13CO isotopologues using LAS, and provides a basis for their independent

detection in oxidation experiments of isotopically labeled fuels.

4.3 Spectral line selection

Line selection for LAS sensing is typically influenced by the strength, isolation, and tem-

perature sensitivity of accessible rovibrational transitions. For multi-isotopologue sensing,

relative proximity of transitions for both 12CO and 13CO is also an important consideration.

Ideally, the spectral domain should exhibit minimal interference from neighboring 12CO2

and 13CO2 lines, but the lines should be in sufficient proximity that they can be accessed

within the tuning depth of a single narrowband light source tuned at a high scan rate (to

achieve a correspondingly high measurement rate). The strongest absorption in 12CO and

13CO occurs in the fundamental bands centered near 4.65 µm (2150 cm−1) and 4.76 µm

(2100 cm−1), respectively, and this mid-infrared domain has recently become accessible with

compact, tunable, room-temperature quantum cascade lasers (QCLs) [169, 170].

The P-branches of both 12CO and 13CO contain many strong rovibrational absorption

lines that are favorable for low-interference measurements at moderate pressures (∼1 atm) [169,

170]. The high-temperature spectra of H2O, while overlapping those of both CO isotopo-

logues, is less crowded and possesses larger spacing between lines in the wavelength domain

of the P-branches of the CO isotopologues compared to the domain of the R-branches. Addi-

tionally, in the P-branches, there is minimal interference from the high-temperature spectra
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Table 4.1: Examined rovibrational transitions in the present work. All linestrengths from

the HITRAN database [149] have a reported uncertainty of 2%, except the 13CO P(2,10)

and 12CO P(2,20) lines, which have 5% reported uncertainty.

Freq. νi Species Line Si(T0) E ′′i
[cm−1] (v′′,J ′′) [cm−2/atm] [cm−1]

2007.877 13CO P(0,22) 5.56·10−3 928.582
2007.944 13CO P(2,10) 4.20·10−15 4365.33
2008.422 12CO P(2,20) 2.85·10−9 5051.74
2008.525 12CO P(0,31) 6.62·10−3 1901.13
2008.626 13CO P(1,16) 2.50·10−6 2591.13
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Figure 4.2: Examined spectral range noted in Fig. 4.1 showing the 12CO and 13CO transitions

of interest. Absorbance simulated at expected conditions behind a reflected shock with

HITEMP 2010 [150].

of both CO2 isotopologues. A close inspection of the P-branches within 1900–2100 cm−1 re-

veals several isolated absorption features near 2008 cm−1 as attractive targets. Fig. 4.2 shows

simulated spectra of 12CO and 13CO in this domain of interest along with H2O at combustion-

relevant shock tube conditions using the latest HITEMP [150] database for an optical path-

length of L = 10.32 cm, temperatures of T = 1200 K, and mole fractions of XCO = 0.01 and
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XH2O = 0.02. The spectra comprises two rovibrational transitions for 12CO and three for

13CO, allowing for multiple two-line thermometry options. For 12CO, the P(31) line in the

v(0→ 1) fundamental band provides the dominant contribution, while the P(20) line in the

v(2→ 3) hot band contributes more significantly at the higher end of the temperature range.

These 12CO lines are also used for measurements in high-temperature, high-pressure rocket

engine combustion conditions [183] and atmospheric pressure flames [184, 185], and more

details about their selection and application can be found in previous work. For 13CO, the

strong P(22) line in the v(0→ 1) fundamental band provides the only transition observable

at room-temperature for the expected mole fractions, while the P(16) line in the v(1→ 2) hot

band contributes more significantly above 600 K. Lastly, the P(10) line in the v(2→ 3) hot

band contributes above 1000 K, although this feature blends with the P(22) line at pressures

above ∼1.5 atm. Table 4.1 details the 12CO and 13CO rovibrational transitions of interest.

A comparison of the different possible combinations of 13CO lines for two-line thermometry
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Figure 4.3: Calculated linestrength ratios as a function of temperature for the different

combinations of the P(0,22), P(1,16), and P(2,10) lines of 13CO and P(0,31) and P(2,20)

lines of 12CO. Lines used for thermometry in this work are bolded.
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using Eqn. 3.6 is shown in Fig. 4.3. Although including the P(2,10) line ratios show more

sensitivity in the higher temperature range, the tendency of this weak line to overlap with

neighboring strong lines at low temperatures and higher pressures limits utility. Addition-

ally all the transitions in the domain have linestrength Si(T0) uncertainties reported in the

HITRAN database [149] as 2%, except the 13CO P(2,10) and 12CO P(2,20) lines, which have

5% reported uncertainty. As a result of these considerations, the P(0,22)/P(1,16) combina-

tion with ∆E ′′=1662.5 cm−1 is the most favorable for a wide range of conditions, despite

greater line separation in the 13CO spectra. Likewise, owing to its strong absorption over

the range of expected temperatures (1100–2200 K) at expected concentrations (∼0.5%), we

utilize the 13CO P(0,22) line for high-speed (>1 MHz) fixed-DA measurements of 13CO mole

fraction.

4.4 Sensing methodology

This section describes aspects of the sensing methods necessary for successful implementa-

tion in the targeted combustion environments. Here we discuss the selection of the light

source, laser control and tuning parameters, and the relevant optical setups. We also discuss

the spectral data processing methods associated with interpreting the absorbance measure-

ments, including requisite measurements of select line broadening parameters. Estimates of

uncertainty regarding all measurements are discussed in detail in Appendix A.

4.4.1 Optical setup

For the light source, a continuous-wave distributed-feedback (DFB) quantum cascade laser

(QCL) (ALPES Lasers) is used to access the two 12CO and three 13CO lines of interest. The

QCL is tunable from 2001 to 2014 cm−1, with a typical power of 50 mW at 4.9 µm. In the

scanned-wavelength operating mode, a 50 kHz triangle waveform of injection current tunes

the QCL across a wavenumber range of ∼1.2 cm−1 capturing the CO transitions of interest,

as depicted in Fig. 4.4. This effectively yields absorbance area measurements at 100 kHz,
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counting the up-scan and down-scan. The injection current i(t) is also scanned below the

lasing threshold to allow for measurement of the transient thermal emission. The wavelength

tuning of the QCL was stable enough to capture the targeted 12CO and 13CO transitions

with repeatable signal-to-noise ratios (SNR) from scan to scan. For fixed-wavelength mea-

surements, the injection current is held constant and the QCL is fixed at the linecenter of

the 13CO P(0,22) line (2007.8767±0.00025 cm−1), monitored by a wavemeter (Bristol 671B)

before and after each shock tube experiment.

For light collection, the transmitted laser radiation is passed through a bandpass spectral

filter (Spectrogon, 4960±148 nm) to minimize thermal emission before being focused onto a

thermo-electrically cooled photovoltaic (PV) detector (Vigo PVI-4TE-5). For each measure-

ment It, a corresponding background I0 is recorded without a mixture present to establish

a baseline for calculation in Eqn. 3.3. For scanned-wavelength measurements, the relative

frequency of the laser light is determined using a germanium etalon with a free spectral range

of 0.0241 cm−1. For all tests, the detector is sampled at its maximum bandwidth of 15 MHz

for an equivalent measurement rate of 7.5 MHz.

4.4.2 Shock tube experiments

The high-enthalpy shock tube (Fig. 4.4) used in this work is of a weldless flange design–

details of which are included in Appendix D and Appendix F. The shock tube is connected to

vacuum pumps, an agitated mixing tank, and a gas delivery manifold used to barometrically

prepare the mixtures of interest for all experiments. The test section of the shock tube has

an internal diameter of L = 10.32 cm, and is circumscribed by interchangeable ports which

can hold sensors or optical windows 2 cm from the end wall. For these experiments, two

half-inch sapphire windows are used to allow transmission of the laser light into and out of

the tube. A dynamic pressure transducer (Kistler 601B1) is also mounted in one of the ports

and records the pressure trace of the incident and reflected shock wave through a charge

amplifier (Kistler 5018A). Five time-of-arrival sensors (Dynasen, Inc.) provide a means

for determining the incident shock velocity, from which the reflected shock test conditions
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Figure 4.4: Top: Cross-section of the shock tube test section showing windows for optical

access and laser/detector setup. Middle: Side view of the shock tube showing the location of

the test section at the end of the driven section of the tube. Bottom: Example raw detector

and pressure transducer signals during non-reactive shock heating of 12CO and 13CO in a

He/Ar bath gas.
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(T5, P5) are determined [40]. Uncertainty in reflected shock temperature and pressure are

typically about 1% when properly accounting for vibrational relaxation of all components

of the test gas [64]. Once the QCL and detector were aligned and operational, a series

of argon (Ar) shocks were performed to ensure that no beam-steering was present, which

would complicate the baseline fitting discussed in Section 4.4.3.1. Data from the detector

at 15 MHz using a PicoScope 4000 series data acquisition module, which was triggered to

record by the time-of-arrival sensors.

12CO and 13CO thermometry and concentration measurements at 100 kHz were con-

ducted in the shock tube over a range of combustion-relevant temperatures (1100–2300 K)

and near-atmospheric pressures (0.5–1.5 atm) using scanned-DA techniques. For the non-

reactive thermometry and concentration studies, equal concentrations of 12CO and 13CO

were prepared with different bath gas mixtures of argon (Ar) and helium (He) for measure-

ments at temperatures between 1100 and 2300 K. These experiments provided validation

of simultaneous 12CO and 13CO thermometry and mole fraction measurement. For reactive

studies, mixtures of Ar, O2, and combinations of 12CH4,
13CH4, and 12C2H4 were prepared for

oxidation experiments at temperatures from 1400–1800 K, measured with both scanned-DA

and fixed-DA methods. These experiments validated the ability of the shock tube to produce
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Figure 4.5: Example scanned-wavelength detector signal in the shock tube.
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experiment.

repeatable species time-histories in oxidation studies with a fuel (CH4) that has well-known

ignition behavior [186]. Finally, we demonstrated the ability of the sensor to simultaneously

resolve production and destruction of both CO isotopologues during ignition of a binary

fuel mixture in which one of the fuels was isotopically labeled. These experiments validated

the sensor’s ability to perform time resolved multi-isotopologue species measurements for

combustion studies.

4.4.3 Data processing

4.4.3.1 Scanned-wavelength direct absorption (100 kHz)

Raw detector voltage data, such as those shown in Figs. 4.4 and 4.5, are processed using

Eqn. 3.3 to obtain spectral absorbance αν , such as shown in Fig. 4.6. The spectral domain

is then divided into two regions; the first containing the P(0,22) and P(2,10) lines of 13CO

and the second containing the P(2,20) and P(0,31) lines of 12CO and the P(1,16) line of

13CO. A two-line least-squares fitting routine was used for the first region, while a three-
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line fitting routine was used for the second region. All lines in this work were fit using the

Voigt lineshape profile with absorbance area Ai and collisional width ∆vc as free parameters,

while Doppler width ∆vD was fixed independently using temperatures estimated from ideal

shock relations [40]. Residuals from the fitting were all within 2% during the shock tube

experiments, confirming the appropriateness of the Voigt lineshape for this study.

Example calculated absorbance areas from a non-reactive shock tube experiment con-

taining X12CO = X13CO = 0.0075 are shown in Fig. 4.7. Some vibrational relaxation is visible

immediately after the incident and reflected shocks, but the absorbance area calculations for

all transitions are shown to be stable in time. Moreover, the absorbance areas calculated
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from the upscan of the triangle wave agree with the absorabance areas calculated from the

downscan of the triangle wave, highlighting the ability of the sensor to perform measure-

ments at 100 kHz. As seen in Fig. 4.7, the P(0,22) and P(1,16) lines of 13CO and P(0,31) line

of and 12CO show favorable absorbance area with 0.75% 12CO and 13CO seeded in the bath

gas. These absorbance areas are used to infer temperature and mole fraction of both CO iso-

topologues using Eqns. 3.6 and 3.7, respectively, and the results are discussed in Sections 4.5

and 4.6.

4.4.3.2 Fixed-wavelength direct absorption (>1 MHz)

To enable high time resolution (>1 MHz) fixed-DA measurements, a spectral model account-

ing for collisional broadening is necessary to simulate linecenter absorbance, which is then

used to infer mole fraction from measured linecenter absorbance using Eqn. 3.3. Our shock

tube studies are carried out with He and/or Ar as the bath gas, for which collisional broaden-

ing parameters are unavailable in the current HITRAN [149] and HITEMP databases [150].

For the aforementioned scanned-DA measurements, these broadening parameters are not

a prerequisite to employ the two-line thermometry methods discussed in Section 3.1, since

Eqns. 3.5 and 3.6 are independent of the lineshape function φi(ν). However, for a given oxida-

tion experiment utilizing fixed-DA, both the broadening parameters γY (T0) and n as well as

the temperature of the medium must be known independently to model φi(ν) and interpret

the absorbance measurements. To determine the He- and Ar-broadening parameters of the

P(0,22) line of 13CO, high-temperature (>1000 K) absorbance measurements were made dur-

ing the non-reacting shock tube experiments described previously, while lower-temperature

(300–1000 K) measurements of broadening parameters for the P(0,22) line of 13CO were

taken using a high-temperature optical static cell at pressures varying from 40–100 Torr.

The relative temperature and pressure uncertainty in the cell is approximately ±0.3%, and

±0.125%, respectively. More details about the mechanical design and thermal analysis of the

cell are available in another work [146]. For the shock tube broadening measurements in Ar,

some He was added (10%) to the bath gas to accelerate vibrational relaxation of CO behind

89



2007.8467 2007.8767 2007.9067

Wavenumber [cm-1 ]

-2

0

2

R
e
s
id

u
a
l 
[%

]

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

A
b
s
o
rb

a
n
c
e
 

Ar He

T = 290 K

P = 100 Torr

L = 9.39 cm

X
CO

 = 0.025

Measurement

Voigt Fit

Figure 4.8: Example absorbance spectra and spectral fits of the P(0,22) 13CO line for both

He and Ar collision partners in a high temperature optical cell.

the reflected shock wave, necessitating independent knowledge of He broadening parameters.

For measurements in the optical static cell, the QCL was scanned at 70 kHz from 2007.82–

2007.96 cm−1 to cover the entire P(0,22) line, and data was collected from the detector at

7.5 MHz using a PicoScope 5000 series data acquisition module. Figure 4.8 shows example

scanned measurements of the P(0,22) line using the DFB QCL with both He and Ar as

bath gases. For temperatures in which the spectra exhibited substantial collisional narrow-

ing [187] (residuals > 3%), only higher pressure (> 80 Torr) measurements are used, and

the error in measured ∆νc is larger, resulting in larger uncertainty in 2γY (T ) for those tem-

peratures. Measurements of broadening coefficients 2γ13CO−Y (T ) of the P(0,22) line from

both the shock tube and gas cell experiments of 13CO are shown in Fig. 4.9. Also shown is

a least-squares fit [188] of Eqn. 3.16 to estimate both the temperature-dependent exponents

nHe, γHe(T0), nAr, and γAr(T0), as well as their respective uncertainties, ∆nHe, ∆γHe(T0),
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Table 4.2: Spectral modeling parameters for the P(0,22) 13CO line

Y 2γ13CO−Y (T0) n13CO−Y Range
[cm−1/atm] [K]

He 0.0953± 0.0023 0.494± 0.024 296–1863
Ar 0.0767± 0.0017 0.595± 0.026 296–2312
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Figure 4.9: He- and Ar-broadening coefficients for the P(0,22) 13CO line with power law fits

for 300–2300 K. High-temperature gas cell data marked with circles. Data from shock tube

measurements marked with triangles.

∆nAr, and ∆γAr(T0). The resulting broadening parameters are given in Table 4.2.

To obtain high-speed measurements of 13CO mole fraction in a reacting mixture, we

perform a fixed-DA measurement during the reaction behind a reflected shock as well as

a companion scanned-DA measurement with the same mixture composition at the same

reflected shock conditions to obtain a temperature time-history using two-line thermome-

try. Using the measured reflected shock pressure and calculated temperature, as well as

the parameters in Table 4.2, we calculate φi(νi,0) using a Voigt lineshape profile [147] and
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subsequently determine mole fraction from Eqn. 3.3, as shown in Section 4.6. By accounting

for the temperature change in the collisional broadening during the reaction, we reduce the

uncertainties associated with the mixture’s exothermicity [174], allowing for more accurate

measurements of CO mole fraction. Results are provided in Section 4.6.

4.5 Validation results

The main objective of this work is to provide the ability for accurate simultaneous tempera-

ture and concentration measurements of both CO isotopologues at concentrations sensitive

enough to distinguish competitive oxidation between different components of fuel mixtures.

This section discusses the performance of the sensor in high-temperature environments typi-

cal of shock tube oxidation studies. For a comprehensive uncertainty analysis on the measure-

ments of temperature and mole fraction reported here, the reader is referred to Appendix A.

The temperature for each reflected shock is calculated from the incident shock velocity

measured by the time-of-arrival sensors and is treated as the known temperature, while

the known mole fractions of both CO isotopologues for non-reacting shocks are calculated

from the barometric mixture preparation. Known reflected shock temperature and CO mole

fractions are overlaid with measured values during a representative shock tube experiment in

Fig. 4.10, showing excellent agreement. Typical uncertainty in temperature measured using

two-line thermometry on the upscan (50 kHz) absorbance areas for each CO isotoplogue

is approximately 2% over the test time (∼1 ms) of the non-reacting shock. It can also be

seen that the mole fraction values calculated from the upscan absorbance agrees with those

calculated from the downscan absorbance, enabling 100 kHz mole fraction measurements.

Several of these experiments were conducted for a temperature range relevant to combustion

kinetic studies. The accuracy of the sensor over 1100–2250 K is shown in Fig. 4.11, in which

the measured temperatures and mole fractions of 12CO and 13CO are compared with the

expected temperature from shock relations and the concentrations recorded barometrically

during mixture preparation. The sensor is shown to reliably determine temperature and

mole fraction for various concentrations of 12CO and 13CO in different bath gas mixtures
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Figure 4.10: Measured temperature and mole fraction of 13CO and 12CO based on two-line

thermometry for a non-reactive 13CO/12CO/Ar/He shock with comparison to calculations

from ideal shock relations and known mixture concentrations.

of He and Ar. At lower temperatures (<1300 K) and higher pressures (>1.5 atm), the

P(2,10) line of 13CO and the P(2,20) line of 12CO were too broadened to make reliable

measurements of the absorbance areas for those transitions. However, in these conditions,

the P(0,22) and P(1,16) line of 13CO and the P(0,31) line of 12CO are still distinguishable

enough for thermometry and mole fraction measurements of 13CO, as shown in Fig. 4.11 for

the points at 1200 and 1300 K. Assuming temperature from ideal shock relations, 12CO and

13CO exhibited detection limits of 150 ppm and 160 ppm, respectively, using scanned-DA

methods at 1500 K. The corresponding 13CO detection limit using fixed-DA methods was

approximately 21 ppm at 1620 K.
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To validate both the experimental apparatus and the similarities of the reaction rates

associated with isotopologues of fuels, we performed shock tube oxidation experiments at

approximately the same conditions (nominally T5 = 1758±10 K and P5 = 0.764±0.025 atm)

for two different stoichiometric (φ = 1) mixtures of 1.25% CH4 / 2.50% O2 / 96.5% Ar; one

with 12CH4 and another with 13CH4. The ignition behavior of CH4 is one of the most well-

known among fuels, and for which there are several established kinetic mechanisms; these

experiments (at conditions for which much data exists in the literature) serve to validate
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12CH4 and 13CH4 as the fuel. Shaded regions indicate uncertainty in model predictions due

to uncertainties in reflected shock conditions.

the measurement technique as well as the facility used to prepare and react the mixtures.

The mole fractions of both CO isotopologues from these experiments are shown in Fig. 4.12,

along with a chemical kinetic simulation performed using Cantera [189] with an unmodified

GRI-MECH 3.0 mechanism [142]. The mole fraction results of the independent experiments

agree with one another and with the kinetic model for methane combustion, highlighting the

similarities in ignition behavior of the isotopically labeled fuels. Further discussion regarding

the kinetic effects of isotopic substitution is provided in Appendix C.

4.6 Demonstration results

In order to conclusively demonstrate the ability of the technique to discern competitive

oxidation between different components of a fuel mixture, a representative combination of

fuels and reflected shock environments must be determined. A well-established and tractable

chemical kinetic mechanism, GRI MECH 3.0 [142], was chosen for modification accounting
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for isotopic labeling of carbon atoms. We used this modified mechanism to survey and

downselect temperature and pressure regimes of interest for ignition of isotopically-labeled

fuel mixtures, with particular attention to smaller carbon-number species relevant to real

fuel oxidation [176, 177]. Owing to all the possible permutations of carbon atoms in the

molecules possessing more than one carbon atom, this modification increased the number of

species in the mechanism from 53 to 117 and the number of reactions from 325 to 886.

Two fuels with distinctly different structure (and hence, ignition behavior), methane

(CH4) and ethylene (also known as ethene, C2H4), were chosen for inclusion in reactive mix-

tures for the initial competitive oxidation tests. Shock tube oxidation experiments were

performed with different mixtures of 13CH4,
12C2H4, O2, and Ar to validate the sensor’s

ability to measure both species during a reaction. Although known as the simplest hydro-

carbon, CH4 often requires higher temperatures than other hydrocarbons at stoichiometric

equivalence ratios to ignite in a comparable amount of time [190, 191]. For example, at

atmospheric pressure, a temperature of about 1700 K is required for successful ignition

within the shock tube test times demonstrated in this work (∼2 ms). The addition of C2H4

into the fuel mixture reduces this temperature requirement, and a stoichiometric mixture

of 67% CH4/33% C2H4 will ignite at 1500 K within this test time. Notably, this particular

ratio of 13CH4 to 12C2H4 results in a nearly equal number of carbon atoms corresponding to

each carbon isotope.

4.6.1 Multi-isotopologue CO sensing in reacting mixtures

To specifically test competitive oxidation in oxygen-starved environments, a fuel-rich mixture

(φ = 1.5) of 67% CH4/33% C2H4 and O2 was prepared in an Ar bath gas. Example results

in Fig. 4.13 show the mole fraction results of two scanned-DA experiments with this mixture

under similar shock-heated pressures (0.744± 0.02 atm) and different temperatures (1726±

9 K and 1504± 8 K), along with the modified kinetic simulation prediction. It can be seen

that at higher temperatures (>1700 K), the time histories of the mole fractions of both

12CO and 13CO are both similar, tracking with one another. This indicates that the carbon
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Figure 4.13: Measured CO mole fraction during ignition of fuel/O2 mixture diluted in Ar

at 1726 K (top) and at 1504 K (bottom) alongside chemical kinetic predictions. Shaded

regions indicate uncertainties in kinetic model due to uncertainty in mixture composition

and reflected shock conditions.

atoms from both 12C2H4 and 13CH4 are oxidizing at similar rates in these conditions. This

particular observation agrees with the modified chemical kinetic prediction quite well. At

lower temperatures, however (∼1500 K), a separation of reaction timescales is visible between

12CO and 13CO—12CO appears earlier and in higher quantities than 13CO. This indicates that

the carbon atoms from 12C2H4 and 13CH4 are oxidizing at different rates in these conditions,
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at least initially. Moreover, the degree to which the timescales are initially separated is

underpredicted by the modified kinetic mechanism, which shows the mole fractions agreeing

within the model uncertainty. Notably, the experimental mole fraction results for 12CO and

13CO disagree with one another beyond what is explicable with experimental uncertainty.

4.6.2 High-speed (MHz) 13CO sensing

Since high-speed 12CO sensing using transitions in the P-branch of the fundamental band

has already been demonstrated by other researchers [169, 192], we focus the discussion of

our fixed-DA measurements on 13CO. To demonstrate the ability of the sensor to measure
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mole fraction of 13CO at a time resolution (>1 MHz) suitable for chemical kinetic studies

at higher temperatures (>1800 K), a stoichiometric mixture (φ = 1) of 67% CH4/33% C2H4

and O2 was prepared in an Ar bath gas. Fig. 4.14 shows the mole fraction results of two

independent shock tube oxidation experiments—one scanned-DA and one fixed-DA—with

nearly identical reflected shock conditions. The two-line thermometry temperature time

history from the scanned-DA experiment, shown in red markers with error bars, was used to

estimate a temperature time history for the corresponding fixed-DA experiment, shown as

a line with shaded error region. The mole fraction results from the fixed-DA measurements

show excellent agreement with the results from the scanned-DA measurements, building

confidence in both the precision and versatility of the sensor and in the accuracy of the

broadening parameters we report in Table 4.2.

4.7 Discussion

In Section 4.6, we demonstrated the ability of multi-isotopologue laser absorption spec-

troscopy to unambiguously identify the parent fuel sources of intermediate oxidation species.

The technique represents a starting point of a new avenue towards anchoring and constrain-

ing detailed reaction mechanisms of fuel mixtures using laser absorption spectroscopy. In

many modern kinetic mechanisms in the literature, significant uncertainties exist in several

key elementary reactions involved in the production of CO, particularly reactions involving

the formyl (HCO) and ketenyl (HCCO) radicals [144, 172, 174], which we touch on here.

As an example of the type of analysis that can be made with this experimental tech-

nique, we performed a reaction pathway analysis using the GRI-MECH 3.0 mechanism [142]

modified for isotopic tracking for a constant pressure ideal gas reactor simulation in Can-

tera [189] for the low-temperature ignition condition in Fig. 4.13. The reaction pathway

analysis yielded some insights into the mechanism potentially responsible for disagreement

between the experiment and the model. During the onset of CO formation for both isotopo-

logues (∼1.1 ms in the lower plot of Fig. 4.13), the primary pathway for the generation of
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13CO is through the methyl radical (CH3) and formaldyhyde (CH2O):

HO2 + CH3 OH + CH3O (R119)

O + CH3 H + CH2O (R10)

H + CH2O + M CH3O + M (R57)

CH2O + H HCO + H2 (R58)

HCO + M H + CO + M (R167)

For reader convenience, we have labeled the reactions according to their reaction number in

GRI MECH 3.0. In the oxidation of C2H4, HCO is also comparably produced via direct O

atom attack,

O + 12C2H4
12CH3 + H12CO (R25)

and, in conjunction with reaction R167, this represents the dominant pathway to CO for

C2H4 during this stage of the oxidation. Another comparable path to HCO occurs through

the reaction of the vinyl (C2H3) radical with O2, a reaction which is known to have many

possible pathways [193]:

12C2H3 + O2 H12CO + 12CH2O (R173)

These additional pathways to H12CO and 12CO production require 12C2H4 and so are not

available to 13CO, because the only 13C in the system must ultimately come from 13CH4, and

13CH3 recombination and downstream production of 13C2H3 is not competitive under these
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conditions. It should be noted that at this time (∼1.1 ms), a significant pathway for the

vinyl radical reaction with O2 produces ketene (CH2CO):

12C2H3 + O2 O + 12CH 12
2 CHO (R294)

H + 12CH 12
2 CO + M 12CH 12

2 CHO + M (R304)

However, at ∼1.1 ms, ketene is not yet reacting appreciably.

A bit later in the reaction (∼1.3 ms in the lower plot of Fig. 4.13), the aforementioned

pathway to CO through the methyl radical and formaldehyde stays dominant for 13CO and

becomes dominant for 12CO. Additionally, for the formation of 12CO from 12C2H4, a signif-

icant pathway through the ketenyl (HCCO) radical becomes available as ketene undergoes

hydrogen abstraction:

H + 12CH 12
2 CO H12C12CO + H2 (R80)

H12C12CO + O2 OH + 12CO + 12CO (R176)

As with earlier, this CO pathway is unavailable to 13CO, since it ultimately comes from

12C2H3. From these two snapshots in time of the reaction paths for the GRI mechanism, it

is clear that there are many more paths to 12CO than to 13CO, and this is validated by our

experimental results. Since the results in Fig. 4.13 show that there is a larger separation of

timescales between the appearance of 13CO and 12CO than predicted by the model, however,

it is reasonable to suggest that the reaction rates of the pathways exclusive to 12C2H4 should

be increased relative to the pathway shared by both 12C2H4 and 13CH4.

This reaction analysis on an established kinetic mechanism is an example of how multi-

isotopologue laser absorption spectroscopy can provide a unique experimental constraint

for efforts to optimize kinetic models of fuel mixtures undergoing competitive oxidation
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given inherent uncertainties in reaction rate constants [176, 177]. Analyses of more modern

chemical kinetic mechanisms under active development and optimization are the subject of

forthcoming investigations.

4.8 Summary and potential improvements

A mid-infrared laser absorption sensor was developed for simultaneous temperature and

concentration measurements of two CO isotopologues at 100 kHz, enabling novel chemi-

cal kinetic studies of isotopically labeled fuel mixtures at combustion-relevant temperatures

and near-atmospheric pressures. To the authors’ knowledge, these are the first simultane-

ous time-resolved measurements of multiple CO isotopologues originating from intentionally

isotopically-labeled fuels in a reacting mixture. Using the method, we provide initial experi-

mental evidence revealing distinct competitive oxidation in a relevant fuel mixture. In doing

so, we also provide the first time-resolved LAS measurements of 13CO for high-temperature

shock tube kinetics studies. The technique shows potential to improve understanding of

competitive oxidation in multi-component fuel mixtures to distinguish reaction pathways

and respective rates by unambiguously identifying the parent fuels of intermediate species.

We provide an example of the type of reaction pathway analysis that can be facilitated

through use of this method, which can aid combustion kinetics investigations. To facilitate

the use of the sensor in combustion environments in which CO is created and destroyed more

quickly than can be satisfactorily measured at 100 kHz, broadening parameter measurements

with relevant collision partners He and Ar were conducted and utilized for fixed-DA mea-

surements of the temporal evolution of 13CO at 7.5 MHz, limited only by the bandwidth

of the available PV detector (15 MHz). Additional broadening parameters associated with

other combustion-relevant species—such as CO2, H2O, O2, and particularly N2—must be

performed before fixed-DA measurements of 13CO can be performed in atmospheric flames

or other non-diluted reactive mixtures.
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CHAPTER 5

Competitive oxidation of CH4 and C2 hydrocarbons

discerned by isotopic sensing in shock-heated mixtures

The contents of this chapter have been published in the journal Combustion and Flame

under the full title ‘Competitive oxidation of methane and C2 hydrocarbons discerned by

isotopic labeling and laser absorption spectroscopy of CO isotopologues in shock-heated

mixtures’ [194]

5.1 Introduction

Accurate and computationally-efficient chemical kinetic models are desired to design prac-

tical combustion systems operating with real fuels (usually blends of several different hy-

drocarbons) to meet performance and emissions targets in the transportation and power

sectors [175]. In several advanced energy conversion devices,such as Homogeneous Charge

Compression Ignition (HCCI) engines, ignition is governed by reaction kinetics and the

overall reactivity of the fuel-air mixtures is much more sensitive to system thermochemistry

(temperature, pressure, mixture composition) and fuel molecular structure than in tradi-

tional combustion systems [195, 196]. This represents a significant challenge for modeling

and system design, particularly at lower combustion temperatures (< 1500 K) where reaction

kinetics can be more complex and are generally less well-understood. This study leverages a

novel diagnostic method to examine kinetic behavior of select hydrocarbon mixtures, with a

particular focus on discerning competitive oxidation at temperatures below 1200 K, relevant

to real fuel combustion.
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Modeling real fuels such as diesels or kerosenes remains a challenge in part due to the

complex fuel compositions that may include hundreds of species of varying carbon number

and functional group. Despite this heterogeneity, large hydrocarbons and mixtures thereof

have been shown to decompose into a relatively smaller pool of similar fuel fragments [197–

199]; the reactions of these fuel fragments are the rate-limiting steps in the combustion of

higher hydrocarbons [172, 176, 177]. Although in principle this increases the tractability of

the modeling problem, significant challenges remain in characterizing the combustion behav-

ior of blends of even the smallest C1–C2 hydrocarbons at lower temperatures, as significant

coupling exists between the intermediates of different fuel components [144]. To examine

this coupling, several investigators have studied the effects of blending small C1–C2 fuels to-

gether through a variety of experiments including but not limited to measurements of flame

speeds [200–202], as well as of ignition delay times behind reflected shock waves [203–208].

Despite this experimental work and concurrent progress in chemical mechanisms, many reac-

tion models which predict similar time-evolution of combustion species at high temperatures

(>1800 K) yield significantly different predictions of time-to-ignition at lower temperatures

(<1500 K), though peak CO mole fraction remains similarly predicted amongst the models.

An example of this is shown in Fig. 5.1 for predictions of the time-evolution of CO, a key

intermediate in the energy conversion process, during combustion of a methane-ethylene fuel

blend.

Accurate prediction of CO formation and oxidation in combustion systems is critical

for the development of practical energy-conversion devices, owing to its importance in

the determination of heat release and extinction behavior [172, 209]. The predictive ca-

pability of reaction models for fuel oxidation can be evaluated through comparison with

time-resolved species measurements behind reflected shock waves, often through optically-

based measurement methods. Quantitative species time-histories can provide an additional

granular constraint on kinetic models along with ignition delay times and flame speeds,

which are aggregate measurements of overall combustion behavior [140]. Several exper-

imental studies have reported measured species time-histories of CO during oxidation of
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0.7% C2H4, 1.4% CH4, and 4.9% O2 (φ ≈ 1) in Ar by various chemical kinetic mechanisms

at 1 atm and 1800 K and 1200 K. Simulations performed using Cantera 2.4.0 [189].

.

hydrocarbons behind reflected shock waves, including many using laser absorption-based

measurements [168, 169, 171–174, 210–214], providing valuable experimental constraints

and validation benchmarks with which to compare chemical reaction models. However,

only a few of these studies considered fuel mixtures [173, 211, 212, 214]; in many mod-

ern chemical reaction models available in the literature, significant uncertainties remain in

several key elementary reactions involved in the production of CO at low temperatures,

particularly reactions involving the formyl (HCO), vinyl (C2H3), and ketenyl (HCCO) rad-

icals [144, 172, 174, 193, 215, 216]. These species are prominent in the oxidation of small

C1–C2 fuel mixtures, including CH4 and C2H4, as seen in the simplified reaction pathways

shown in Fig. 5.2. These species participate in a much larger set of reactions and the rela-

tive contribution (i.e. branching fractions) of various fuel components in a mixture to the

measured CO species time-histories becomes less clear when additional fuel components are

added.

To address this ambiguity, the authors have developed a time-resolved laser absorption
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Figure 5.2: Simplified reaction pathway for the oxidation of a CH4/C2H4 blend into CO, with

carbon atoms color-coded to correspond to source fuel molecule. CH4-exclusive pathways

shown in orange, C2H4-exclusive pathways shown in blue, and common pathways shown in

purple.

spectroscopy (LAS) measurement technique for simultaneous detection of multiple isotopo-

logues to discern individual contributions of fuel components to the production of CO in the

oxidation of multi-component fuel blends [166]. By isotopically-labeling specific component

fuels of the overall fuel mixture and simultaneously measuring both 12CO and 13CO, we can

distinguish reaction pathways and respective rates by unambiguously identifying the parent

fuels of intermediate species. Fig. 5.2 shows competing reaction pathways for the oxidation

of CH4 and C2H4 into CO—Many more pathways to CO are observed for C2H4 than are

observed for CH4, and the carbon atoms are color-coded to highlight the utility of the multi-

isotopologue LAS technique in providing more information about specific reaction pathways.

In previous work [166], we observed that 12CO (from 12C2H4) was produced both earlier than
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13CO (from 13CH4) and earlier than predicted by an isotopically-labeled GRI-MECH 3.0 [142]

reaction model in shock tube oxidation experiments performed at temperatures of 1500 K.

In this work, we examine an expanded set of oxidizing fuel mixtures behind reflected shock

waves at temperatures ranging from 1000–1800 K, incorporating mixtures that include ad-

ditional C2 hydrocarbons: the alkane ethane (C2H6) and the alkyne acetylene (C2H2). We

primarily target the fuel-rich domain to force competitive oxidation among the component

fuels, and for its relevance in fuel pyrolysis and soot formation.

The following sections of this paper describe the shock tube experimental setup and

isotopic labeling and detection methods, followed by a presentation of the novel dataset cap-

turing competitive oxidation of methane and C2 hydrocarbons. The approach to modifying

specific chemical mechanisms for isotopic labeling is also presented, and simulation results

are compared to experimental data. A more detailed examination of the modified FFCM

1.0 mechanism is given for CH4-C2H4 blends, including reaction pathway and sensitivity

analysis, while opportunities for mechanistic improvements are identified to capture kinetic

behavior of blends with the other C2 hydrocarbons.

5.2 Methods

This section describes the methods used to examine competitive oxidation of methane and

different C2HX hydrocarbons behind reflected shock waves. We first detail the spectroscopic

sensing methodology as well as the shock tube facility used for all experiments. Additionally,

we describe the adaptation of chemical mechanisms for measurement comparison. Estimates

of the measurement uncertainty and model sensitivity are discussed in detail in Sec. 5.4.

5.2.1 Multi-isotopologue CO spectroscopy

The mole fractions of two isotopologues of carbon monoxide were measured here using a con-

tinuous wave (cw) distributed feedback quantum cascade laser (DFB-QCL, ALPES Lasers)

targeting the P(0,31) and P(2,20) transitions of 12C16O and the P(0,22) and P(1,16) tran-
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sitions of 13C16O near 4.9 µm [166]. A scanned-wavelength direct absorption technique was

employed to rapidly scan over the spectral domain of interest, enabling integration in ν over

each individual rovibrational transition. This yields a spectrally-integrated absorbance area

Aj [cm−1] for each transition j, as shown previously in Eq. 3.5. Upon measuring multiple Aj

for a given species, gas temperature can be determined through two-line thermometry via

Eq. 3.6. Once T is known, the Beer-Lambert relation in Eq. 3.7 can be used to determine

absorbing species mole fraction Xi, assuming independent knowledge of the pressure. Herein,

temperature and mole fraction were measured spectroscopically once the signal-to-noise ratio

(SNR) of the spectral transitions was high enough to perform the aforementioned two-line

thermometry technique. Prior to this, temperature was obtained using shock relations and

assuming isentropic compression of the measured pressure trace. As demonstrated in prior

work [166], good agreement in the initial post-shock conditions is achieved with the two

methods. Both temperature values are reported in the proceeding data.

The optical setup for the present work is shown in Fig. 5.3. The laser light pitch and

catch system, including the QCL, photodetector (Vigo PVI-4TE-5), optical bandpass filter

(Spectrogon, 4960±148 nm), and lens is the same as in prior work targeting these CO

isotopologues [166], with a notable exception: To increase the modulation depth of the QCL

at high scan rates (and subsequently the robustness in baseline fitting), we employ a diplexed

RF modulation technique developed by our group using bias-tee circuitry [30]. In this work,

we injection-current modulate the QCL with a sine wave at 50 kHz, resulting in an effective

temperature and species measurement rate of 100 kHz when performing spectral fitting

on both the upscan and downscan. Representative detector signal waveforms illustrating

this modulation during a shock tube oxidation experiment are shown in the top right of

Fig. 5.3. Employing the bias-tee circuitry at a 50 kHz scan rate results in a modulation

depth of approximately 1.2 cm−1, capturing the 12C16O and 13C16O transitions of interest.

A representative plot of experimentally-measured spectral absorbance for a single laser scan

period is shown in Fig. 5.4 for the upscan. A corresponding spectral fit using the Voigt

lineshape model for the targeted transitions is also shown, yielding low residuals (< 2%) for
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all experiments performed for this study. Lastly, all measurement uncertainties shown in this

study are computed using the approach outlined in the appendix of our previous work [166].

5.2.2 Shock tube experiments

Here we use a shock tube facility to serve as a near constant-volume reactor to observe

chemical kinetics with minimal influence of fluid dynamics. Because of the Arrhenius behav-

ior of many chemical reactions in combustion, examining lower-temperature (1100–1200 K)

ignition behavior and kinetic rates requires significantly longer test times compared to high-

temperature combustion (>1800 K). Additionally, variations in either temperature or pres-

sure during a test can significantly affect the observed kinetics. As an example, a temperature

increase as small as 1% at 1500 K can lead to a 25% error in the measured rate coefficient for

the dissociation of NO2 [217]. Consequently, conducting low-temperature chemical kinetics

experiments requires both extended test times (> 5 ms) and well-controlled and charac-

terized thermodynamic conditions. In a conventional shock tube, the reflected shock wave

creates a near-instantaneous and spatially-homogenous high-temperature reactor with pre-

110



cisely known thermodynamic conditions (typically < ±1% in pressure and temperature)

[218]; however, the usable test time is often limited to 1–3 ms [140] due to physical dimen-

sional constraints that lead to wave interactions or non-ideal gas dynamics such as boundary

layer growth [79]. To extend test times, such that low-temperature combustion kinetics

are observable, conventional shock tubes may require physical modification of the geometry

and/or gas mixture optimization to mitigate effects that terminate constant pressure test

times. A notable distinction in the present shock tube study from our prior work [166] is

the implementation of a 19.76 ft. driver extension, variable-area driver inserts, and tailored

driver gases; the judicious combination of which enable significantly longer duration test

times (up to 30 ms) than are achievable in the shock tube’s standard configuration [39].

The high-enthalpy shock tube used in this study is shown in Fig. 5.3 and is also described

in previous work by the authors [166, 219, 220]. The facility consists of a high-pressure

driver section and a low-pressure driven (test gas) section, which are separated by either a

polycarbonate or metal diaphragm. When the diaphragm ruptures due to pressure-induced

strain, an incident shock wave forms and propagates into the driven section–compressing

and heating the test gas and imposing a bulk velocity in the direction of the moving shock.

Additionally, an expansion wave travels into the driver and the contact surface between

the driver and driven gases propagates into the driven section (although at a much lower

velocity). When the incident shock wave reaches the end wall of the driven section, it reflects

back towards the driver, stagnating the flow and compressing and heating the test gas even

further. This creates near-constant temperature and pressure conditions and initiates the

test time for the kinetics experiments conducted in this work.

The pressure time history at the measurement location (near end-wall) determines the

test time and can be used to assess uniformity of the thermodynamic conditions during a test.

The test time typically ends when either the expansion fan reflects off the driver end wall and

returns to the driven section–changing the thermodynamic conditions at the measurement

location–or the contact surface and reflected shock wave interact, sending another shock or

expansion wave back towards the measurement test section. To delay the reflected expansion
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fan arrival and extend the total test time, a 19.76 ft. driver extension, shown in Fig. 5.3,

was used for all the measurements conducted in this study. The use of the driver extension

enables reflected shock test times up to 30 ms, ideal for studying low-temperature combustion

chemistry. Additionally, more uniform thermodynamic conditions were achieved by using

a tailored driver gas mixture (75%He/N2) to mitigate contact surface-reflected shock wave

interactions along with variable-area driver inserts to minimize the pressure rise, dP/dt, (and

the associated temperature rise [221]) caused by factors such as boundary layer growth and

shock attenuation. Driver gas tailoring can minimize expansion or compression at the test

section when the reflected shock wave interacts with the contact surface. This is achieved by

blending a lower speed-of-sound gas, such as N2, with He, such that the pressures across the

contact surface following the passage of the reflected shock wave, are identical. To minimize

dP/dt, variable-area driver inserts were designed [104] to partially reflect expansion waves

back to the test section where the chemical kinetic studies are being conducted. The pressure

decrease from the expansion waves helps offset the pressure rise caused by non-idealities in

the test section. Combined, these modifications result in an approximate factor of 5 increase

in the achievable test times compared to our standard shock tube configuration and are

particularly useful for studying low-temperature combustion chemistry, where reaction rates

are relatively slow. The results can be directly observed in Fig. 5.3, where ignition at 1059.2

K and 1.02 atm occurs on the order of 18 ms, with pre-ignition chemistry observed as early

as 8 ms.

To conduct experiments, the driver and driven sections of the shock tube are connected

to rotary vane roughing pumps (Alcatel Adixen 2021i) and a turbomolecular pump (Var-

ian V550) to reach ultimate pressures < 1 × 10−4 torr and remove trace amounts of any

contaminating species. The driven and driver sections are then filled with the test gas

mixture and tailored gas, respectively. The tailored driver gas contained 75% He balanced

in N2 and was supplied by Airgas. Test gas mixtures were barometrically prepared with

capacitance manometers (Baratron 627D) with an uncertainty of 0.12% of reading in an

agitated mixing tank. All test gas mixtures were prepared in an Ar or 18.4%He/Ar bath
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gas and targeted a nearly equal number of carbon atoms corresponding to each carbon

isotope (67%CH4/33%C2HX, where X = 2, 4, 6). 12CH4,
12C2H2,

12C2H4,
12C2H6, O2, He,

and Ar gases were supplied by Airgas with purities of 99.97%, 99.6%, 99.9995%, 99.99%,

99.994%, 99.997%, and 99.999%, respectively. 13CH4 and 13C2H4 gases were supplied by

Sigma-Aldrich with purities of 99% and 99%. Competitive oxidation experiments were con-

ducted over a range of temperatures (1000–1800 K) at near-atmospheric pressures (0.5–1.5

atm). Combustion kinetics were compared and analyzed based off the thermometry and

species measurements discussed in Sec. 5.2.1. Additionally, 12CO and 13CO production

rates assisted in evaluating the validity and sensitivity of several chemical kinetic models

(GRI-MECH 3.0 [142] and FFCM-1 [222]) for the different fuels and conditions considered

herein.

5.2.3 Chemical kinetic modeling

For model comparison and evaluation, we modified both the GRI-MECH 3.0 [142] mechanism

and the Foundational Fuel Chemistry Model (FFCM-1) [222] to account for isotopic labeling

of carbon atoms. In GRI-MECH 3.0, this increased the number of species from 53 to 117

and the number of reactions from 325 to 886. For FFCM-1, the number of species increased

from 38 to 85 and the number of reactions increased from 291 to 926. We initially examine

these somewhat reduced models as they possess a small enough number of reactions and

species so as to be tractable for isotopic labeling. These mechanisms include the various fuel

components of interest, but it should be noted that the models were primarily developed

for predicting methane combustion and have had little to no validation against C2 fuel

blends. Additional larger mechanisms are also employed for comparison of the global kinetic

timescales (i.e. ignition delay times).

In addition to the chemical model, the simulation technique for a shock tube experi-

ment can affect the quality of comparison with measurements. Measurements of ignition

experiments behind reflected shock waves are often compared with zero-dimensional reactor

models, assuming a constant internal energy / volume (constant U, V ) or a constant enthalpy
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/ pressure (constant H,P ) thermochemical process. These models are only valid in reflected

shock wave experiments for reacting mixtures with minimal heat release, and so these ex-

periments are typically highly diluted in inert gas, such as argon. It is often desirable to

increase the concentration of reactants in these experiments, either to enable the mixture to

ignite within the test time allowed by the shock tube, or to increase absorbance for a more

robust species measurement. To enable model comparison with experiments utilizing higher

concentrations of reactants, we employ a split-timestep reactor model in Cantera [189]

similar to that developed for Chemkin by Li et al [46]. At the beginning of each time step,

the zero-dimensional mixture is at an initial temperature T , pressure P , and composition X.

During the first part of each timestep, the mixture is allowed to react while holding volume V

and internal energy U constant, resulting in new values of temperature T ′, pressure P ′, and

composition X ′. Following this constant volume reaction, the mixture is isentropically ex-

panded (or compressed) assuming a frozen mixture composition X ′ from the model-predicted

pressure P ′ to the experimentally measured pressure Pmeas:

Vfinal = V ′
(
Pmeas
P ′

)1/γ

(5.1)

This is performed using Cantera’s wall() function, and has the effect of isentropically

increasing or decreasing the mixture temperature to a value Tfinal, which is used as initial

temperature T for the next timestep. A representative assessment of the split-timestep

reactor model’s performance is shown in Fig. 5.5 for a reactive CH4/C2H4/O2/Ar mixture

at approximately 1500 K and 0.73 atm. The modified split-timestep reactor model displays

an enhanced accuracy relative to both the constant-volume and constant-pressure reactor

models in predicting the temperature evolution of the system.

For the split-timestep reactor model currently implemented in Cantera 2.4.0, a small

computational performance impact is observed for reactor simulations without sensitivity

analyses, but this impact is magnified significantly for reactor simulations utilizing sensitivity

analyses. Sensitivity analyses of the FFCM-1 reaction model were conducted using multiple
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reactor simulations. For each experiment, a full sensitivity analysis considering all 926

reactions for a constant volume reactor model was first conducted to determine time-resolved

normalized sensitivity coefficients for each 12CO and 13CO concentration with respect to

reaction rate constants ki:

Sk,CO =
ki

CO
· ∂CO

∂ki
(5.2)

This constant UV reactor model is initiated with the experimentally-determined reflected

shock conditions T5 and P5, as well as the molar composition X. The Foundational Fuel

Chemistry Model effort provides uncertainty factors for each reaction, fk [222]. We can utilize

these fk values to weight our normalized sensitivity coefficients, so as to specifically highlight
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reactions that deserve more attention when comparing model predictions with experimental

measurements:

Sfk,CO = fk · Sk,CO (5.3)

We rank the reactions by their uncertainty-weighted sensitivity, and consider the top 50 in a

subsequent sensitivity analysis utilizing the split-timestep reactor model discussed previously.

We use these sensitivity analyses to identify key reactions which can be isolated by the multi-

isotopologue LAS method.

5.3 Results

5.3.1 Competitive oxidation of methane with ethylene

The oxidation of methane (CH4) and ethylene (C2H4) mixtures were investigated behind

reflected shock waves at multiple temperatures for both fuel-rich (φ = 1.5) and stoichiometric

(φ = 1.0) equivalence ratios. The experiments are performed at reflected shock temperatures

between 1000–1800 K and pressures between 0.5–1.5 atm. In most cases, included those

shown here, the initial mole fractions of each fuel component were adjusted to give an

equal number of carbon atoms, such that at longer time scales approaching equilibrium,

the mole fractions of carbon monoxide are expected to equalize according to simulations.

This provided a quantitative check on the magnitudes of each measured isotopologue. The

convergence of the measurements at longer times can be readily observed in the figures

throughout this section.

Temperature and species time-histories of 12CO and 13CO during shock tube oxidation

experiments for fuel-rich (φ = 1.5) mixtures of 13CH4 and 12C2H4 are shown in Fig. 5.6

for a series of post-shock temperatures. As initial temperature progressively decreases, the

oxidation process slows overall and timescales of the component fuels increase in separation.

At 1726 ± 19 K, 13CH4 and 12C2H4 are experimentally observed to oxidize into 13CO and

12CO at very similar rates. At 1504 ± 15 K, the reaction timescales are separated, with
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12C2H4 oxidizing into 12CO earlier than 13CH4 and at a faster rate. At 1210 ± 11 K, the

reaction timescale separation widens further, such that the concentration of 12CO reaches a

value greater than seven times that of 13CO at half the ignition delay time. At the lower

two initial temperatures of 1504± 15 K and 1210± 11 K, there is an eventual convergence

in magnitude and rate of 12CO and 13CO production at ≈1.3 ms and ≈7.9 ms, respectively,

indicating a transition from lower-temperature oxidation to rapid ignition behavior. In all

cases, rapid rise in concentration of the CO isotopologues is accompanied by a corresponding

rise in temperature. Overall, the results support established understanding that ethylene

possesses an increased ability to consume oxygen relative to methane at lower temperatures,

increasing mixture reactivity and reducing ignition delay in fuel mixtures [200, 202, 207].

The measurement data is overlaid with CO isotopologue simulations from both the mod-

ified FFCM-1 and GRI-MECH 3.0 models. We first note that measured peak values of CO

match very well with both mechanisms. The increasing separation in reaction timescale

is predicted by both reaction models, though the FFCM-1 model more accurately predicts

the extent of the increasing separation than the GRI-MECH 3.0 model. The ignition delay

time is also much better predicted by FFCM-1. To better compare the time-resolved model

predictions with measured species time-histories prior to ignition, we slightly time-shift ex-

perimental profiles via adjustment of initial temperature/pressure within experimental un-

certainty) such that the measured peak mole fractions of CO correspond to the numerical

peak mole fractions predicted by FFCM-1 [166, 174]. FFCM-1 slightly overpredicts the early

12CO production at 1726±19 K and 1504±15 K despite accurately predicting the production

of 13CO within experimental uncertainty. By contrast, FFCM-1 underpredicts the oxidation

rate of 12CO from 12C2H4 at 1210 ± 11 K, despite qualitatively capturing the fuel-specific

behavior of low- and high-temperature oxidation. In general, the isotopically-labeled FFCM-

1 chemical kinetic model outperforms the isotopically-labeled GRI-MECH 3.0 model at all

temperatures examined, particularly at lower temperatures. This is unsurprising, as the

GRI-MECH effort largely did not target temperatures much below 1200 K [142] and was

not validated against C2H4. For this reason, as well as the availability of uncertainty factors
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Figure 5.7: Measurements and predictions of CO mole fraction evolution during oxida-

tion behind reflected shock waves of both stoichiometric (φ = 1.0) and fuel-rich (φ = 1.5)

C2H4/CH4/O2 reactive mixtures in an Ar/He bath gas.

for each reaction in FFCM-1 (facilitating subsequent sensitivity analysis), we restrict our

detailed modeling comparisons to FFCM-1 in the rest of this work.

The competitive oxidation behavior of the different fuel components persists in the in-

creased availability of oxygen. Fig. 5.7 compares the results of two shock tube oxidation

experiments at similar temperatures of ≈ 1160 K but with different equivalence ratios. Dur-

ing oxidation of stoichiometric mixtures of 12C2H4 and 13CH4,
12CO appears earlier than

13CO, just as in the fuel-rich mixtures, demonstrating that the reaction pathways of oxi-

dation are not unique to fuel-rich competitive oxidation conditions. As with the fuel-rich

condition, the FFCM-1 reaction model accurately predicts the formation of 13CO, while

slightly under-predicting 12CO in the earlier stages of ignition. The reduction in absolute

magnitude of CO concentration for both isotopologues is well predicted by the model at both

equivalence ratios.
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Overall the FFCM-1 model predictions are in relatively good agreement with the results,

and the temporal evolution of 12CO is largely captured despite underprediction of early

CO formation at lower temperatures. It should be noted that FFCM-1 was not optimized

with C2H4 as a target [172, 222], and has explicitly not been recommended for use beyond

H2, H2/CO, CH2O, and CH4 combustion [222]. However, the reaction model remarkably

appears to capture the kinetic behavior of the CH4/C2H4 mixtures quite well, especially for

the predicted time to peak CO concentration.

5.3.2 Competitive oxidation of CH4 with different C2 fuels

To examine the effect of functional group on the competitive oxidation behavior of CH4/C2HX

fuel mixtures, mixtures of CH4 with the alkane C2H6, the alkene C2H4, and the alkyne

C2H2 were prepared, maintaining a constant ratio of carbon-to-oxygen across the different

fuel combinations. Time-histories of both CO isotopologues for two shock tube oxidation

experiments of near-stoichiometric mixtures of 13CH4/
12C2H4 (φ = 1.00) and 13CH4/

12C2H6

(φ = 1.07) are shown in Fig. 5.8 for similar temperatures of ≈ 1200 K. Note that although

the equivalence ratios are different, the carbon/oxygen ratios, O2 concentration, and dilution

of reactants for the two tests are the same. The 13CH4/
12C2H6 mixture is observed to

ignite slightly later than the 13CH4/
12C2H4 mixture despite higher pressures, highlighting

the greater reactivity of C2H4 under near-stoichiometric conditions. While both C2H6 and

C2H4 promote earlier oxidation of CH4 at lower temperatures than would be observed on

its own, the effect of each C2HX fuel is distinctly different. In the 13CH4/
12C2H6 mixture,

13CO initially appears at very similar concentrations as 12CO, indicating that both fuels

are oxidizing to CO at similar rates in the earlier stages of combustion. After about 5 ms,

however, the concentration of 12CO outpaces that of 13CO, although not to the same extent

that is observed for the 13CH4/
12C2H4 mixture. The FFCM-1 reaction model significantly

overpredicts the oxidation rate of the CH4/C2H6 alkane fuel blend, beyond which is explained

by experimental uncertainty—overprediction of peak CO concentration by state-of-the-art

reaction models at the stoichiometric condition was also noted by Mathieu et al. in their
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Figure 5.8: Measurements and predictions of CO mole fraction evolution during oxidation

behind reflected shock waves of near-stoichiometric reactive mixtures of C2H4/CH4/O2 (top)

and C2H6/CH4/O2 (bottom) in an Ar/He bath gas.

investigation of CH4 oxidation [174]. Notably, the difference of ignition delays between the

two mixtures examined here is less pronounced than that predicted by the model.

In fuel-rich conditions, competition for available O2 is greater, magnifying the distinct

behavior of each C2HX fuel on the overall evolution of both CO isotopologues. Time-histories

of temperature and both CO isotopologues for three shock tube oxidation experiments of

fuel-rich mixtures of 13CH4/
12C2H4 (φ = 1.50), 13CH4/

12C2H6 (φ = 1.60), and 13CH4/
12C2H2

(φ = 1.40) are shown in Fig. 5.9 for similar temperatures of ≈ 1150 K. As with the near-

stoichiometric experiments shown in Fig. 5.8, the carbon/oxygen ratio, O2 concentration, and

reactant dilution are the same among the three tests shown. Unlike in the near-stoichiometric

experiments, however, the 13CH4/
12C2H6 mixture is observed to ignite slightly earlier than

the 13CH4/
12C2H4 mixture. Additionally, the 13CH4/

12C2H6 mixture is observed to ignite at a

similar time as the 13CH4/
12C2H2 mixture, although uncertainties in initial temperature pre-
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Figure 5.9: Measurements and predictions of temperature and CO mole fraction evolution

during oxidation behind reflected shock waves of fuel-rich reactive mixtures of C2H4/CH4/O2

(top), C2H6/CH4/O2 (middle), and C2H2/CH4/O2 (bottom) in an Ar/He bath gas.
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clude a definite conclusion. The 13CH4/
12C2H2 mixture displays the earliest temperature rise

and earliest 12CO formation, indicating more pre-ignition heat release than the other mix-

tures at these temperatures. The largest separation in oxidation timescales between the two

CO isotopologues is observed for the 13CH4/
12C2H4 mixture, followed by the 13CH4/

12C2H2

and the 13CH4/
12C2H6 mixture. As was observed in the near-stoichiometric cases for the

alkane mixture containing 12C2H6,
13CO initially appears at very similar concentrations as

12CO, indicating that the reactions involved in 12C2H6 oxidation also serve to promote the

oxidation of 13CH4. Additionally, the FFCM-1 significantly over-predicts the oxidation rate

of the alkane mixture while under-predicting the oxidation rate of the 13CH4/
12C2H2 mixture.

As C2H2 was not a target fuel and only a limited set of C2H6 was included in the FFCM-1

optimization effort [222], the disagreement is not unexpected.

To check whether or not isotopic effects may be occurring on the timescales associated

with the measurements presented in this study, a mixture of 13C2H4 and 12CH4—analogous to

the fuel-rich (φ = 1.5) mixture shown previously in Figs. 5.6, 5.7, and 5.9—was prepared to

compare species evolution behind reflected shock waves. The results of a representative shock

tube oxidation experiment at ≈ 1160 K are shown in Fig. 5.10. The results show evolution
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Figure 5.10: Measurements and predictions of CO mole fraction evolution during oxidation

behind reflected shock waves of a fuel-rich (φ = 1.5) 13C2H4/
12CH4/O2 reactive mixture in

an Ar/He bath gas.
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of both CO isotopologues that is reversed from the previous tests: 13CO now appears earlier

and in higher concentrations than 12CO, suggesting that the 13C2H4 is oxidizing earlier and

more rapidly than 12CH4, and—most importantly—that this behavior prior to ignition is

unaffected by any observable isotopic effects. Additionally, the isotopically-labeled FFCM-1

reaction model generally captures the relative oxidation of the two CO isotopologues. The

time to ignition is observed to be shorter than the analogous experiment in Fig. 5.9; this is

attributed to a difference in initial pressure in the experiments.

The results shown in this section highlight representative data from each mixture. A

total of 40 shock tube tests were run over a range of conditions and trends are examined

more holistically in the following section.

5.4 Discussion

Here we examine global kinetic scales (ignition delay times) and more granular reaction path-

ways via the time-resolved multi-isotopologue species measurements. A focused sensitivity

analysis is performed on the CH4/C2H4 mixtures, and some future research directions are

suggested.

5.4.1 Ignition delay times

To take advantage of the availability of larger detailed mechanisms (for which isotopic label-

ing is outside the scope of this investigation), we examine measured global kinetic timescales

and compare several modern detailed chemical reaction models against experimental data

for binary fuel mixtures, several of which—particularly those of CH4/C2H4—have not previ-

ously been reported for these temperatures, pressures, mixture and equivalence ratios, even

without isotopic labeling. Besides FFCM-1 [222], these models include USC Mech II [143],

AramcoMech 2.0 [223], and Caltech Mech 2.3 [224]. For these comparisons, the time-resolved

summation of both CO isotopologue mole fractions is assumed to behave the same as an unla-

beled mixture. We compare an ignition delay time, τign, defined here as the time between the
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passage of the reflected shock and the time of peak CO concentration. This readily quantifi-

able metric facilitates comparison between model predictions and experimental observations

in this work.

To examine the different models’ predictive capability relative to one another for the

temperature range of interest, constant volume reactor ignition simulations were performed

for several examined mixtures assuming an initial pressure—averaged across all experiments

for a given test gas composition as Pavg,mix—isentropically compressed using an averaged

dP/dt pressure rise (1.5%/ms). This scaling of the initial pressure and temperature ac-

counts for the pre-ignition pressure rise associated with the energetic mixtures examined in

this study while reducing the influence of test-specific pressure behavior, allowing for easier

comparison amongst model predictions. Constant-volume reactor τign predictions for differ-

ent 13CH4/
12C2HX/O2/Ar/He mixtures at constant carbon-to-oxygen ratio (C/O = 0.856)

are shown in the top of Fig. 5.11 alongside measured τign. In the top plot of Fig. 5.11, the

experimentally-determined τign,Meas is simply scaled by (P5,Meas/Pavg,mix) to facilitate test-to-

test comparison across a range of pressures:

τign =

(
P5,Meas

Pavg,mix

)
τign,Meas (5.4)

Note that this is a relatively small correction as most tests were near atmospheric pressure

(1 atm), and at these elevated temperatures, τign ∝ 1/P . Beyond this, we do not attempt

to determine any scaling laws for the experimental data. As mentioned previously, the

carbon/oxygen ratio, O2 concentration, and reactant dilution are the same across tests, with

the goal to examine variations associated with fuel structure.

Somewhat surprisingly, in the experimental global kinetic timescale data shown in Fig. 5.11,

there are no obvious fuel-specific effects, suggesting that—at least for the binary mixtures,

temperatures, and pressures examined in this study—the structure of C2HX hydrocarbons

does not strongly affect overall τign. This contrasts with several reaction models that predict

a much greater influence of fuel components on the ignition delay than is experimentally ob-
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Figure 5.11: Temperature dependence of predicted and experimentally observed global ki-

netic timescales for different mixtures of CH4/C2HX hydrocarbons assuming constant volume

ignition (top) alongside relative predictive capability of various reaction models when using

the split-timestep reactor model described in Section 5.2.3 (bottom).

served. FFCM-1 predicts shorter ignition delay times for mixtures containing C2H6 than for

those containing C2H4, which are predicted to ignite much more quickly than mixtures con-

taining C2H2. USC Mech-II predicts the same fuel-ordering in τign, though the fuel-specific

influence is reduced. Similarly, AramcoMech 2.0 predicts that mixtures containing C2H6

ignite faster than the others, although it predicts that those containing C2H4 react most

slowly. Of the models examined, the Caltech Mech 2.3 reaction model predicts the most
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similar τign behavior among the binary fuel mixtures, and the predictions for the CH4/C2H4

mixture are nearly identical to those of FFCM-1 for the temperature range examined.

For an assessment of the ability of the models to predict CO time history and ignition

delay while considering shock tube non-idealities such as pressure variation, we use the split-

timestep reactor model developed in Section 5.2.3 to determine τign,Sim predicted by each

chemical model. Relative predictive capability of the most accurate models with respect

to τign,Meas are shown in the bottom of Fig. 5.11 for all CH4/C2HX mixtures as a ratio of

observed versus predicted values. In this analysis, the data are not time-shifted to com-

pare time-resolved speciation of CO. Of the reaction models, FFCM-1 is observed to best

capture both the quantitative and qualitative temperature-dependent ignition behavior of

the fuel-rich 13CH4/
12C2H4 fuel mixtures, which was shown in Section 5.3. Despite the over-

prediction relative to FFCM-1 shown for the constant-volume simulations of 13CH4/
12C2H6

mixtures, USC Mech-II is observed to best capture their behavior when considering experi-

mental pressure variation, although the disagreement increases at lower temperatures. When

considering time-varying pressure in the shock tube experiments, nearly all of the models sig-

nificantly underpredict the reactivity of the 13CH4/
12C2H2 fuel mixtures for the tests shown,

exhibiting a delayed formation of CO relative to experimental observations, similar to what

was observed in Fig. 5.9. Of the models, USC Mech-II is observed to have the best relative

predictive capability, as shown in the bottom plot of Fig. 5.11. Overall, the best model for

acetylene mixture underpredicts reactivity, the best model for ethane overpredicts reactivity,

while for ethylene mixtures the best model (FFCM-1) very closely predicts the ignition delay.

To gain more insight with respect to competitive oxidation, we can further examine

a single binary fuel combination, 13CH4/
12C2H4. Constant-volume reactor τign predictions

for 13CH4/
12C2H4/O2/Ar/He mixtures at two different equivalence ratios (φ = 1.0, 1.5) are

shown in the top of Fig. 5.12 alongside measured τign. A distinct separation in reaction

timescales is observed between the fuel-rich and stoichiometric mixtures of the fuel blends,

with the stoichiometric mixtures igniting earlier than the fuel-rich mixtures. As expected,

there is an increase in ignition delay as temperatures decrease, accompanied by a diver-
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Figure 5.12: Temperature dependence of predicted and experimentally observed global ki-

netic timescales for binary CH4/C2H4 mixtures at two different equivalence ratios assuming

constant volume ignition (top) alongside relative predictive capability of various reaction

models when using the split-timestep reactor model described in Section 5.2.3 (bottom).

gence in τign predicted by the models. Most of the models, with the exception of Caltech

Mech 2.3, predict faster ignition for the stoichiometric equivalence ratio. For the fuel-rich

mixtures, Caltech Mech 2.3 and FFCM-1 predict similar ignition behavior with respect to

temperature-dependence, while the other models either underpredict (USC Mech-II) or over-

predict (AramcoMech 2.0) ignition delay at lower temperatures. Relative predictive capabil-

ity of FFCM-1 with respect to τign,Meas is shown in the bottom of Fig. 5.12 for both fuel-rich

and stoichiometic mixtures as a ratio of observed versus predicted values. As was shown in

Section 5.3, the FFCM-1 reaction model generally demonstrates excellent agreement with

experimental observations for binary CH4/C2H4 mixtures, with many tests exhibiting agree-
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ment of ignition delay time within 5%. It should be noted that the increase in measurement

scatter in the top of Fig. 5.12 relates to variation of initial test pressure and variation through-

out the test time. When incorporating the split-timestep model, as shown in the residual

plot, scatter is reduced and trends are more clear. While the FFCM-1 model performs quite

well, there is a somewhat increasing overprediction of the ignition delay time with decreas-

ing temperature that is outside of measurement scatter, though additional measurements at

lower temperatures are needed to confirm this trend.

5.4.2 CH4–C2H4 oxidation pathway analysis

The generally good agreement in ignition delay between the predictions of the split-timestep

reactor model using FFCM-1 and the measured CO time-histories for binary fuel mixtures

of CH4/C2H4 enables a more granular sensitivity analysis of CO production, examining

the different isotopologues to identify reactions responsible for disagreement during early

oxidation. As CO is near the end of the overall oxidation process, many reactions common

to the oxidation of all fuels—including those with large uncertainty factors fk—are expected

to be revealed as sensitive to its production; however, the ability to track each carbon isotope

independently enables isolation of reactions which can be prioritized for further optimization.

For example, experiments for which 13CO mole fraction agrees with numerical predictions,

while 12CO mole fraction is lower than numerical predictions, prompt investigation into

specific reactions for which increasing rates would produce relatively more 12CO than 13CO.

To identify these reactions, we calculate the uncertainty-weighted sensitivity coefficients for

the difference between 12CO and 13CO:

Sfk,∆CO =
fk · ki

12CO− 13CO
·
∂
(

12CO− 13CO
)

∂ki
(5.5)

This can be expressed in terms of the sensitivity coefficients defined previously in Eqs. 5.2

and 5.3:

129



Sfk,∆CO =

12CO · Sf
k,12CO

− 13CO · Sf
k,13CO

12CO− 13CO
(5.6)

Time-resolved uncertainty-weighted isotopologue-difference sensitivity coefficients of selected

reactions in the FFCM-1 chemical model for high temperature oxidation—spanning almost

the entire duration of the experiment shown in the left of Fig. 5.6—are shown in Fig. 5.13.

In the high-temperature experiment, the concentration of 12CO just prior to ignition was

slightly overpredicted by the model. Reactions with relatively uncertain rate constants that

are candidates for adjustment include a few containing the formyl (HCO) and vinylidene

(H2CC) radicals:

H 12
2 C12C + O2 2 H12CO (R185)

12C2H2 + M H 12
2 C12C + M (R176)

12C2H4 + M H2 + H 12
2 C12C + M (R237)

For reader convenience, we label the selected reactions in the text according to their reaction

number in the original unlabeled FFCM-1 reaction model. At the peak CO concentration,

the denominator in Eq. 5.6 drops to zero as the predicted concentrations of 12CO and 13CO

become nearly equal, and the sensitivity analysis provided by Sfk,∆CO becomes less infor-

mative. After the peak CO concentration, the uncertainty-weighted isotopologue-difference

sensitivity coefficients of the reactions for both CO are very similar, and so and neither

isotopologue is significantly more sensitive than the other to any of the reaction rates, and

Sfk,∆CO drops to zero, though this is not shown in Fig. 5.13.

At lower temperatures, different reactions become much more significant. Fig. 5.14 shows

the uncertainty-weighted isotopologue-difference sensitivity coefficients of selected reactions

for low temperature oxidation, corresponding to the experiment shown in the top of Fig. 5.7.

In this plot, we highlight the region of the experiment near 10 ms, since that is where
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Figure 5.13: Time-resolved Sfk,∆CO for selected reactions in an oxidation experiment at

1726 K. Dash/line styles simply help distinguish the respective reactions.

the greatest model disagreement is observed. In this experiment, the concentration of 12CO

prior to ignition was largely underpredicted by FFCM-1, while the concentration of 13CO was

predicted to within experimental uncertainty, allowing for identification of the the following

reactions:

12C2H4 + OH 12C2H3 + H2O (R243)

12C2H3 + O2
12CH 12

2 CHO + O (R205)

12CH3 + HO2
12CH4 + O2 (R104)

12C2H4 + H 12C2H3 + H2 (R239)

Some key reactions involving the vinyl (C2H3) radical are observed. Notably, Sfk,CO for

reaction R205 is large for both 12CO and 13CO (at 10 ms, 6.619 and 4.794, respectively).
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A reaction pathway analysis of the FFCM-1 chemical model near the same point in the

ignition process (10 ms) shows that most (>60%) of the 12C from 12C2H4 follows a path

through the vinyl (C2H3) radical. Most of this is by reaction R243 with OH (≈72%), followed

by reaction R239 with H (≈20%), and both of these reactions have been identified in the

sensitivity analysis. Once C2H4 becomes C2H3, about 24% of this C2H3 reacts with O2 to form

CH2CHO in reaction R205. Reaction R205 is one of several of C2H3 with O2; these have been

investigated by Goldsmith et al. [193], who determined that uncertainties in barrier heights

on the C2H3O2 potential energy surface result in a significant uncertainty in the temperature

at which reaction R205 dominates all other competing reaction pathways.

While increasing the relatively uncertain rate of reaction R205 would increase 12CO more

than 13CO, doing so without consideration of other sensitive reactions would cause 13CO to be

overpredicted by the model. Other prominent reactions in Fig. 5.14 include low temperature

pathways for 13CH4 oxidation:

13CH3 + HO2
13CH4 + O2 (R104)
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2 13CH3 + M 13C2H6 + M (R112)

Adjusting these rates could increase the difference between 12CO and 13CO concentration

(currently underpredicted in the experiment); however, this would do so by decreasing 13CO

concentration rather than increasing 12CO concentration. Since 13CO concentration is well-

predicted by the model, other rates should be prioritized in model optimization.

Notably, reactions containing 13C are often observed to have high sensitivity coefficients

with respect to 12CO production, and vice-versa—this is often because these reactions con-

sume or produce other species, such as the radicals OH, O, H, or HO2, which are highly

influential to the oxidation of all fuels. In this way, the multi-isotopologue technique pro-

vides increased granularity in the sensitivity analysis.

5.5 Summary

The competitive oxidation kinetics of methane (CH4) with C2 hydrocarbons of differing func-

tional groups (alkane, alkene, and alkyne) was investigated via time-resolved measurements

of carbon monoxide isotopologues (12CO and 13CO) in shock-heated isotopically-labeled fuel

mixtures. Fuel-rich mixtures of methane with acteylene (C2H2), ethylene (C2H4), and ethane

(C2H6) were examined by isotopically labeling one of the fuels with 13C. Shock tube auto-

ignition experiments were conducted over a range of temperatures from 1100–1800 K and

near-atmospheric pressures (0.5–1.5 atm). In aggregate this has yielded a novel dataset

with more granular constraints than prior efforts (including, to the authors’ knowledge, the

first species time history measurements for these binary mixtures) that may be used as

validation targets in mechanism refinement. In particular, recent studies in the HyChem ef-

fort [172, 176, 177] have shown that large fuel pyrolysis produces large amounts of methane

and ethylene, further promoting the relevance of the reported measurements. In order to

compare chemical models to measurement data, two mechanisms for small hydrocarbons
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fuels (GRI-MECH and FFCM-1) were modified in this work to include isotopically-labeled

reactions and species. A modified mechanism—available in the supplementary material of

the original publication for FFCM1—may be used to identify reactions for future investi-

gation, including those which may exhibit isotope effects. Other larger mechanisms were

also employed to evaluate the global kinetics (ignition delay). When holding carbon/oxygen

ratio and dilution constant, it was found that the different fuel-rich binary mixtures exhib-

ited very similar ignition delay times, contrasting the stronger divergence predicted by the

models. A similar convergence has been observed for larger real fuel blends of highly variable

composition [225].

The Foundational Fuel Chemistry Model was found to be in very good agreement for

ignition delay of the CH4/C2H4 fuel mixtures at both stoichiometric and fuel-rich conditions,

extending the validation range of the mechanism; however, the modified mechanism consis-

tently under-predicted initial CO formation from ethylene oxidation at lower temperatures.

A rigorous sensitivity analysis was performed to identify key reactions that may be respon-

sible for the disagreement weighted by their uncertainty in the mechanism. While this work

stops short of adjusting the rate constants, a framework is presented for future work to-

wards mechanism refinement using the isotopic labeling approach, and additional validation

data—complete with measurement uncertainties–are included as supplementary material in

the original publication.
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CHAPTER 6

Thermochemical imaging of the oxidation reaction

layer in hybrid-propellant rocket combustors

The contents of this chapter have been published in the journal Experiments in Fluids

under the full title ‘In-situ thermochemical analysis of hybrid rocket fuel oxidation via laser

absorption tomography of CO, CO2, and H2O’ [226]

6.1 Introduction

Hybrid rockets (typically involving a solid fuel and liquid or gaseous oxidizer) have received

increased interest by industry and government agencies in recent years due to potential ad-

vantages in safety, performance, and cost over traditional liquid or solid rocket propulsion

systems [227]. More pointedly, several technology development programs have been initi-

ated to prove the feasibility of hybrid propulsion systems for future interplanetary explo-

ration missions [14, 16–19]. Despite well-known theoretical advantages over solid- or liquid-

propellant combustion systems, notable challenges remain to mature hybrid rocket tech-

nology. Critically, sub-optimal combustion performance from low-regression-rate, polymer-

based fuels has hindered the development of hybrid propulsion systems for many applica-

tions [227, 228]. This key limitation has prompted investigations to increase engine perfor-

mance through both physical and chemical adaptations of hybrid rocket systems, such as

multi-port fuel grains [229, 230], swirled flows [231], solid-fuel additives [232], and paraffin-

based fuels [9, 11, 233]. To properly recognize the effects of such variations in hybrid rocket

motor design, it is important to understand the underlying mechanisms (multi-phase ther-
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mochemistry, diffusive mixing, turbulence, etc.) governing the combustion performance.

The traditional flame structure inherent to hybrid combustion is characterized by com-

plex multi-physical phenomena involving a competition of heat and mass transfer, chemical

kinetics, and fluid dynamics. While hot-fire testing is frequently utilized to develop and

refine more efficient hybrid motors, most experiments assess combustion performance based

on global metrics, such as thrust, chamber pressure, and aggregate regression rate, which,

although convenient, provide little granularity to the complex physics. Complementary

numerical models for hybrid combustion can provide such granularity [234–237], but consid-

erable uncertainty remains in the input data and assumptions regarding interactions of the

underlying mechanisms. To better inform predicted physical behavior, several lab-scale com-

bustion experiments have been devised using non-intrusive optical diagnostic tools, including

Schlieren and chemiluminescence imaging, to investigate the flame structure of different hy-

brid propellants (paraffin, PMMA, HDPE, etc.) [12, 238–240]. While such optical methods

provide quantitative spatial information, the thermochemical evolution of the hybrid fuel

oxidation layer can only be understood qualitatively with these techniques. In this work, we

develop a quantitative in-situ method to discern the thermochemical structure of a hybrid

fuel reaction layer based on laser absorption spectroscopy, with the goal of providing gran-

ular data that can be compared to hybrid rocket combustion models and used to discern

variations in combustor design.

Laser absorption spectroscopy (LAS) is an optical method known for its quantitative

species-specific measurement capability in harsh environments [148]. The development of

rapidly-tunable, room-temperature semiconductor lasers enables convenient access to strong

mid-infrared absorption bands of many major hydrocarbon combustion species. Specifically,

Fig. 6.1 shows the fundamental vibrational bands of CO, CO2, and H2O, which exhibit wave-

length regions that are both well isolated and sufficiently strong for sensing over short optical

path lengths. Here we present a strategy for probing multiple rovibrational transitions in

these regions to achieve sensitive thermometry and speciation measurements in the combus-

tion zone of a cylindrical solid fuel burning at the internal surface with an oxygen cross-flow
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Figure 6.1: Absorption linestrengths for the CO, CO2, and H2O fundamental bands at

3000 K. Simulations use the HITRAN [241] and HITEMP [150] spectral databases. Targeted

wavelengths are indicated as dashed lines.

(relevant to common hybrid rocket motor geometries). We combine this experimental method

with tomographic reconstruction techniques [162, 163] to enable multi-dimensional imaging

of the gaseous reaction layer assuming azimuthal symmetry of the core flow.

The key contribution in this work is the laser absorption tomography method (discussed

in Sec. 3.3.3) and its coupling with the solid fuel oxidation experiment. The method builds on

previous work from our group, imaging two-dimensional turbulent jet flames [185, 242, 243],

and extends to additional species, new thermodynamic conditions, and a different experi-

mental interface, which result in a unique sensor design and configuration. In this paper we

describe the three key elements of the novel methodology, including (1) the laser absorption

spectroscopy approach comprising wavelength and line selection for multi-species detection

137



and thermometry; (2) the solid fuel oxidation experiment, designed for variable fuels, in-

jector designs, and physical translation to spatially-scan a fixed laser beam across the exit

plane at different heights; and (3) the tomographic reconstruction methods used to invert

the line-of-sight absorption data to obtain radially-resolved thermochemistry, illustrating

two-dimensional progression of fuel oxidation by way of CO, CO2, H2O, and temperature

measurements. Example results are shown for two propellant combinations, PMMA/GOx

and HDPE/GOx, and two injector designs (port and showerhead) to highlight the ability

of the method to discern variations in hybrid rocket combustor design. In addition to en-

abling more granular and fundamental understanding of solid-gas combustion physics, it is

envisioned that this technique can ultimately be used for increasing hybrid rocket technical

readiness by optimizing hybrid motor designs and refining computational models.

6.2 Methods

6.2.1 Wavelength selection

Wavelength selection for LAS is influenced by the absorption strength, spectral isolation,

and temperature sensitivity of the transitions (called lines) at the expected flow-field condi-

tions. In order to develop a rigorous sensing approach suitable for a variety of hybrid rocket

systems, a range of operating conditions was estimated through thermochemical equilibrium

calculations [189, 244] for multiple hybrid rocket fuels (PMMA, HDPE, paraffin, etc.). These

results provided upper bounds on the theoretical maximum temperature and species concen-

trations in the flow-field, which helps in simulating and surveying the rovibrational spectra

of the target molecules.

Fig. 6.1 illustrates broadband simulations of CO, CO2, and H2O spectra in the mid- and

near-wave infrared at expected combustion temperatures. For CO and CO2, the strongest

rovibrational transitions with minimal H2O interference occur in the fundamental bands cen-

tered near 4.7 µm and 4.3 µm, respectively. However, in this region, the R-branch of CO

and the P-branch of CO2 interfere significantly with one another near 4.4 µm, making it dif-
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Table 6.1: Spectroscopic parameters for targeted CO, CO2, and H2O transitions

Line Species Wavenumber E ′′ S(296 K)
[cm−1] [cm−1] [cm−1/(molec·cm−2)]

A COa 2008.42 5051.74 1.149 × 10−28(2)

B COa 2008.53 1901.13 2.669 × 10−22(1)

C1 CO2
a 2382.81 4677.40 4.659 × 10−27(1)

C2 CO2
a 2383.85 4762.90 3.105 × 10−27(1)

D H2O
a 4029.52 2660.94 4.570 × 10−24(1)

E1 H2O
b 4030.48 7193.51 3.285 × 10−34(3)

E1 H2O
b 4030.49 5949.22 2.019 × 10−31(3)

E1 H2O
a 4030.50 4902.61 9.679 × 10−29(3)

E2 H2O
b 4030.70 8916.25 4.788 × 10−37(4)

E2 H2O
a 4030.73 4889.49 1.154 × 10−28(3)

a Values taken from HITRAN 2016 [241]

b Values taken from HITEMP 2010 [150]

Uncertainty codes: (1)1–2%, (2)2–5%, (3)10–20%, (4)>20%

ficult to target spectrally-isolated transitions. Consequently, absorption features in the more

isolated P-branch of CO near 4.98 µm and R-branch of CO2 near 4.19 µm were chosen for

thermochemistry measurements [170, 192]. The absorption spectra of H2O, which is present

throughout most of the infrared, is strongest at the fundamental vibrational frequencies (im-

portant for probing short pathlengths). The fundamental band of H2O near 2.48 µm offers

spectral windows of relatively strong well-isolated transitions suitable for LAS sensing [245].

Fig. 6.2 shows simulated spectra of the specific rovibrational lines chosen for CO, CO2, and

H2O sensing at expected hybrid rocket combustion temperatures and concentrations. Line

pairs A and B from CO and line pairs D and E1 plus E2 from H2O are utilized to obtain gas

temperature in addition to mole fraction distributions of the flow-field. With the tempera-

ture field known, CO2 mole fraction is then obtained through lines C1 and C2. The relevant

spectroscopic parameters for the selected transitions, as well as associated uncertainties and

source databases, are detailed in Table 6.1.

As discussed previously, the temperature distribution of the flow-field is obtained through

CO and H2O absorption. In order to assess the temperature sensitivity of the line pairs, the

linestrengths, S(T ), of each transition are plotted in Fig. 6.3. It should be noted that the
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linestrengths of line E1 and line E2 exhibit a very similar temperature dependence; there-

fore, to simplify the analysis and increase the robustness of the thermometry measurement,

the two values were summed and treated as a single transition (i.e. line group E). The

same procedure was done for line C1 and line C2 (line group C). The temperature sensitiv-

ity, (dR/R)/(dT/T ), of each line pair was evaluated numerically through Eq. 3.8 over the

temperature range of interest. The large difference in lower state energies, ∆E ′′, between

the paired transitions (shown in Table 6.1) results in high temperature sensitivity at the ex-

pected combustion temperatures, reducing the uncertainty of the resulting profiles obtained

from tomographic reconstruction [246].
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Figure 6.3: Linestrength, S(T ), and temperature sensitivity, (dR/R)/(dT/T ), as a function

of temperature for the CO and H2O line pairs used in this study
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6.2.2 Solid fuel oxidation

6.2.2.1 Hybrid combustion

This section details the design of the experimental apparatus used to analyze the combustion

behavior of hybrid rocket fuels using the previously discussed spectroscopic method. We first

note that caution should be exercised when burning polymers and other materials in pure

oxygen as they commonly produce toxic gases in substantial quantities. All experiments

shown in this study were located in a high-efficiency low-volume laboratory fume hood

(Kewaunee Scientific: Supreme Air LV) that rapidly exhausts the combustion products at a

rate of ∼1150 cfm.

Fig. 6.4 illustrates the vertical test stand, which was designed to accommodate solid cylin-

drical fuel grains with an outer diameter up to 50.8 mm and lengths varying from 25.4 mm

to 203.2 mm. The fuel grains can be manufactured to incorporate different fuel port geome-

tries; however, an axially symmetric profile is required for the tomographic reconstruction

techniques discussed herein. The setup enables in-situ measurements of the combustion

zone by providing an unobstructed optical line-of-sight at the exit-plane of the fuel grain

(referred to as measurement plane). In order to minimize the effects of entrainment/ther-

mal boundaries on the measurement, the measurement plane is located within ∼0.5 mm of

the fuel-grain exit, and assumed to be primarily determined by upstream flow conditions.

Spatially-resolved measurements are obtained by mounting the vertical test stand on a mo-

torized translation stage (Thorlabs NRT100) that moves horizontally at 5 mm/s during the

experiment. To conduct measurements at multiple axial locations for a spatially-resolved

image, modular blocks can be added/removed to allow different fuel grain lengths to be

burned. This also minimizes the amount of optical adjustments between experiments. The

mass of each fuel grain and diameter of the exit is measured before and after each test to

estimate overall equivalence ratio and regression rate.

During the experiment, gaseous oxygen is introduced into the center of a graphite pre-

combustion chamber with an internal diameter of 17.8 mm. The injector exit is located
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Figure 6.4: Vertical test stand utilized for exit-plane temperature and species measurements.

Optical setup is shown for both CO and CO2/H2O configurations

15.2 mm from the front end of the fuel grain and is designed to be easily interchangeable

to facilitate experiments with different injection geometries. Remote ignition is achieved via

an electrical igniter located in the precombustion chamber. After each hot-fire, a gaseous

nitrogen (N2) purge system clears the lines of any excess oxygen and extinguishes the flame.

Oxygen and nitrogen flow rates are measured using a sonic orifice (� = 1.27 mm) with a

discharge coefficient of Cd = 0.85 and an upstream pressure transducer (Setra 225G), both

of which can be interchanged to target different flow rates. Further information on plumb-

ing and instrumentation can be found on the schematic in Fig. 6.5. We note here that all
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Figure 6.5: Piping and instrumentation diagram illustrating both GOx and N2 gas delivery

systems. Flow rates for all experiments are regulated using a sonic orifice

combustion experiments to date have been conducted at ambient exhaust pressure with no

downstream nozzle.

6.2.2.2 Optical interface

Fig. 6.4 illustrates the optical setup designed to interface with the vertical test stand for

in-situ thermochemistry measurements. To probe the CO transitions listed in Table 6.1,

we utilized a quantum cascade laser centered near 4.98 µm with ∼50 mW output power.

Similarly, to measure CO2 and H2O, an interband cascade laser and a diode laser, both with

∼5 mW output power, were used to target features near 4.19 µm and 2.48 µm, respectively.

In order to maximize signal-to-noise ratio (SNR), experiments were constrained to two light

sources per test, which limits the amount of power loss associated with combining and

splitting the wavelengths. Consequently, hot-fires were conducted twice for each condition,

alternating between CO and CO2/H2O. Test repeatability was confirmed for all experiments

and more details are discussed in Sec. 6.3.1.

To facilitate optical alignment, two optical breadboards were used to swap between CO
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and CO2/H2O measurement configurations. High spatial resolution in the radial direction

was achieved by pitching the laser beams across the flow-field using a focusing mirror (f

= 200 mm) that reduced beam waist. This resulted in a beam diameter of ∼0.5 mm that

was located within ∼0.5 mm of the fuel-grain exit-plane. For the CO2/H2O configuration,

the light sources were made colinear using a CaF2 50/50 beam splitter prior to focusing the

beam. The transmitted light was then passed through a ∼4.0 mm diameter iris to mitigate

the influence of thermal emission. For CO measurements, the light was then spectrally

filtered (4960 ± 148 nm) before being focused onto a thermo-electrically cooled photovoltaic

(PV) detector (VIGO PVI-4TE-5) using a CaF2 plano-convex lens. For CO2 and H2O

measurements, the transmitted light was split using another beam splitter. Half of the

light was spectrally filtered for CO2 (4210 ± 42 nm) and focused onto a PV detector (VIGO

PVI-4TE-5), while the other half was focused onto a photodetector (Thorlabs PDA10D) that

is only sensitive to wavelengths < 2.6 µm, effectively filtering out the longer wavelengths.

6.2.2.3 Test procedure

All of the light sources in this study were scanned in wavelength by modulating the injection

current at a frequency of 2 kHz using a sawtooth waveform, as seen in Fig. 6.6. In order

to correct for thermal emission during the experiment, each laser was also scanned below

its lasing threshold to provide a baseline for the detector. A germanium etalon with a free

spectral range of 0.0231 cm−1 was used to find the relative frequency in the time domain.

Data were collected on a data acquisition card (NI PXI-6115) at a sample rate of 2.5 MHz

with every 100 scans binned for averaging and statistical analysis, as detailed further in Sec.

6.2.3.1. For a translational motion of 5 mm/s, 100 scans yield an effective measurement

resolution of 0.25 mm in the radial direction (half the beam diameter). Thus, the radial

spatial resolution can be approximated by the beam diameter.

Fig. 6.6 illustrates representative transmitted, It, and incident intensities, I0, recorded

on each detector. In order to measure I0 appropriately, background measurements were

taken while horizontally translating the test stand—as is done during a hot-fire test—and
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Figure 6.6: Representative direct-absorption scans for targeted CO, CO2, and H2O transi-

tions, It. The dashed lines indicate the background signals, I0, taken with the flame off and

a N2 purge through the fuel-grain core

purging N2 gas through the fuel grain. These background measurements effectively correct

for ambient water vapor and/or CO2 present in the targeted flow field that would otherwise

interfere with the transmitted intensity. It should be noted that the selected absorption lines

are weakly active at room temperature, thus having little ambiguity when measured in the

high-temperature combustion exhaust. Data collection and horizontal translation during a

hot-fire test commenced once a repeatable quasi-steady-state was reached (typically < 1 s

after ignition). The system was translated 30 mm to ensure measurements over the full

combustion zone and aid tomographic reconstruction efforts. Transient effects inherent to

hybrid combustion systems were found to be negligible during the measurement time. This,

along with test repeatability, is discussed further in Sec. 6.3.1.
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In order to demonstrate the optical technique to discern thermochemical changes between

different propellants and injection schemes, the aforementioned procedure was conducted to

evaluate both PMMA and HDPE fuel grains with two different oxidizer injectors. The

oxidizer flow rate was kept constant at 1.2 g/s across these experiments. All of the fuel

grains had an outer diameter of 50.8 mm with a 12.7 mm diameter cylindrical port, and

spatially-resolved images were obtained by conducting measurements for varying fuel grain

lengths from 25.4–139.7 mm in 12.7 mm increments.

6.2.3 Tomographic imaging

6.2.3.1 Spectral line fitting

The measured absorbance, α(ν), was obtained through Eq. 3.21 using the incident and

transmitted light intensities shown in Fig. 6.6. As mentioned previously, the measured

absorbance for every 100 scans were averaged prior to calculating the projected absorbance

areas, Aproj(y), through Eq. 3.22. This procedure was done throughout the horizontal scan

to reduce environmental noise (vibrations, beam steering, etc.) and allowed for statistical

analysis of the signals. A 95% confidence interval was obtained for each 100-scan average

and was used, along with the reported HITRAN and HITEMP uncertainties in Table 6.1,

to propagate uncertainties to the inferred results of temperature and mole fraction.

A Voigt line shape function was least-squares fit to the measured absorbance spectra, as

shown in Fig. 6.7, to obtain Aproj(y). The Voigt profile is a convolution of a Lorentzian profile

and a Gaussian profile, accounting for both collisional and Doppler broadening, respectively

[147]. For the fitting routine, we used an estimated temperature from chemical equilibrium

to fix the Doppler width, ∆νD, independently and solved for Aproj(y) and collisional width,

∆νC . The resulting Aproj(y) was then used to calculate a path-integrated temperature using

the two-line thermometry technique shown in Eq. 3.28. Afterwards, the Doppler width was

recalculated using the path-integrated temperature and this procedure was iterated until the

resulting temperature converged. For CO2, we utilized the projected two-line thermometry
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results from H2O to fix ∆νD. It is critical to note that the temperature used for ∆νD is simply

a line-of-sight value averaged over the path-length, not a radially-resolved measurement.

For several of the line fits, the absorbance data was truncated in the wavelength domain

to avoid biasing influence of neighboring lines (this can be seen in the spectral windows

of Fig. 6.7). Moreover, due to direct overlap of multiple transitions at several of the line

positions (see Fig. 6.2) and the thermochemical gradients along the lines of sight, it should be

noted that the lineshapes are not expected to strictly follow a Voigt profile. However, fitting

the lines with a Voigt function proved to be an efficient approach for recovering projected line

areas and separating the overlapping areas of the more prominent features with relatively

low residual error [185, 242]. We note that the fractional residual was typically less than 3%

for CO, less than 2% for CO2, and less than 3% for H2O, supporting the appropriateness of

the Voigt line fitting routine for this application.
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Figure 6.8: Projected absorbance areas, Aproj(y), for the targeted lines at discrete distances,

y, from the center of the fuel grain (y = 0 mm)
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6.2.3.2 Data inversion

After fitting the absorbance spectra, we obtained projected absorbance areas, Aproj(y), at

every fuel grain length. Fig. 6.8 illustrates Aproj(y) for each transition as a function of

distance, y, from the center of the fuel grain (y = 0 mm) for a length of 139.7 mm. It

should be noted that the projected absorbance areas of line C and line E represent the

sum of the individual contributions from multiple transitions, as discussed in Sec. 6.2.1. To

determine the center of the fuel grain, measurements were taken across the entire reaction

zone and the results for Aproj(y) were mirrored and averaged about y = 0 mm. Notably,

minimal differences were observed when mirroring the results for each experiment, confirming

axisymmetry of the burn profile and quasi-steady operation during the measurement time.
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Figure 6.9: Abel-inverted integrated absorption coefficient, K(r), for the targeted lines versus

radial distance, r, from the center of the fuel grain (r = 0 mm)
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Once Aproj(y) was known, the Tikhonov-regularized Abel inversion scheme discussed in

Sec. 3.3.3 was implemented to obtain radially-resolved profiles of the integrated absorption

coefficient, K(r). Fig. 6.9 illustrates K(r) for each transition at a fuel grain length of

139.7 mm. With K(r) known, radially-resolved thermochemical flow-field properties were

obtained through Eq. 3.28 and Eq. 3.29.

6.3 Results

6.3.1 Experiment repeatability

As discussed in Sec. 6.2.2.2, hot-fire tests were limited to two light sources per test; therefore,

each experimental condition was tested twice, alternating between CO and CO2/H2O optical

measurements. Test repeatability was evaluated using two independent methods. First,

Aproj(y) measurements were compared for multiple tests targeting the same condition (with

the same laser configuration), shown in Fig. 6.10, demonstrating that measurements from

separate hot-fire tests can produce repeatable results within the associated uncertainties.

The Pearson correlation coefficient, ρ, between these two experiments was calculated to be

ρ > 0.97 for both CO2 and H2O transitions, indicating highly correlated results [247].

The second method for confirming test-to-test repeatability and measurement consistency

compares CO and H2O thermometry results for two hot-fires at the same condition. Fig. 6.11

illustrates the radially-resolved temperature fields obtained from each species at two different

fuel grain lengths, each tested twice with different laser configurations. Temperature from

both species show good agreement within experimental uncertainty, further reinforcing the

repeatability of this experiment.

6.3.2 Thermochemistry measurements

Example radially-resolved profiles of temperature and species for PMMA/GOx propellants

with a single-port injector geometry are shown in Fig. 6.11. As discussed in the previous

section, the temperature field was obtained from both CO and H2O (top of Fig. 6.11) to
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Figure 6.10: Measured projected absorbance areas, Aproj, for H2O and CO2 transitions from

two experiments (gray and color) to demonstrate test-to-test reliability. High Pearson cor-

relation coefficient (ρ > 0.97) indicates reliable measurements

ensure consistency between repeated experiments and build confidence in the thermometry

measurements. Unlike H2O, there was minimal CO present in the core (r = 0 mm) of

this flow-field due to oxidation to CO2; therefore, CO thermometry could not be obtained

throughout the entire radial domain (typical of the shorter axial distances). However, where

CO is sufficiently abundant, the two independent temperature measurements exhibit very

good agreement. The top of Fig. 6.11 also illustrates thermochemical variation of the radial

profiles with fuel grain length. As combustion progresses along the axis of flow, the peak

temperature in the flow-field remains fairly constant (as expected with a diffusion flame),

but the core temperature increases as a result of mixing and the reaction layer growth.

These one-dimensional radial profiles highlight the granularity of the results which can be
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Figure 6.11: Top: Radially-resolved CO and H2O temperature profiles measured using two-

line thermometry for two fuel grain heights with single-port injection. Bottom: Radially-

resolved CO, CO2, and H2O mole fraction profiles obtained using the measured temperatures

compared to numerical multi-physical models.

When possible, thermometry results from both species were averaged to determine radially-

resolved species profiles. When only H2O thermometry was available, as in Fig. 6.11, H2O

temperature was used for all speciation results. The bottom of Fig. 6.11 shows CO, CO2,

and H2O mole fractions at a fuel grain height of 139.7 mm. CO is both an intermediate

and product species in rocket applications, forming in large quantities owing to typically

fuel-rich operation. This duality is pronounced in hybrid combustion, where the reaction

zone is typically characterized as a diffusion flame, resulting in a wide range of effective

equivalence ratios in the spatial domain. Fig. 6.11 clearly illustrates the physics involved, as

CO peaks rather quickly near the fuel grain wall (r ≈ 6.8 mm), where combustion can be
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considered fuel-rich. Towards the core, CO oxidizes and forms CO2, defining a heat release

boundary where the peak temperature in the flow-field occurs. Further away from the fuel

grain surface, both H2O and CO2 mole fractions peak. Within the core of the flow, combus-

tion is sufficiently fuel-lean that CO fully oxidizes and CO2 mole fraction surpasses H2O. All

product species are further diluted by oxygen in the core flow.

The uncertainties in the temperature and mole fraction profiles have been determined

by propagating systematic uncertainties in spectral properties (i.e. linestrength) and using

a 95% confidence interval on the measured absorbance. Further details on the calculation of

uncertainties are discussed in the Appendix A.4, Appendix A.6, and the Appendix of Wei

et al. [185]. Typical temperature uncertainties were approximately ±100 K near the fuel

grain wall and up to ±200 K near the core, while typical mole fraction uncertainties were

approximately 5% near the fuel grain wall and up to 10% near the core. Error bars have been

added to Fig. 6.11 to illustrate these estimated uncertainties in the spectroscopic method.

To better visualize the thermochemical structure of the solid-fuel reaction layer, Fig. 6.12

depicts an assembly of the single-plane measurements at different axial distances to form

two-dimensional images for some example test conditions. Temperature and species (CO,

CO2, and H2O) results are shown for PMMA/GOx propellants with a single-port injector

geometry. Additionally, to highlight the technique’s ability to discern mechanistic influences

on the reaction layer growth, CO mole fraction results are also shown for an HDPE/GOx

propellant combination with an axial showerhead injector geometry. The two cases were

conducted with an equivalent oxidizer mass flux and all speciation images are shown on the

same scale for purposes of comparison.

Consistent with the previously shown radial profiles (Fig. 6.11), temperature is observed

in these 2D images to both increase in magnitude and diffuse/mix into the fuel grain core

along the central axis of oxidizer flow. This is also observed in all the species measurements,

although diffusion into the core is less pronounced in CO mole fraction results. For the

single-port injector, the temperature in the core of the flow stays relatively low (compared

to the peak temperature) and nearly all the species are contained in a thin region near
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Figure 6.12: Two-dimensional thermochemistry measurements demonstrating combustion

progress for PMMA/GOx with a single-port injector geometry. Results for HDPE/GOx

with an axial showerhead injector shown to highlight differences in combustion physics

the fuel surface over the range of lengths considered here. Most of the chemical reaction

occurs in this region, which is representative of the flame location in the flow-field. The

cool oxidizer core indicates that much of the oxidizer propellant is not participating in the

reaction, resulting in lower combustion efficiencies in practical applications. By contrast,

when comparing a different propellant combination (HDPE/GOx) with an axial showerhead

injector, there is significantly more CO present in the core, indicating a larger mixing layer

and better oxidation of the fuel per unit axial length. These results suggest that there

is a characteristic downstream distance for attaining complete combustion and it is highly
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dependent on propellant combination and oxidizer injection configuration.

This prompted the investigation of oxidizer injector influence on hybrid-propellant rocket

combustion. The aforementioned techniques were used to compares two canonical hybrid

rocket oxidizer injector designs via spatially-resolved measurements of temperature and mole

fractions of CO, CO2, and H2O. The two test cases were conducted at the same oxidizer

mass flow rates to isolate the influence of injector design. Dramatic differences between

the thermochemical flow-fields of the two injectors were observed and are shown in Fig.

6.13 and Fig. 6.14. Fig. 6.13 shows the radial spatial evolution of the temperature and

species (CO, CO2, H2O) field for both injector designs at multiple downstream distances.

The radial distance associated with the boundary of the gaseous core and fuel grain surface

involves some ambiguity due to phase-change and the lack of combustion products in the

initial fuel pyrolysis, but is estimated to be within 0.5–1 mm of the termination of the

data array, supported by post-test measurements of grain diameter. The right side of Fig.

6.13 plots equilibrium temperature and species versus equivalence ratio, φ, for PMMA/GOx

combustion at atmospheric conditions for reference. While equivalence ratio is determined

globally by the fixed oxidizer mass flux and corresponding burn rate, it is expected that

the developing reaction layer is characterized by a range of local equivalence ratios. Of most

immediate note, it is observed that the maximum expected equilibrium temperature over the

range of φ (Teq ≈ 3060 K), matches very well with the local maxima of each radial profile,

with the exception of the lowest axial distances for the single-port injector, wherein the

combustion zone appears to be developing and is likely diluted. For both injector designs,

there is a progressive shift of the local maximum temperature towards the core with increasing

axial distance, representative of radial diffusion and mixing. However, the two injectors

exhibit distinct radial profiles, with higher core temperatures (at r = 0 mm) observed at

much shorter axial distances for the showerhead injector relative to the single-port injector,

suggesting that the core flow remains lean for the single-port at longer axial distances.

Similar to the temperature fields, all product species (CO, CO2, H2O) appear to diffuse

radially inward with increasing axial length. When comparing the two injector designs,
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the showerhead injector shows an increased presence of combustion species in the core of

the flow-field at any given axial distance, while the species distributions for the single-port

injector peak closer to the fuel surface. The relative magnitudes of the species mole fractions

are also notable. For CO and H2O, the peak mole fraction and width of the distribution

tends to increase with increasing fuel-grain length. This trend is similar for CO2 with single-

port injection, but differs with the showerhead design. Though the radial distribution of

CO2 for the showerhead injector suggests a high relative abundance, peak CO2 mole fraction

is observed to decrease as fuel-grain length increases. Quantitative mole fractions are also

compared with the equilibrium values at varying equivalence ratios.

The mole fraction magnitudes for all measurements are within the range expected from

chemical equilibrium. The species measurements for the single-port injector well-represent a

radial distribution of varying local equivalence ratios, with a fuel-lean region in the core due to

high oxidizer dilution and a fuel-rich region closer to the fuel-grain surface. Approaching the

fuel-grain surface, CO peaks and higher concentrations of H2O are present when compared to

CO2, as anticipated from fuel-rich chemical equilibrium. Towards the oxidizer core, CO2 and

H2O peak and CO decreases as it is oxidized to CO2. Within the core of the flow, combustion

is sufficiently fuel-lean such that CO fully oxidizes and CO2 mole fraction surpasses H2O.

This cross-over (CO2 mole fraction exceeding H2O mole fraction) is observed in the chemical

equilibrium simulation at an equivalence ratio of approximately φ = 0.65. All product species

are further diluted by oxygen in the core flow. When comparing the two fuel-grain lengths

(38.1 mm and 139.7 mm) using the single-port injector, the species-distribution is observed

to behave very similarly, albeit with slightly higher peak magnitudes and a distribution shift

towards the core at the longer axial position. The cross-over of the CO and H2O mole

fractions, which corresponds to near stoichiometric fuel to oxidizer balance (φ = 1), shifts

from r = 6 mm at x = 38.1 mm to r = 5 mm at x = 139.7 mm.

For the axial showerhead injector, the radial variation of species (at the same axial dis-

tances) is considerably diminished relative to the single-port injector distributions. This is

most evident in the core of the flow (r = 0 − 4 mm), where the species concentrations are
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relatively constant. Some radial variation remains near the fuel-grain boundary. The show-

erhead injector flow-field reveals a more distinct axial change in mole fractions. Specifically,

the CO and H2O mole fraction distributions increase in magnitude, while CO2 mole fraction

decreases with increasing fuel-grain length. This is consistent with a reduction in the global

O/F as the fuel-grain length increases due to additional fuel regression and constant oxidizer

mass flow rate. Lastly, the radial scales for the plots in Fig. 6.13 are different, reflecting

greater aggregate fuel regression with the showerhead injector and a larger axial variation in

regression rate.

The two-dimensional images for the single-port injector indicate that the temperature

in the core of the flow stays relatively low (compared to the peak temperature) and nearly

all the species are contained in the thin boundary layer region near the fuel surface. Over

the range of lengths considered here, most of the chemical reaction occurs in this region,

which grows in width and shifts slightly towards the core as axial distance increases. The

relatively cool core and lack of combustion product species near r = 0 mm indicates that

much of the oxidizer propellant is not participating in the reaction even at the furthest axial

distance. Conversely, the axial showerhead injector achieves a core temperature near the

maximum equilibrium temperature at a relatively short fuel-grain length (x < 50 mm) and

it is sustained throughout the rest of the axial distance. An axial progression of O/F from

fuel-lean to fuel-rich is noticeably evident. At lower fuel-grain lengths where the O/F is

high (fuel-lean), CO2 mole fraction dominates, followed by H2O and trace amounts of CO.

As combustion progresses and fuel is added axially, the O/F reduces and the concentration

of CO2 decreases while concentrations of both H2O and CO continue to increase. The

incremental addition of CO appears primarily from radial diffusion. It should also be noted

that as the highly fuel rich near-surface boundary layer grows, the lowest temperatures are

seen near the wall. Overall, the results presented here serve as a demonstration that the

method developed in this work can be utilized to elucidate combustion physics for a solid

fuel in a gaseous oxidizer cross-flow by capturing quantitative, spatially-resolved species and

temperature fields in the reaction layer.

159



4
0

6
0

8
0

1
0

0
1

2
0

x
 [

m
m

]

-50

r [mm]

1
0

0
0

1
5

0
0

2
0

0
0

2
5

0
0

3
0

0
0

3
5

0
0

-50 -50

r [mm]

4
0

6
0

8
0

1
0

0
1

2
0

x
 [

m
m

]

-50

0
0

.0
5

0
.1

0
.1

5
0

.2
0

.2
5

0
.3

0
.3

5

-50 -50

r [mm]

4
0

6
0

8
0

1
0

0
1

2
0

x
 [

m
m

]

-50

4
0

6
0

8
0

1
0

0
1

2
0

x
 [

m
m

]

-50

r [mm]

T
 [

K
]

T
 [

K
]

O
x
id

iz
e
r 

fl
o
w

O
x
id

iz
e
r 

fl
o
w

A
x
ia

l 
s
h

o
w

e
rh

e
a
d

 i
n

je
c
to

r

S
in

g
le

-p
o

rt
 i

n
je

c
to

r
X

C
O

2

X
C

O

X
H

2
O

O
x
id

iz
e
r 

fl
o
w

O
x
id

iz
e

r 
fl
o

w

X
C

O

S
in

g
le

-p
o

rt
 i
n

je
c
to

r

X
C

O
2

X
H

2
O

A
x
ia

l 
s
h

o
w

e
rh

e
a
d

 i
n

je
c
to

r

A
x
ia

l 
s
h

o
w

e
rh

e
a
d

 i
n

je
c
to

r

A
x
ia

l 
s
h

o
w

e
rh

e
a
d

 i
n

je
c
to

r
S

in
g

le
-p

o
rt

 i
n

je
c
to

r

S
in

g
le

-p
o

rt
 i
n

je
c
to

r

F
ig

u
re

6.
14

:
T

w
o-

d
im

en
si

on
al

th
er

m
o
ch

em
is

tr
y

m
ea

su
re

m
en

ts
co

m
p
ar

in
g

P
M

M
A

/G
O

x
co

m
b
u
st

io
n

p
ro

gr
es

s
fo

r
a

si
n
gl

e-
p

or
t

in
je

ct
or

(l
ef

t)
an

d
an

ax
ia

l
sh

ow
er

h
ea

d
in

je
ct

or
(r

ig
ht

).
T

h
e

fu
el

-g
ra

in
co

re
is

lo
ca

te
d

at
r

=
0

m
m

an
d

th
e

fu
el

-g
ra

in
su

rf
ac

e

is
lo

ca
te

d
at
r
≈
−

6.
8

m
m

160



6.3.3 Spatially-resolved combustion performance

The thermochemistry results in the preceding section provide significant insight into hybrid

rocket combustion physics and highlight the performance impacts of different hybrid rocket

injector designs. To better quantify the differences in combustion performance, the ther-

mochemistry measurements in Fig. 6.13 and Fig. 6.14 can be used to determine spatially-

resolved characteristic velocity. As discussed in Sec. 1.3, characteristic velocity c∗, is the

primary parameter used to assess propellant combustion performance in chemical propulsion

systems. Typically c∗ is determined through chamber pressure Pc and propellant mass flow

rate ṁp measurements:

c∗ =
PcAt
ṁp

=

√
RuTc
M γ

(
γ + 1

2

) γ + 1

2(γ − 1) (6.1)

However, chamber pressure and mass flow rate are more global parameters that do not

capture more complex combustion processes; especially, in hybrid rockets, where fuel and

oxidizer are stored in separate states–resulting in high spatial gradients in thermochemical

properties. Consequently, pressure and mass flow rate do little to inform the specific loss

mechanisms that may lead to low combustion performance. To provide a more granular

approach for measuring c∗ efficiency, spatially-resolved thermochemistry measurements can

be used to better reflect chemical-to-thermal energy conversion in these combustion devices.

As shown in Eq. 6.1, knowledge of temperature (Tc) and species (M , γ) can be used to

evaluate c∗. Spatially-resoled temperature is obtained directly from the spectroscopic mea-

surements described previously (shown in Fig. 6.13). The local molecular weight M (r) and

the specific heat ratio γ(r) distributions are determined by comparing the measured CO,

CO2, and H2O mole fractions to expected values from chemical equilibrium of PMMA and

gaseous oxygen combustion. Fig. 6.15 illustrates the distribution in species mole fractions,

molecular weight, and specific heat ratio at chemical equilibrium for a range of equivalence

ratios at the hybrid rocket conditions where spectroscopic measurements were obtained. Us-

ing the spatially-resolved CO, CO2, and H2O measurements in Fig. 6.13, a local equivalence
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Figure 6.15: Expected species mole fractions, molecular weights, and specific heat ratios at

chemical equilibrium versus equivalence ratio for combustion of PMMA and gaseous oxygen

ratio φ(r) (assuming local chemical equilibrium) can be established as a function of radial

distance r. With local equivalence ratio known, radially-resolved molecular weight M (r)

and specific heat ratio γ(r) can be determined–enabling c∗ to be calculated directly from

Eq. 6.1.

Fig. 6.16 shows radially-resolved c∗ for both single-port and axial showerhead injectors at

various downstream distances obtained using the aforementioned technique. Similar to the

spatially-resolved thermochemistry measurements, an increase in combustion performance is

observed as downstream distance from the injector increases. This trend is more subtle in

the axial showerhead injector, which attains peak combustion performance earlier on. For

the single-port injector, combustion performance peaks near r ≈ 5 mm and decreases near

the core. The local maxima in combustion performance was found to occur at a similar radial

distance as the peak combustion temperature, per Fig. 6.13. For the axial showerhead injec-

tor, combustion performance also peaks near r ≈ 5 mm; however, performance is sustained
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throughout the core of the flow-field. Additionally, the measured c∗ values can be compared

to the theoretical maximum performance given by chemical equilibrium, c∗th,max = 1600 m/s.

Notably, all of the measured c∗ values are below c∗th,max, as expected; however, the axial

showerhead injector demonstrates c∗ values slightly closer to c∗th,max, indicating better com-

bustion performance. The radially-resolved c∗ measurements in Fig. 6.16 can be compiled

into two-dimensional images, as shown in Fig. 6.17, to better illustrate differences and high-

light trends in combustion performance. Similar to the temperature distribution, Fig. 6.17

shows how c∗ peaks in a rather thin region of the flow-field for the single-port injector. This

is highly undesirable for hybrid rocket systems as it ultimately results in a longer combus-

tion chamber (added mass) to obtain the desired performance. In contrast, the showerhead

injector demonstrates higher performance–closer to c∗th,max–throughout the majority of the

flow-field. This demonstrates the significant impact oxidizer injector geometry/design can

have on combustion performance and highlights the techniques ability to discern mechanistic

losses in hybrid rocket combustion devices.
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Figure 6.17: Two-dimensional c∗ measurements comparing PMMA/GOx combution perfor-

mance for single-port and axial showerhead injector designs. The fuel-grain core is located

at r = 0 mm and the fuel-grain surface is located at r ≈ −6.8 mm
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6.4 Summary

This work details the development of an in-situ absorption spectroscopy method enabling

quantitative, spatially-resolved temperature, species (CO, CO2, H2O), and characteristic ve-

locity (c∗) measurements for studies of hybrid rocket fuel oxidation. The method involves

a novel combination of multi-species infrared laser absorption spectroscopy, a modular solid

fuel oxidation experiment, and tomographic data processing to facilitate the unique appli-

cation. For the spectroscopic strategy, strong and well-isolated rovibrational transitions of

the target molecules are selected to provide for species-specific detection over a wide range

of equivalence ratios and at the short optical pathlengths of the reaction layer. Line-pairs

were selected for sensitive thermometry for CO and H2O within the scan range of available

semi-conductor lasers. An experimental apparatus with cylindrical fuel geometry and central

oxidizer flow was mounted to a horizontal translation stage to enable scanning of the laser

beams across the exit-plane of the fuel grain during a hot-fire test to collect spatially-resolved

absorption data. An Abel inversion with Tikhonov regularization was used to process the

line-of-sight absorption data and produce radially-resolved temperature and species profiles

for a given fuel grain length. Planar measurements at different distances from the oxygen

injector were compiled to form two-dimensional images of the thermochemical structure of

the oxidation layer. Example results are shown for two propellant combinations and two

injector geometries as a demonstration to highlight sensitivity of the method to changes in

experimental parameters. To the authors’ knowledge, these results are the first in situ quan-

titative 2D measurements of temperature, species (CO, CO2, H2O), and c∗ in the oxidation

layer of a hybrid rocket fuel. It is envisioned that the method can be used to constrain

complex multi-physics models of solid-fuel oxidation and inform design considerations for

hybrid rocket motors.
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CHAPTER 7

Line-mixing effects in the infrared spectral bandheads

of CO at high temperatures and high pressures

The contents of this chapter have been published in the journal Journal of Quantitative

Spectroscopy and Radiative Transfer under the full title ‘Line mixing in the v(1→3)

first overtone bandhead of carbon monoxide at high temperatures and pressures’ [219].

7.1 Introduction

Carbon monoxide (CO) is an important molecule in both atmospheric and combustion chem-

istry. Absorption spectroscopy of CO is relevant in ground-based measurements (e.g. smog

regulations) of on-road vehicle emissions [248], satellite-based remote sensing of pollutants for

climate science [249], time-resolved characterization of combustion dynamics [250], and ther-

mal radiation modeling in the development of planetary entry and propulsion systems [251].

In all such cases, accurate spectroscopic data with appropriate thermodynamic scaling across

relevant conditions provides a basis for quantitative simulation and analysis. This work ex-

perimentally investigates the CO spectra near 2.3 µm at high-temperature conditions rele-

vant to combustion and planetary entry over a broad range of pressures (up to 60 atm), with

the goal of developing an accurate model of the target spectral domain capturing relevant

collisional effects.

Notably, the first overtone band of CO near 2.3 µm has been utilized extensively for

combustion gas sensing via laser absorption methods. Several works have targeted rovibra-

tional transitions in the v(0→ 2) band for CO measurements to monitor syngas composition
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(T < 400 K, P < 20 atm) [252] and combustion-based power plant exhausts (T < 1200 K,

P ∼ 1 atm) [253]. More recently, this domain was exploited by our group for in-chamber

rocket combustion gas sensing at much higher temperatures and pressures (T > 3000 K,

P > 100 atm) [183, 254]. At these extreme combustion temperatures, transitions with

higher rotational energies and vibrational hot bands, such as the v(1 → 3) band, become

more prominent. Moreover, at such extreme combustion conditions, transitions compris-

ing the bandhead regions exhibit local absorption peaks with high differential absorption,

attractive for sensing. At high gas densities, spectrally crowded bandhead regions become

susceptible to collisional line mixing [255]. In this work, we examine line broadening and

mixing in argon and carbon monoxide bath gases for 17 high-energy transitions (J ′′ = 42−58)
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Figure 7.1: Top: Spectral absorbance simulation of the v(1→ 3) first overtone bandhead of

CO at 3000 K and 1 atm for pure CO. Bottom: Line strength positions and magnitudes of

the spectral transitions relevant to this work.
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near the v(1→ 3) bandhead of CO, identified in Fig. 7.1.

Line broadening of carbon monoxide has been shown to have weak vibrational energy

dependence, with stronger dependence on rotational energy. Though much progress has

been made in quantifying and modeling CO line broadening in the v(0→ 1) [169, 256, 257],

v(0 → 2) [257–263], and v(0 → 3) [264–266], a dearth of line-broadening data exists for

rotational quantum number transitions larger than J ′′ > 31 of any vibrational band, as noted

in Fig. 7.2. This is primarily because most measurements of line broadening coefficients for

CO have been conducted at or near room temperature [262, 267], corresponding to the lower

rotational energy transitions. We focus this experimental study to a temperature range of

1200–3750 K to access lines with higher rotational energies.
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Figure 7.2: Experimental self-broadening coefficients for CO transitions obtained by previous

works. The current study focuses on higher rotational quantum number transitions (J ′′ =

42− 58) to extend diagnostic capabilities at extreme temperatures and pressures.
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Line mixing is a band narrowing effect that occurs at high pressures, resulting from local

population transfers when collisional linewidths are on the order of line spacing [157]. Line

mixing is often observed in bandheads where line spacing becomes very small. Q-branches

that have bandheads at lower rotational energies are often observed to have line mixing near

ambient temperatures [157]. Here we study line mixing in the R-branch bandhead of the

v(1→ 3) overtone band of CO at pressures up to 60 atm. A spectral simulation of the target

bandhead considered herein is shown in Fig. 7.1.

This paper describes the experimental measurements and modeling of the aforementioned

line broadening and mixing effects in the v(1 → 3) first overtone bandhead of CO at high

temperatures and high pressures, with Ar and CO collision partners. After establishing the

theoretical framework, we present our experimental methods, including the optical setup,

experimental apparatus, and data processing techniques required to obtain broadening pa-

rameters from laser absorption measurements at moderate pressures (P < 2.5 atm). We

then discuss how these broadening parameters were used to develop the complimentary

line-mixing model based on high-pressure (up to 60 atm) spectrally-resolved CO absorption

measurements in a shock tube. The combination of broadening and mixing models provides

a basis for spectral simulation of CO near 2.3 µm over a broad range of temperatures and

pressures.

7.2 Theory

7.2.1 Absorption spectroscopy and line broadening

The basic theory of laser absorption spectroscopy is detailed in Ch. 3, but a brief review

is provided here for context within this application. In the spectral vicinity of a single

transition, the spectral absorbance, defined in Eq. 3.3, can also be written in terms of total

number density of the absorbing species N [molec · cm−3]:

αν = − ln

(
It
I0

)
ν

= S(T )NLφ(ν) (7.1)
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where S(T ) [cm−1/(molec · cm−2)] is the line strength of the transition, L [cm] is the path

length, φ(ν) [cm] is the line shape function, and N [molec · cm−3] is the total number density

of the absorbing species, given by:

N =
PXi

kBT
· 10−6 (7.2)

Here, P is the pressure with units of [Pa], Xi is the mole fraction of the absorber i, kB [J/K]

is the Boltzmann constant, and T [K] is the temperature. Based on the compressibility

factors for CO and Ar, deviations from the ideal gas assumption implied in Eq. 7.2 are

not expected to exceed 1% for any condition in this study [268]. The spectral line shape

φ(ν) can be modeled using a Voigt profile [157], as described in Ch. 3. Each broadening

mechanism is characterized by full width at half maximum (FWHM) parameter; ∆νC [cm−1]

for collisional broadening and ∆νD [cm−1] for Doppler broadening, given by Eq. 3.15 and

Eq. 3.13 , respectively. Collisional broadening scales linearly with pressure and often leads

to an additive blending of neighboring lines, with the temperature dependence of γ(i−k),j(T )

modeled as a power law expression, given in Eq. 3.16:

As lines become more closely spaced together, the spectral absorbance αν at a given

wavenumber ν is no longer a function of just one spectral transition, but is rather a sum-

mation of all neighboring transitions as demonstrated in the bandhead shown in Fig. 7.1.

In this work, we report measured values of γCO−CO and γCO−Ar at a reference temperature

of 1500 K along with their respective temperature exponents, nCO−CO and nCO−Ar, for 17

transitions in the v(1 → 3) band of CO (described in Sec. 7.1). The reported values are

considered most appropriate for a temperature range of 1500–4000 K.

7.2.2 Line mixing

To model line-mixing effects, we implement the relaxation matrix formalism [269] to account

for collisional effects on the molecular spectra. For brevity, lower state rotational energy
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levels, J ′′ and K ′′, are written as J and K for the proceeding equations. The absorbance,

αν , for overlapping transitions can be written within the impact approximation [270] in the

following form:

αν =
NL

π
Im(d ·G−1 · ρ · d) (7.3)

where ρ is a diagonal matrix with nonzero elements ρJ defined by the lower state Boltzmann

population fraction [271]:

ρJ =
NJ

N
=
g′′J
Q

exp

(
− hcE ′′J

kBT

)
(7.4)

where NJ [molec · cm−3] is the number density, g′′J is the lower state degeneracy, E ′′J [cm−1]

is the lower state energy, Q is the total internal partition function, h [J · s] is Planck’s

constant, and c [cm/s] is the speed of light. d [cm−1/(molec · cm−2)]
1
2 is a vector of transition

amplitudes with elements dJ given as [272]:

dJ =

√
SJ(T )

ρJ
(7.5)

Another commonly used form of Eq. 7.3 is shown in B, where the temperature dependence

of d is removed. The dependence on wavenumber ν [cm−1] in Eq. 7.3 is within G [cm−1], a

complex matrix defined as:

G = νI−H (7.6)

where I is the identity matrix and a frequency-independent matrix H [cm−1] is defined as:

H = ν0 + iPW (7.7)

ν0 [cm−1] is a diagonal matrix of transition frequencies and W [cm−1/atm] is the relaxation

matrix [269]. Note that in Eq. 7.7, total pressure P is in units of [atm]. H can be diagonalized
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using a similarity transform [273] to obtain a diagonal eigenvalue matrix Ω [cm−1] with

diagonal elements ωJ [cm−1] such that:

Ω = A−1 ·H ·A (7.8)

Since G only differs from H by a constant diagonal matrix, G−1 is also diagonalized by A.

Eq. 7.3 can now be written as a function of ν spanning all relevant spectral transitions J :

αν =
NL

π
Im

[∑
J

(d ·A)J(A−1 · ρ · d)J
(ν − ωJ)

]
(7.9)

The relaxation matrix is implemented to model line-mixing effects in the spectra and is given

by:

WJK =

γJ + i∆ν0,J if J = K

−RJ→K if J 6= K
(7.10)

where the real diagonal elements of W are the broadening coefficients γJ discussed in Sec.

7.2.1 and the imaginary diagonal elements are the pressure shifts ∆ν0,J [cm−1/atm] (termed

“δ” in the HITRAN database [149]). The real off-diagonal elements represent the state-

specific population transfer rates, RJ→K [cm−1/atm], between two states, J and K. No-

tably, for linear molecules, broadening coefficients can also be expressed in terms of total

depopulation rates through Eq. 7.11 [157].

γJ =
∑
J 6=K

RJ→K (7.11)

The imaginary off-diagonal components of W represent contributions from rotational de-

phasing [274]. Previous work has found the effect of these terms to be negligible for

collisionally-narrowed infrared spectra at both low and high densities [275]. Consequently,

the rotational dephasing contributions are approximated as zero for all transitions in the

relaxation matrix. It is noteworthy that if the population transfer rates are set to zero for
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all transitions, Eq. 7.3 simply represents the sum of the Lorentzian lines with no line-mixing

effects. When multiple collision partners are present, the full relaxation matrix is written as

a summation of the individual perturber contributions:

W =
∑
B

XBWA−B (7.12)

In this study, we model RJ→K using a modified-exponential-gap (MEG) law [276, 277] to

construct the real part of the relaxation matrix. The MEG law takes the following form:

RJ→K = a1(T )

1 + a4

(
E ′′J

a2kBT

)
1 + a4

(
E ′′J
kBT

)


2

× exp

[
−a3 (E ′′K − E ′′J)

kBT

]
(7.13)

where a1(T ) [cm−1/atm], a2, and a3 are species-specific MEG law coefficients obtained by

fitting measured absorbance data to the model using a least-squares fitting routine. a4

describes the collision duration [276] based on distance of closest approach [278] and is set to

a4 = 2 as an estimate for CO-CO collisions [279, 280]. It is important to note that the value

of a4 is not critical in the ability of the MEG law to fit the measurement data [279, 280];

therefore, it was kept constant for all experiments in this study.

This empirically-derived MEG law formulation has been successfully implemented for

other linear molecules [271, 279] using absorption spectroscopy techniques to account for

line mixing. Since collisions promote the Boltzmann population distribution, the upward

and downward population transfer rates, RJ→K and RK→J , respectively, can be related

through the detailed-balance principle [281]:

ρKRK→J = ρJRJ→K (7.14)

This completes the real part of the relaxation matrix and indicates that starting from the less

populated energy level is the more probable of the two counter processes. This suggests that
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line mixing favors population transfers from weak transitions to strong transitions, inducing

a narrowing of the spectral structure and enhancing high absorbing regions.

Only a single set of measured absorbance data is needed to obtain the species-specific

MEG law coefficients for a given temperature [282]. To determine the temperature depen-

dence of the population transfer rates, a1(T ) can be modeled as a power law expression:

a1(T ) = a1(T0)

(
T0

T

)m
(7.15)

where we define a temperature exponent m obtained by fitting multiple sets of absorbance

data at different temperatures, and a1(T0) is the MEG law coefficient at a reference temper-

ature T0.

Similar to the reported broadening coefficients γCO−B, we report measured values of MEG

law coefficients for both ai,CO−CO and ai,CO−Ar with their respective temperature exponents,

mCO−CO and mCO−Ar at a reference temperature of 1500 K. We show that these parameters

can model line-mixing effects in the v(1→ 3) bandhead of CO at high pressures (> 5 atm)

over a temperature range of 2000–3600 K.

7.3 Experimental Setup

We first note that extreme caution should be exercised when handling mixtures with high

concentrations of CO, due its acute toxicity. All CO was stored in a ventilated toxic gas

cabinet and transported to the experimental apparatuses in lines that had been thoroughly

checked for leaks with inert gases. After each measurement, each device described in this

section was vacuumed and diluted with N2 to eliminate residual CO before the next mea-

surement.

The experiments in this work were conducted using the high-enthalpy shock tube facility

illustrated in Fig. 7.3 with some supporting collisional broadening measurements conducted

in a heated static optical gas cell described in previous work [146]. The shock tube has a

175



constant 10.32 cm inner diameter, a 4.88 m long driven section, and a 1.56 m long driver

section. The test section is circumscribed with interchangeable port plugs, which integrate

different sensors or optical windows, located ∼2 cm from the driven endwall. Incident shock

speeds are determined by five fast-response, piezoelectric time-of-arrival sensors (Dynasen,

Inc.) located at equidistant intervals over the last 170 cm of the driven section, as shown

in the bottom of Fig. 7.3. Initial reflected shock conditions are determined by the incident

shock speed with a typical uncertainty of ∼1% in temperature when properly accounting for

vibrational relaxation of the gas mixture [64]. Prior to each experiment, a roughing pump

(Alcatel Adixen 2021i) was used to vacuum down the shock tube to < 1 × 10−3 Torr. Test

gas mixtures were barometrically prepared in a 12.5 L agitated mixing tank using a heated

capacitance manometer (MKS 627D Baratron) with a full-scale pressure range of 1000 Torr

and an uncertainty of 0.12% of the reading. All gases were supplied by Airgas, Inc. with

purity levels of 99.9% for CO, 99.999% for Ar, and 99.995% for He. Two different mixtures

were prepared for collisional broadening and line mixing investigations: 100% CO for CO-CO

measurements and 30% CO/Ar for CO-Ar measurements.

The v(1 → 3) bandhead of CO near 2.3 µm was spectrally resolved by current-tuning

a continuous-wave distributed-feedback (DFB) laser (Norcada, Inc.) with ∼10 mW output

power. The DFB laser is temperature- and current-tunable from 4290–4325 cm−1. A 10 kHz

triangle waveform, shown in Fig. 7.3, was implemented to injection-current-tune the light

source over a wavenumber range of ∼4.5 cm−1 between 4302–4306.5 cm−1. Additionally, the

injection current was scanned below the lasing threshold to account for transient thermal

emission during the measurements. The relative frequency of the laser light during the

scan was determined using a germanium etalon with a free spectral range of 0.0231 cm−1.

During the experiments, the incident light was pitched across the shock tube through two

0.5° wedged sapphire windows with a 9.5 mm aperture, as shown in Fig. 7.3. The transmitted

light was passed through a bandpass spectral filter (Spectrogon, 2320±20 nm) and an iris to

mitigate thermal emission, and was focused onto a thermo-electrically cooled photodetector

(Thorlabs PDA10D) using a CaF2 plano-convex lens. Incident and reflected shock pressures
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were measured using a dynamic pressure transducer (Kistler 601B1) mounted in one of the

test section port plugs, which was connected to a charge amplifier (Kistler 5018A). Pressure

and detector data were collected on a PicoScope 4000 series data acquisition module at

80 MHz while detector data were sampled at the maximum detector bandwidth of 10 MHz,

yielding an equivalent measurement rate of 5 MHz.

Representative raw time-resolved signals from a shock tube experiment are shown in

Fig. 7.3. Prior to the incident shock arrival, the R(12) feature from the v(0 → 2) first

overtone band of CO is visible at 296.3 K and 23.8 Torr. Following the passage of the incident

and reflected shocks, R(42)–R(58) appear as the high temperatures more densely populate

the v(1 → 3) first overtone hot band. Throughout the test time, a non-ideal pressure rise

was often observed and accounted for by assuming isentropic compression of the test gas.

This method has shown to be a valid assumption for correcting thermodynamic conditions

behind reflected shock waves [46]. For a single scan interval, the change in temperature

and pressure are less than 0.3% and 1.2%, respectively, when pure CO was used, and 0.2%

and 0.6% when the 30%CO/Ar mixture was used; thus, the thermodynamic properties were

assigned at the scan mid-point and assumed to be constant during each scan.

Shock tube experiments for line-broadening parameters of pure CO were conducted over

a temperature range of 1700–3750 K and a pressure range of 0.5–2.5 atm. Moderate pres-

sures were targeted for line-broadening experiments to minimize spectral blending amongst

neighboring transitions and resolve the line-specific broadening and temperature coefficients

discussed in Section 7.2.1. For the 30%CO/Ar mixtures, the lower end of the temperature

range was limited to 2000 K due to decreased absorption in the v(1 → 3) band, precluding

reliable line-broadening measurements; however, the pressure range (< 2.5 atm) was kept

similar. Shock-heated CO requires a finite amount of time to attain vibrational equilibrium;

estimates of vibrational relaxation time for the mixtures used in these studies are shown in

Fig. 7.4, with empirical correlations from Millikan and White [68]. Pure CO experiments

have a faster vibrational relaxation time compared to CO/Ar mixtures, owing to argon’s

poor collision efficiency. Lower temperature (< 2500 K) line-broadening experiments were
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Figure 7.4: Vibrational relaxation times for mixtures and conditions considered in this work,

using calculations of Millikan & White [68]

conducted at higher pressures (> 1.5 atm) to reduce vibrational relaxation time. At lower

temperatures, reflected shock test times were typically ∼600 µs, allowing sufficient time for

CO to vibrationally relax. Processed laser scans were typically acquired at least 100 µs after

the estimated vibrational relaxation time. Shock tube experiments for line-mixing parame-

ters covered a temperature and pressure range of 2000–3600 K and 5–60 atm, respectively, for

both pure CO and 30%CO/Ar. Higher pressures were targeted for line-mixing experiments

in order to determine MEG law coefficients and prove pressure scalability.

For each experiment, absorbance αν was determined through Eq. 7.1 via measurements

of incident and transmitted intensity, I0 and It. The incident laser light intensity through

the shock tube was measured without a mixture present prior to each shock experiment to

provide a baseline I0 for calculation of αν . Each scan of the transmitted laser intensity, It,
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was corrected for detector offset from both emission and dark current noise by tuning below

the lasing threshold. Minimal emission was observed throughout the test, as seen in the

representative data from Fig. 7.3. For broadening experiments, the absorbance profile was

least-squared fit with Voigt lineshape functions positioned at the line center of each transition

with the broadening coefficients set as the free parameters. For higher-pressure line-mixing

experiments, the MEG law coefficients were set as free parameters with the diagonals of the

relaxation matrix assigned with the pre-determined broadening coefficients.

7.4 Results and discussion

Temperature dependent line-broadening and line-mixing coefficients of CO with CO and

Ar are reported for seventeen transitions in the v(1 → 3) first overtone hot band between

4302–4306.5 cm−1. Values for the transition line centers ν0, line strengths SJ(T0), and lower

state energy levels E ′′J were taken from the HITEMP database [150]. Quantum number

assignments and lower state energies are noted in Table 7.1. The following two subsections

detail the line-broadening and line-mixing results, respectively.

7.4.1 Line broadening

Laser absorption measurements were made behind reflected shocks and in the heated optical

cell to gather line broadening data from 1200–3750 K for R(42)–R(58). A representative

single-scan absorbance measurement from a shock tube experiment with corresponding Voigt

line fits is shown in Fig. 7.5. Generally, the Voigt fits produced low peak residuals (1–4%). At

high temperatures and low pressures both CO-broadening and Ar-broadening experiments

exhibited some evidence of collisional narrowing (gull-wing residual) likely due to a reduction

in Doppler broadening from velocity-changing collisions [187]. Fig. 7.5 also provides evidence

of line mixing effects where the Voigt lineshape summation is unable to properly fit the

measured absorbance near the bandhead.

As discussed previously, line-broadening experiments targeted lower pressures (< 2.5 atm)
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to minimize spectral blending from neighboring transitions, which become more significant

near the bandhead and complicates the fitting routine. Despite the low pressures of the

experiments, the R(48)–R(54) transitions near the bandhead are too closely spaced to reli-

ably extract broadening information. Instead, the broadening coefficients from transitions

before and after the bandhead—R(42)–R(47) and R(53)–R(58)—were used to establish a

J ′′ dependency and estimate the broadening coefficients of the bandhead transitions for the

Voigt line shape model.

As previously mentioned, self-broadening measurements were conducted on a high-temperature

gas cell at 1226±10 K over a pressure range of 0.6–1.0 atm to extend the temperature

range of the reported broadening parameters. This data served to reduce uncertainty in
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Figure 7.5: Top: Absorbance of the first overtone bandhead of CO at 3200 K and 1.07 atm

with corresponding Voigt fits. Bottom: Residuals of the Voigt fit, showing larger disagree-

ment at the bandhead.

181



the temperature-dependence exponent, and to check that acquired data had negligible fa-

cility dependence. As with the shock tube measurements, the detectable transitions in the

absorbance spectra were fit with simultaneous Voigt line shape functions positioned at the

line center of each transition with broadening coefficient, γCO−B(T ), as the free parameter

using a least squares fitting routine. Representative collision width measurements from these

experiments are shown as a linear function of pressure in Fig. 7.6. At these lower temper-

atures (1226 ± 10 K), the absorbance from each of the transitions after the bandhead was

too weak (αν < 0.005) to recover reliable collision widths and not factored into γCO−B(T ).

Consequently, to help establish temperature dependence for the higher energy lines after the

bandhead, R(53)–R(58), we incorporate estimates of room-temperature broadening in the
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Figure 7.6: Collisional width ∆vC versus pressure for rovibrational transitions in the v(1→ 3)

first overtone bandhead: R(42), R(45), and R(47) (markers) along with best fits (dashed

lines) recorded in the static optical cell experiments at 1226 K.
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power law fit from an existing model [283] validated for lower J ′′ transitions [149]. The re-

sulting broadening coefficients referenced to 1500 K and temperature-dependence exponents

are reported in Table 7.1.

Owing to weak expected absorbance at the maximum temperatures achievable by the

heated optical cell, CO-Ar broadening measurements were not conducted, considering these

experiments would require significant dilution of the CO. Therefore, as with the aforemen-

tioned R(53)–R(58) lines in pure CO, a room-temperature estimation of Ar-broadening co-

efficient [284] is incorporated into the power law fit for all transitions before and after the

bandhead (R(42)–R(47) and R(53)–R(58)). Room-temperature Ar-broadening estimations

were obtained by extrapolating existing measurements that have been validated at lower J ′′
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Figure 7.7: CO- and Ar-broadening coefficients for the transitions of interest with power

law fits for 1000–4000 K. High-temperature optical cell data at 1226 K annotated, all other

points from shock tube experiments.
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transitions [284].

Fig. 7.7 shows broadening data versus temperature for representative transitions before

and after the bandhead, representing all relevant test conditions. The measured broaden-

ing coefficients were fit with a power law to obtain the temperature exponent n for each

transition, using 1500 K as the reference temperature T0. Details regarding the uncertain-

ties associated with this procedure are provided in Appendix A.1 and A.2. With measured

broadening coefficients before and after the bandhead, we infer the broadening coefficients

for transitions located at the bandhead—R(47)–R(53)—via linear interpolation, as shown

in Fig. 7.8. It is important to note that R(57) is blended with R(12) from the v(0 → 2)
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Figure 7.8: Measured broadening coefficients 2γCO−B (markers) for J ′′ = 42–58 for CO (red)

and Ar (blue) at 1500 K (squares) and 3500 K (triangles). Least-squares exponential fits

(lines) of the measured (filled markers) are used to estimate 2γCO−B for J ′′ too interfered to

measure directly (open markers).
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first overtone band, and therefore broadening parameters for this transition also required

interpolation. Temperature-dependent exponents n for the interpolated transitions are de-

termined by similarly fitting the inferred broadening coefficients γCO−B(T ) over the range

of test temperatures. The broadening parameters for all seventeen transitions and their

uncertainties are listed in Table 7.1. Subscripts in the table indicate if the reported pa-

rameter is an interpolated value or if it incorporates any high-temperature gas cell data or

room-temperature estimations. Power-law fits of all measured broadening coefficients versus

temperature (similar to the subset shown in Fig. 7.7) are provided in Sec. 7.6.

Table 7.1: Self- and Ar-broadened line parameters for the v(1→ 3) band of CO

Transition E ′′J γCO−CO(1500 K) nCO−CO γCO−Ar(1500 K) nCO−Ar

(v′′, J ′′) [cm−1] [10−3 cm−1atm−1] [10−3 cm−1atm−1]

R(1,42) 5563.82 17.08 ± 0.35a 0.521 ± 0.023a 12.36 ± 0.45b 0.485 ± 0.036b

R(1,43) 5725.71 16.75 ± 0.38a 0.500 ± 0.025a 12.05 ± 0.49b 0.455 ± 0.037b

R(1,44) 5891.27 16.45 ± 0.41a 0.480 ± 0.026a 12.09 ± 0.48b 0.478 ± 0.037b

R(1,45) 6060.50 16.40 ± 0.46a 0.488 ± 0.028a 11.55 ± 0.52b 0.425 ± 0.038b

R(1,46) 6233.39 16.22 ± 0.52a 0.497 ± 0.031a 11.57 ± 0.52b 0.455 ± 0.039b

R(1,47) 6409.92 16.31 ± 0.60a 0.501 ± 0.034a 11.37 ± 0.59b 0.429 ± 0.040b

R(1,48) 6590.11 15.72 ± 0.64c 0.465 ± 0.046c 11.26 ± 0.66c 0.429 ± 0.065c

R(1,49) 6773.93 15.51 ± 0.71c 0.456 ± 0.045c 11.10 ± 0.71c 0.422 ± 0.064c

R(1,50) 6961.38 15.30 ± 0.79c 0.448 ± 0.045c 10.94 ± 0.76c 0.414 ± 0.063c

R(1,51) 7152.46 15.09 ± 0.88c 0.439 ± 0.044c 10.78 ± 0.82c 0.406 ± 0.062c

R(1,52) 7347.15 14.89 ± 0.98c 0.431 ± 0.043c 10.62 ± 0.88c 0.398 ± 0.061c

R(1,53) 7545.45 14.53 ± 1.13b 0.431 ± 0.037b 10.47 ± 0.94c 0.390 ± 0.060c

R(1,54) 7747.36 14.38 ± 1.19b 0.383 ± 0.037b 10.29 ± 0.98b 0.401 ± 0.043b

R(1,55) 7952.85 14.28 ± 1.40b 0.401 ± 0.038b 10.25 ± 1.12b 0.393 ± 0.044b

R(1,56) 8161.93 13.98 ± 1.40b 0.372 ± 0.039b 10.18 ± 1.23b 0.379 ± 0.044b

R(1,57) 8374.60 13.91 ± 1.64c 0.389 ± 0.038c 9.88 ± 1.26c 0.359 ± 0.056c

R(1,58) 8590.82 13.53 ± 1.82b 0.382 ± 0.041b 10.00 ± 1.55b 0.355 ± 0.045b

a Power law fit incorporates high-temperature gas cell data

b Power law fit incorporates room-temperature broadening estimation (discussed in Sec. 7.4.1)

c Interpolation based on J ′′-dependence (reference Fig. 7.8)
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7.4.2 Line mixing

As discussed in Sec. 7.2.2, the relaxation matrix, W, accounts for the collisional rates that

result in line mixing in the spectra. The real diagonal elements of W are the broadening

coefficients, γJ , the imaginary diagonal elements are the pressure shifts, ∆ν0,J , the real

off-diagonal elements represent the state-specific population transfer rates, RJ→K , and the

imaginary off-diagonal components are set to zero. The reported broadening coefficients

in Table 7.1 and the pressure shift coefficients from the HITEMP database [149] are used

to complete the real and imaginary diagonal elements of W, respectively. The MEG law

described by Eq. 7.13 is implemented to model the population transfer rates. To find the

MEG law coefficients, ai, high pressure absorbance data measured using the shock tube

facility are least-squares fit with the absorbance model, given by Eq. 7.3, with a1, a2, and a3

set as the free parameters. It should be noted that since line mixing only occurs within the

same vibrational band, as described in Sec. 7.2.2, transitions not belonging to the v(1→ 3)

first overtone hot band were simulated using the HITEMP database and removed from the

measured absorbance data prior to the fitting routine. This procedure was initially carried

out using pure CO in order to determine the population transfer rates associated with CO-CO

collisions, and then repeated with test gas mixtures of 30%CO/Ar to obtain the appropriate

rates for CO-Ar collisions using Eq. 7.12.

A comparison of representative high-pressure absorbance data collected in the shock tube

at 25 atm and 3350 K is shown in Fig. 7.9 with various simulated results from the line mixing

model. Without line mixing, the simulated spectra poorly represents the measured spectra

near the bandhead, where most population transfers occur. Implementing the fitting routine

described above, allows for a high fidelity reconstruction of the spectra with a max residual

< 3%. This compares to a disagreement of nearly 50% at the bandhead peak without

accounting for line mixing. As expected, away from the bandhead, the line mixing model

still agrees well with both the measured absorbance and the simulated spectra without any

line mixing. Notably, with the MEG law coefficients established, we can adjust the a1

parameter to vary the degree of line mixing and visualize the associated changes in the
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transfers.

spectra. As population transfer rates increase, line mixing favors population transfers from

weak absorption regions to strong absorption regions; consequently, narrowing the spectral

structure and increasing the differential absorption near the bandhead.

It is informative to compare the transfer rates of different transitions as a function of

∆J . Fig. 7.10 shows the rates for select transitions given by the line mixing model at

two conditions. Since collision-induced transfers across larger rotational levels require more

energy, RJ→K decays as ∆J increases. Accordingly, Fig. 7.10 illustrates that at higher

temperatures, the population transfers from larger ∆J become more significant. This can be

described through Eq. 7.7 and Eq. 7.13. It should be noted that the relaxation matrix scales
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Figure 7.10: Population transfer rates RJ→K given by the MEG model, from selected initial

states J ′′= 42, 46, 50, 54, and 58 to final K ′′ states, plotted as ∆J = K ′′ − J ′′.

linearly with pressure, but the relative probability of collision-induced transfers between a

given ∆J is only dependent on temperature. Previous studies have implemented the MEG

model at room temperature and shown that collision transfer rates occur predominantly

at ∆J = ±1 [285, 286]. However, at the high temperatures (> 1500 K) investigated in

this work, population transfers with larger ∆J significantly contribute to the population

redistribution.

With the MEG law coefficients inferred empirically at various conditions, the temperature

dependence of a1(T ) was found through Eq. 7.15 by fitting experimental data at different

temperatures, while holding a2 and a3 constant. The temperature dependence of the relax-

ation matrix is captured in Fig. 7.11 for both CO-CO and CO-Ar collisions. Notably, the

temperature exponents for the off-diagonal components of the relaxation matrix are larger
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Figure 7.11: Best-fit determinations of a1 for different temperatures (markers) with power

law fits (dashed line) for both CO-CO (red) and CO-Ar (blue) collisional line mixing.

than those of the corresponding broadening coefficients. For CO-CO collisions, a2 and a3

were obtained at 3463 K and 18.7 atm with a1 reported at a reference temperature of 1500 K.

Similarly, for CO-Ar collisions, a2 and a3 were obtained at 3586 K and 28.3 atm with a1(T )

reported at a reference temperature of 1500 K. The reported MEG law coefficients can be

found in Table 7.2. It is important to note that the specific transfer rates obtained by the

reported MEG law coefficients do not in themselves sum up to the broadening coefficient

(as shown in Eq. 7.11) as there are other state-changing collisions not accounted for in the

modeled absorbance. As such, caution should be exercised in using these inferred population

transfer rates beyond modeling the target absorption spectra, as the absolute values have

not been normalized.

With an established temperature dependence for RJ→K and γJ , the full relaxation matrix
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Table 7.2: Temperature-dependent MEG law parameters determined in this work

a1(1500 K) a2 a3 a4 m
[10−3 cm−1atm−1]

CO-CO 1.52 ± 0.15 0.51 ± 0.05 5.21 ± 0.10 2 1.28 ± 0.06
CO-Ar 0.85 ± 0.13 0.30 ± 0.04 7.46 ± 0.15 2 1.66 ± 0.09

can be calculated over a wide range of temperatures and pressures. To validate the pressure

scalability of the line mixing model, a series of shock tube experiments were conducted from

5–25 atm for pure CO and 25–60 atm for 30%CO/Ar at similar temperatures, respectively,

as shown in Fig. 7.12 and Fig. 7.13. At all pressures, the line mixing model exhibits excellent

agreement with the measured absorbance spectra. More specifically, in these figures, the ai
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Figure 7.12: CO-CO: measured spectral absorbance compared to the developed MEG model

used capture line-mixing effects over a range of pressures. The simulated spectral absorbance

with no line mixing is illustrated for reference.
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parameters were obtained at a single pressure and then used to calculate the spectra at

the other pressures; therefore, validating the pressure scalability of the MEG law model. It

should be noted that below 5 atm we found the simulated spectral shape could no longer

accurately represent the measured spectra, a limit associated with the Lorentzian lineshape

assumption in Eq. 7.3. An additional Voigt convolution step with the Gaussian function is

required to capture the less prominent line mixing at lower pressures.
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Figure 7.13: CO-Ar: measured spectral absorbance compared to the developed MEG model

used capture line-mixing effects over a range of pressures. The simulated spectral absorbance

with no line mixing is illustrated for reference.
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7.5 Summary

Self- and Ar-broadening coefficients and temperature-dependent exponents for CO have been

measured and reported for 17 rovibrational transitions, R(42)–R(58), in the v(1 → 3) first

overtone hot band of CO near 2.3 µm. Experiments were conducted over a wide range of

temperatures, 1200–3750 K, utilizing a shock tube facility and a heated gas cell. To the

authors’ knowledge, this work represents the first experimental study of these very high ro-

tational energy transitions (E ′′ = 5500–8600 cm−1), extending the spectroscopic knowledge

base of temperature-dependent broadening for CO. With broadening parameters established,

a modified exponential gap model was developed to evaluate the thermodynamic scaling of

state-specific collisional transfer rates associated with line mixing. The line-mixing model

developed in this work quantitatively resolves the spectral domain over a range of extreme

temperatures and pressures, 2000–3600 K and 5–60 atm, relevant to combustion and plane-

tary entry.
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Figure 7.14: CO- and Ar-broadening coefficients and temperature exponents for (a) R(42),

(b) R(43), (c) R(44), and (d) R(45) with power-law fits for 1000–4000 K. Units of γ(1500 K)

given in [10−3 cm−1atm−1].
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Figure 7.15: CO- and Ar-broadening coefficients and temperature exponents for (a) R(46),

(b) R(47), and (d) R(54). CO-broadening coefficient and temperature exponent for (c)

R(53). Power-law fits for 1000–4000 K and units of γ(1500 K) given in [10−3 cm−1atm−1].
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Figure 7.16: CO- and Ar-broadening coefficients and temperature exponents for (a) R(55),

(b) R(56), and (c) R(57) with power-law fits for 1000–4000 K. Units of γ(1500 K) given

in [10−3 cm−1atm−1]. (d) CO- and Ar-broadening coefficients at 1500 K for R(42)–R(58)
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CHAPTER 8

Thermochemistry measurements in high-pressure

liquid-propellant rocket combustors

The contents of this chapter have been published in the journal Applied Physics B under

the full title ‘Cross-band infrared laser absorption of carbon monoxide for thermometry and

species sensing in high-pressure rocket flows’ [287]

8.1 Introduction

For chemical rockets, combustion chamber pressure directly influences mass-specific thrust,

or specific impulse, which is a critical factor to enabling higher payload mass fractions and

mission capability. Higher combustion pressures increase specific impulse via two primary

mechanisms: (1) high pressures suppress dissociation of major products, yielding higher

combustion temperatures and characteristic velocities, and (2) higher pressure ratios be-

tween the chamber and exhaust yield a higher nozzle thrust coefficient. Due to these factors,

considerable effort has been placed in maximizing combustion chamber pressure in rockets.

As a point of reference, Space Exploration Technologies Corporation (SpaceX) recently an-

nounced a combustion chamber pressure record of 269 bar in the new Raptor CH4/O2 rocket

engine, which is currently in development [288]. To assess combustion performance and

support research and development of the next generation of chemical rockets, diagnostics

capable of operating in high-pressure environments on this order of magnitude are needed.

Rocket combustor performance is typically evaluated through c∗ efficiency, η = c∗/c∗ideal,

where c∗ = p0A
∗/ṁ and involves measurement of the chamber pressure and total propellant
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mass flow rate. As discussed in Sec. 1.3, such measurements provide a convenient global

assessment of the conversion of chemical energy to thermal energy but, because pressure is

nominally constant in a combustor, they lack any information on specific internal mechanisms

that may cause low combustion performance. A more granular approach would be to mea-

sure and track the changes in gas composition and temperature along the axis of flow [289].

The spatial variation of these parameters internal to a rocket combustion chamber reflect

the evolution of mixing, evaporation, and chemical kinetics that dictate overall performance.

Unfortunately, the extreme thermodynamic operating conditions typical of liquid-propellant

rocket combustion (T > 3000 K, P > 50 bar) and sooting propensity associated with hydro-

carbon fuel-rich combustion present a challenging environment for measuring temperature

and species in situ [148].

Laser absorption spectroscopy (LAS) has been utilized for quantitative in situ measure-

ments of species and temperature for a variety of harsh combustion environments, including

some applications to rockets. Several works have been dedicated to LAS measurements

in rocket plumes near ambient pressure [290, 291], while a limited number of in-chamber

measurements at elevated pressures have also been demonstrated. Specifically, Locke et al.

conducted near-infrared absorption measurements of water vapor in a GH2/GOx rocket com-

bustor up to 8 bar [292], and Zeng et al. performed infrared absorption measurements of N2O,

NO, and CO in an ammonium-dinitramide based rocket thrust chamber near 7 bar [293].

It can be noted that these pressures (< 10 bar) are quite low by rocket standards. At high

pressures (> 50 bar), collisional broadening and blending of the spectra significantly reduces

the number of prospective wavelengths for conducting thermometry and species measure-

ments, as seen in Fig. 8.1, presenting unique challenges for sensor design. Recently, our

research group utilized a wavelength modulation spectroscopy technique in the mid-infrared

to measure CO mole fraction in a kerosene-fueled liquid rocket combustor at pressures up to

70 bar, marking a breakthrough in relevant pressure capability [183, 294]. Here, we build on

this prior work, introducing a novel multi-wavelength strategy that adds in situ temperature

measurement capability at practical rocket combustion pressures.
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Figure 8.1: Spectral transmission of CO, H2O, and CO2, highlighting targeted wavelengths

for the cross-band sensing strategy. Simulated conditions are representative of a liquid-

propellant rocket combustor with an optical pathlength of 2.5 cm.

This paper describes the development and deployment of a unique cross-band infrared

laser absorption spectroscopy (LAS) sensing strategy for in situ temperature and species mea-

surements in high-pressure rocket flows. Key elements of novelty and significance include:

(1) wavelength selection strategy, (2) high-pressure range capability, and (3) application to a

relevant rocket combustion environment. The measurement technique simultaneously probes

transitions in both the fundamental (4.98 µm) and first overtone (2.32 µm) infrared bands

of nascent carbon monoxide (CO), indicated in Fig. 8.1, exploiting the distinct temperature

dependencies at disparate wavelengths to achieve a broad range of sensor operability (at

high pressures). Notably, deviations in spectral behavior (i.e. line mixing) at the high gas

densities targeted in this work are shown to require changes in spectroscopic modeling meth-

ods to enable quantitative data interpretation. To demonstrate capability, the cross-band

thermometry and species sensing method is deployed on a single-element-injector rocket com-

bustor operating on RP-2/GOx and CH4/GOx propellant combinations, reaching pressures

up to 105 bar.
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8.2 Sensor design

8.2.1 Wavelength selection

Rocket combustors typically operate fuel-rich and at relatively extreme thermodynamic con-

ditions (P > 50 bar, T > 3000 K). For a hydrocarbon fuel and oxygen, the equilibrium

combustion product mixture includes a large fraction (%) of infrared active diatomic species

(OH, CO) as well as the major products (CO2, H2O). High concentrations of carbon monoxide

(XCO > 30%) provide an attractive target to track changes in gas composition and thermo-

dynamic state as a measure of combustion progress. CO has smaller collisional cross-sections

than the larger polyatomic products (e.g. CO2, H2O) and therefore can have substantially

less spectral broadening at high pressures, as discussed in Sec. 3.1 [147]. This fundamental

spectroscopic characteristic helps preserve differential absorption and lessens interference at

elevated pressures, providing a basis for the development of an LAS thermometry technique

above the pressure limits (∼50 bar) of previous work [192]. Accordingly, this effort targets

carbon monoxide absorption in the infrared.

Gas temperature and species mole fraction are commonly inferred using a two-wavelength

absorption technique [147]. Wavelength-pair selection criteria include: (1) absorbance be-

tween optically thin and thick limits, (2) minimal interference from other absorbing species,

and (3) high temperature sensitivity. All three of these criteria become more challenging to

meet at high gas pressures. As aforementioned, collisional broadening scales linearly with

pressure and blends transitions. This reduces differential absorbance and increases inter-

ference. Moreover, due to scaling of absorbance with gas density, the stronger vibrational

bands can become optically thick at relatively short pathlengths in high-pressure environ-

ments. Fig. 8.1 highlights these issues, showing simulated transmission through a 2.5 cm

optical path for a representative hydrocarbon rocket combustion product mixture at 100

bar. Due to extreme line broadening, spectral interference by H2O and CO2 is prevalent

throughout the infrared. The CO spectra (shown in red) can be accessed in the P-branch

of the fundamental band near 4.98 µm and in the R-branch bandheads of the first overtone
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near 2.32 µm, with minimal but not entirely avoidable interference. Zoomed in regions of

this domain can be seen in Fig. 8.2. The wavelength region near 4.98 µm is dominated by the

P(J = 31) line of the ground state fundamental band, but also includes contributions from

other neighboring hot band lines [183]. The first overtone bandhead near 2.32 µm consists of

multiple transitions (J = 40–60) belonging to the v(1→3) hot band, with some overlapping

contributions from the ground state v(0→2) first overtone band [219].

For thermometry, ideally two neighboring lines or wavelengths can be accessed with a

single light source and/or shared detection optics. Unfortunately, at very high pressures

the local spectra within a band becomes sufficiently blended that wavelengths in close prox-

imity have increasingly similar temperature dependence, determined by the aggregate line

strengths and lower state energy levels of the many overlapping transitions. This results in
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Figure 8.2: Simulated absorption spectra in CO’s fundamental band and first overtone band,

illustrating collisional effects at high pressures. Simulated conditions: T = 3500 K, XCO =

30%, XH2O = 30%, XCO2
= 10%
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accessible wavelength pairs within the same band having poor temperature sensitivity, which

reduces thermometry range and accuracy. This effect is quantified and shown in Fig. 8.3.

A candidate intra-band wavelength pair was selected within the accessible low-interference

region of the fundamental band near 4.98 µm. However, the temperature sensitivity of the

local peak absorbance ratio, R = α(λ1)/α(λ2), was found to be undesirably low. To resolve

this limitation, a cross-band wavelength pair from the disparate fundamental (λ1: 4.98 µm)

and first overtone (λ2: 2.32 µm) bands of carbon monoxide was considered, and proved to

yield superior temperature sensitivity at high pressures, consistent with other cross-band

techniques [170, 246, 295]. The specific wavelength selections are shown in Fig. 8.2.

Spectral interference from other major infrared-active hydrocarbon combustion prod-

ucts is minimal at both wavelengths relative to the surrounding domain, but significant

on an absolute basis. A scanned-wavelength modulation spectroscopy technique employing

normalized second harmonic detection is utilized to recover signals related to the differen-

tial absorption at each wavelength in the harsh rocket environment, similar to our prior
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work [183]. This approach generally negates the influence of baseline signal changes includ-

ing attenuation associated with spectrally-flat absorption such as the H2O interference noted

in Fig. 8.2 [296, 297].

8.2.2 Optimizing laser tuning parameters

As mentioned, the scan and modulation depths (aS and aM) and associated tuning fre-

quencies (fS and fM) of the optical output can be adjusted to optimize the quality of the

WMS harmonic signals for a target gas condition and measurement environment. A model

of the WMS harmonics based on laser-specific tuning characteristics is utilized to inform

parametric optimization [297]. For this sensor, optimum modulation depth is deemed the

value at which the WMS-2f signal is maximized. Although the 2f and 1f signals are

typically not maximized at the same modulation depth, maximizing 2f generally increases

the signal-to-noise of the normalized WMS-2f/1f measurement. In probing high-pressure

spectra, rapidly-tunable semi-conductor lasers are often unable to achieve an optimal modu-

lation depth and the 2f monotonically increases with aM until it reaches a maximum limit.

SNR can be further influenced by modulation frequency. Modulating at higher frequencies

enables high time resolution measurements and typically suppresses noise. Common noise

sources (vibrations, beam steering, etc.) in engine applications usually occur at relatively

low frequencies (< 10 kHz) and can be mitigated by modulating at much higher frequencies

and filtering around those frequencies. Unfortunately, modulation frequency has an inverse

relationship with modulation depth (see Fig. 8.4 (top)) and thus a compromise is required

between the competing demands of signal quality and time resolution. Additionally, adding

a low frequency waveform to the high frequency modulation further reduces the maximum

modulation depth available. The low frequency scan is added to ensure that the local ab-

sorption peak is measured, allowing for some uncertainty in the pressure shift of the targeted

transitions. However, since it is not necessary to fully resolve the harmonic spectra to inter-

pret measurement data, the scan depth of the low frequency waveform can be minimized in

order to maximize the modulation depth.
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Figure 8.4: Top: Maximum modulation depth over a range of frequencies for the QCL near

4.98 µm and the DFB diode near 2.32 µm. Bottom: Simulated WMS-2f signals (aM = 0.5

cm−1) over a range of pressures.

Fig. 8.4 (top) illustrates the maximum modulation depth at different frequencies for the

two lasers chosen for the cross-band technique. To target CO’s fundamental band near 4.98

µm and first overtone band near 2.32 µm, a distributed feedback (DFB) quantum cascade

laser (QCL) and DFB diode laser are utilized, respectively. The maximum modulation depth

is determined by injecting the maximum allowable current range at a given frequency and

measuring the corresponding change in relative wavenumber with a germanium etalon. For

both light sources, maximum modulation depth is shown to decrease logarithmically as fre-

quency increases. Fig. 8.4 (bottom) also illustrates the simulated WMS-2f signals (aM = 0.5

cm−1) for both lasers over a range of pressures at the targeted wavelengths for a representa-

tive rocket combustion condition. As pressure increases and the spectra broadens, the second
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harmonic signal generally decreases due to its sensitivity to line-shape curvature, which is

diminishing. As a result, it is desired to utilize a large modulation depth at high pressures to

fully capture the spectral shape and maximize pressure range capability. When comparing

the two wavelengths, the WMS-2f from the fundamental band starts higher but decreases at

a much faster rate than the overtone band. This relates to the favorable characteristics of the

bandhead in retaining spectral structure at extreme conditions. Furthermore, the bandhead

region is subject to high-pressure line-mixing effects, which induce a spectral narrowing of

the vibrational band and preserves differential absorption. Consequently, accounting for line

mixing results in a higher WMS-2f signal across all pressures in the first overtone band.

The benefit of exploiting this phenomenon increases with increasing pressure. Fig. 8.4 (bot-

tom) shows that at 100 bar, line mixing results in nearly an order of magnitude gain in the

WMS-2f signal relative to the simulation that ignores line mixing (discussed further later).

For the present work, a scan depth of 0.13 cm−1 at 100 Hz was chosen for the QCL

near 4.98 µm. The remaining injection-current budget was allocated to a modulation depth

of 0.50 cm−1 at 20 kHz. For the DFB diode laser centered near 2.32 µm, a scan depth

of 2.55 cm−1 at 100 Hz was utilized. Similar to the QCL, the remaining injection-current

budget was devoted to a modulation depth of 0.48 cm−1 at 50 kHz. These parameters were

selected as a compromise of the competing demands aforementioned, aiming to achieve high

WMS-2f signal quality (SNR) over a pressure range of 20–100 bar.

8.2.3 Optical interface

Fig. 8.5 above illustrates the optical configuration for the cross-band absorption sensing

technique and hardware interface for conducting measurements at a fixed axial location on

the target liquid bi-propellant rocket combustor. To probe the fundamental CO absorption

band near 4.98 µm and the first overtone band near 2.32 µm, a DFB QCL with ∼50 mW

output power and a DFB diode laser with ∼5 mW output power are utilized, respectively.

An inherent challenge presented by this approach is the wavelength-specific nature of many

optical components (e.g. detectors, fibers) that potentially increases sensor complexity. To
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reconcile this, both incident beams are free-space coupled into one hollow-core fiber with

broad transmissivity (300 µm diameter) [298]. The fiber output is then re-collimated using

another CaF2 lens and is transmitted across the combustion chamber through two wedged

sapphire windows (3/8 in. diameter with 1° wedge). The sapphire windows have an aperture

of 4 mm and are recessed ∼5 cm from the combustion flow path. A beam splitter separates

the transmitted light so that each beam can be spectrally filtered for its respective wavelength

(Spectrogon, 2320±20 nm and 4960±148 nm) before being collected on distinct thermo-

electrically cooled photodetectors. An InGaAs photodetector (Thorlabs PDA10D) with 15

MHz bandwidth is utilized for 2.32 µm light and a MCT photovoltaic detector (Vigo PVI-

4TE-5-1) with 10 MHz bandwidth is utilized for 4.98 µm light. Measurements are taken

across a 2.5 cm transverse optical pathlength located ∼32 cm downstream of the single-

element injector. Raw detector data were typically collected at a sample rate of 10 MHz for

5 s intervals with hot-fires spanning 2–3 s in duration.

The optical setup described above included mechanical mounts for beam pointing and

translation, which were used to optimize alignment and maximize the transmitted light

intensity during the experiment. A number of complementary hardware-related elements,

including a N2 purge system in the fiber-optic and pitch assembly and a He purge system

in the chamber, were implemented to mitigate signal-convoluting factors in the test envi-

ronment. The N2 purge system displaces excessive water vapor in the optical path that

can spectrally interfere with CO. The He purge system aims to minimize soot deposition on

the sapphire windows by keeping the optical path clear while minimizing the penetration

depth of He into the chamber [299]. Laser tuning and signal processing methods discussed

in Sec. 8.2.2 were also chosen to mitigate environmental noise.
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8.3 Experimental results

8.3.1 Initial sensor demonstration

A series of measurements over a range of pressures and mixture ratios (MR) were conducted

on a single-element-injector rocket combustor with both CH4/GOx and RP-2/GOx as propel-

lants. The test facility is located at the Air Force Research Laboratory on Edwards Air Force

Base. These measurements built on prior research from our group conducted at the same

facility by introducing the cross-band thermometry that enables in situ temperature mea-

surement capability at practical rocket combustion pressures [183]. For the tests discussed

here, the modular chamber block with optical access was located at the furthest location

downstream of the injector (∼32 cm), where complete combustion and mixing is most likely

to occur. Measurements using CH4/GOx were conducted at pressures and MR ranging from

25–105 bar and 2.2–4, respectively, while pressures and MR using RP-2/GOx ranged from

25–75 bar and 2.5–4.5, respectively. The details discussed below focus on experiments using

CH4/GOx as propellants but are generally representative of all datasets.

Raw optical signals at both wavelengths were processed through a digital lock-in amplifier

to extract the WMS harmonics, from which gas properties could be interpreted. Fig. 8.6

shows the pressure evolution in time for an example test with corresponding WMS-2f/1f

signals at 4.98 µm and 2.32 µm for a steady-state chamber condition of 28 bar and MR of

2.33. The WMS-2f/1f signals are background subtracted, with the background taken prior

to ignition. The initial rise in pressure around 0.3 s is associated with the purge gas. An

abrupt increase in both the pressure and WMS-2f/1f signals around 1.3 s corresponds to

the introduction of propellants and ignition, indicating CO presence in the combustor. As

chamber pressure increases towards steady-state, the WMS-2f/1f signals slightly decrease

due to spectral broadening and reduced differential absorption (more pronounced in 4.98 µm

signal). At steady state, 100 Hz oscillations, corresponding to the scan frequency of each

laser, become clearly evident in both the 4.98 µm and 2.32 µm signals. As mentioned in

Sec. 8.2.3, hot-fire tests typically span a 2–3 s duration with detector data sampled for 5 s.
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Figure 8.6: Time evolution of chamber pressure and corresponding WMS-2f/1f signals

(background subtracted) for 4.98 µm and 2.32 µm.

Fig. 8.7 and Fig. 8.8 compare measured WMS-2f/1f signals to WMS-2f/1f simulations

assuming chemical equilibrium for mixture composition and temperature and the HITEMP

database [150] for spectral parameters for both 4.98 µm and 2.32 µm. The WMS harmonics

are extracted by using a digital lock-in amplifier and a 2 kHz passband filter, then averaged

over ∼50 cycles throughout the steady-state chamber condition. Fig. 8.7 illustrates the mea-

surement at the fundamental band for two conditions: 29 bar with a MR of 2.86 and 73 bar

with a MR of 2.91. The 100 Hz oscillations from the laser scan (present in Fig. 8.6) are more

clearly evident in these zoomed-in WMS-2f/1f signals. The measurements conducted near

4.98 µm demonstrated relatively close agreement with the simulated model at chemical equi-

librium. At higher pressures, spectral broadening and reduced differential absorption lowers

the SNR of the fundamental band; however, a measurement is still discernible at pressures
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up to 75 bar, consistent with our prior work [183]. Fig. 8.8 illustrates the measurement at

the first overtone bandhead for two conditions: 28 bar with a MR of 2.33 and 105 bar with

a MR of 2.93. Notably, the SNR only modestly decreases across this wide pressure range.

However, the measured and simulated WMS-2f/1f signals exhibit substantial disagreement,

beyond typical uncertainties, in both magnitude and spectral shape, indicating a fundamen-

tal error in the spectroscopic modeling of the first overtone band. This was suspected to

be a consequence of line-mixing effects (discussed in Sec. 3.2), which occur in spectrally-

dense regions [157], such as the bandhead, and were unaccounted for in the original model.

In Fig. 8.8, estimates of broadening-related error (γmix ± 10%) are added to the spectral

simulation to elucidate the extent of the disagreement.
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Figure 8.7: Measured WMS-2f/1f signals near 4.98 µm compared to a chemical equilibrium

simulation at two chamber pressures and mixture ratios.
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Figure 8.8: Measured WMS-2f/1f signals near 2.32 µm compared to a chemical equilibrium

simulation with initial estimates of spectroscopic uncertainty (γmix± 10%) bound in grey at

two chamber pressures and mixture ratios.

Similar data analysis was carried out for a series of test conditions represented in Fig.

8.9, which highlights trends in SNR and accuracy of the initial simulation model. Measured

WMS-2f/1f signals are normalized by simulated WMS-2f/1f signals and plotted over the

range of pressures and MR conducted. As mentioned previously, the simulated WMS-2f/1f

signal assumes chemical equilibrium for temperature and composition and the HITEMP

database parameters with Voigt lineshapes for spectral properties. The WMS signals at 4.98

µm show good agreement with NASA’s Chemical Equilibrium with Applications (CEA)

software [244, 300] and HITEMP up to 75 bar. However, as pressure increases, collisional-

broadening effects in the fundamental band cause the targeted absorption features to broaden

and the differential absorption to diminish (see Fig. 8.2). This results in a diminishing SNR
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that approaches unity around 80 bar, deeming any measurements at extended pressures un-

reliable. The measured WMS signal at 2.32 µm demonstrated adequate signal quality (SNR

> 10) at pressures up to 105 bar, as seen in Fig. 8.8. However, disagreement between the

simulated and measured signals was substantial, increasing nearly linearly with pressure to

almost an order of magnitude disagreement at the highest pressures. As discussed previously,

such disagreement was deemed well beyond the typical uncertainties in the simulation, and

hypothesized to be a more fundamental error in the spectroscopic model assumptions. It can

be noted that by assuming a temperature, the fundamental band measurement near 4.98 µm

could solely be used to infer CO concentration, as demonstrated in previous works [183, 294].

To measure temperature, both wavelengths are needed. Therefore, to reconcile the large dis-

agreement between the simulated and measured signals near 2.32 µm, a deeper investigation

of the spectral characteristics of the targeted CO v(1→3) bandhead was initiated.
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8.3.2 Interpretation of line-mixing effects

Line-mixing effects in the v(1→3) first overtone bandhead of CO at high temperatures and

high pressures have been recently studied by our research group on a high-enthalpy shock

tube [219]. Direct absorption measurements of CO near 2.32 µm were conducted behind

reflected shock waves over a range of pressures (5–60 bar) and temperatures (1200–3750 K)

relevant to liquid-propellant rocket combustors. An example of the spectroscopic data high-

lighting the non-ideal phenomena and modeling at these conditions is discussed briefly here,

while a more comprehensive dataset and discussion is available in another paper by the

authors [219]. As seen in Fig. 8.10, the measured absorption spectra at a representative

rocket condition demonstrates large disagreement when compared to a simulated spectra

with no line-mixing effects. The translation of this disagreement to the WMS-2f/1f signal

can also be observed. At high gas densities, collision-induced rotational energy transfers

within the same vibrational band induce a spectral narrowing effect that amplifies high-

absorbing regions. This results in larger differential absorption (i.e. larger WMS-2f/1f) in

the measured spectra, as observed in the initial sensor demonstration in Fig. 8.8. In order to

model the collision-induced population transfers between transitions near the bandhead, a

modified-exponential gap (MEG) rate law was adopted [271, 280, 285] (discussed in Ch. 4).

The adjustable parameters in the MEG law were obtained by implementing a least-squares

fitting routine to the measured data. This allowed line-mixing effects to be accounted within

the absorption modeling framework. Measurements over a range of pressures and temper-

atures further provide for scaling over the full range of relevant thermodynamic conditions

present in a rocket combustion chamber. Fig. 8.10 illustrates that the simulated spectra

using the MEG law can accurately represent CO absorption in first overtone bandhead.

Similarly, the updated spectroscopic line-mixing model in Fig. 8.10 shows the improved

agreement in WMS-2f/1f signal that can be achieved by accounting for line-mixing effects.

The controlled shock tube investigation provided concrete support of the line-mixing

hypothesis for the initial disagreement observed in the field data and, with appropriate

estimates for the population transfer rates, provides a critical new framework for quantitative
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interpretation of the CH4/GOx and RP-2/GOx rocket combustor data. The shock tube

study focused on quantifying collisional transfer rates and broadening for pure CO and CO

perturbed by Ar. In order to account for species-dependent collisional broadening and line

mixing in the rocket gas mixtures, additional assumptions were required. Notably, chemical

equilibrium was assumed to dictate the composition for the range of mixture ratios and

pressures tested. Species-specific spectral parameters and MEG law coefficients were used

where available in the literature for other perturbers [280, 301–303], and otherwise scaled

with ratios of broadening coefficients consistent with Eq. 7.11. The modified absorption

model was integrated into the WMS harmonic simulations to interpret the high-pressure

rocket combustor data.
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for line-mixing effects and a spectral simulation with no line mixing.
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8.3.3 High-pressure rocket characterization

With a modified absorption model to account for line-mixing effects at high pressures, the

WMS signal from CO’s first overtone band (shown in Fig. 8.8) can be interpreted and

utilized with the fundamental band (shown in Fig. 8.7) to quantitatively infer temperature

and CO mole fraction. Temperature is obtained by taking the ratio of the measured peak

WMS-2f/1f signals from the two wavelengths and comparing to simulated values. With

temperature known, CO concentration can be inferred from absolute WMS-2f/1f signal

magnitude [183, 297]. Fig. 8.11 compares measured temperatures and mole fractions to

chemical equilibrium. The chemical equilibrium results are bounded by the highest and

lowest pressures measured, 105 bar and 28 bar, respectively, and shown for reference. In

order to obtain mole fraction measurements above 100 bar, where the SNR at 4.98 µm drops

below unity, the chemical equilibrium temperature was assumed, and the first overtone

bandhead (2.32 µm), which exhibited promising signal quality (SNR > 10) even at the

highest pressures (> 100 bar), was solely used to infer mole fraction.

Representative error bars in temperature and mole fraction based on the standard devi-

ation of the measured harmonic signals are shown in Fig. 8.11. Temperature precision for

all CH4/GOx and RP-2/GOx tests ranged from 5–14% and 5–9%, respectively, while mole

fraction precision ranged from 6–12% for both fuels. The highest potential error (worst pre-

cision) occurs at the highest pressures, as expected. The inferred temperatures from all tests

followed the expected trends but were slightly lower (generally by 100–300 K) than equi-

librium temperature, indicative of incomplete combustion, poor mixing, or possibly a cold

boundary layer. For inferred CO mole fraction, more distinct differences have been observed

between the two fuels. Species measurements from CH4/GOx tests were consistently less

than chemical equilibrium while measurements from RP-2/GOx testing were nearly equiva-

lent or slightly higher. This discrepancy may be attributed to the differences in single-element

injector designs and performance, suggesting lower performance with the CH4/GOx configu-

ration. It should also be noted that modest uncertainty remains in the spectroscopic model

related to composition-dependent collisional broadening and line mixing. Even with these
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uncertainties, mole fraction measurements for both fuels follow the trend anticipated from

chemical equilibrium in close proximity. The differences observed between fuel and injector

combinations support the utility of the sensor in evaluating rocket combustion performance.

8.4 Summary

A novel cross-band infrared laser absorption sensing strategy probing carbon monoxide at the

vibrational bands near 4.98 µm and 2.32 µm was developed and deployed to quantitatively

measure temperature and species concentration in high-pressure rocket combustion envi-

ronments. The initial target application for the diagnostic technique was a single-element-

injector rocket combustor at the U.S. Air Force Research Laboratory, Edwards. Measure-

ments were performed by collecting and interpreting harmonics of wavelength modulation

(WMS-2f/1f) related to absorption at each target wavelength over a range of pressures and

mixture ratios for both CH4/GOx and RP-2/GOx propellant combinations. The method

exhibited an ability to overcome challenges associated with the extreme thermodynamic

conditions and sooting propensity of the rocket combustor. Data collected at the fundamen-

tal vibrational band (4.98 µm) showed reliable signal quality up to 75 bar, while data from

the first overtone bandhead (2.32 µm) exhibited favorable SNR up to 105 bar, with the clear

potential to conduct measurements at even higher pressures.

In order to interpret the signals from the first overtone bandhead, a modified spectroscopic

model was developed to account for the temperature- and pressure-dependent line-mixing

effects occurring at high gas densities. Using the modified absorption model, temperatures

in the rocket combustor were successfully inferred to be in the 2900–3600 K range for the

various tests, showing similar but consistently lower values than equilibrium predictions by

3–12%. Quantitative characterization of temperature and species in the rocket combustion

gases for the CH4 and RP-2 fuels identified possible differences in injection/mixing perfor-

mance that likely cause the disagreements with equilibrium predictions. Notably, the injector

appeared to perform worse for the CH4/GOx configuration, most pronounced by relatively

low CO mole fraction values suggesting incomplete combustion. To the authors’ knowledge,
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these measurements represent new limits in pressure capability for non-intrusive temperature

and species combustion diagnostics. More importantly, the unique pressure-capability of the

sensing strategy provides for a useful method for evaluating combustion efficiency/perfor-

mance at practical rocket operating conditions and novel datasets that can be compared to

reacting flow computational models.
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CHAPTER 9

Conclusions

The research presented herein demonstrates novel advancements in laser absorption spec-

troscopy for characterizing liquid- and hybrid-propellant rocket combustion systems with

support of a new High-Enthalpy Shock Tube (HEST) facility at UCLA. The work has lever-

aged the non-intrusive nature and flexibility of optical diagnostics for characterizing propul-

sion test facilities and providing novel experimental data to aid the development/validation

of computational models for complex chemically reacting flow-fields.

9.1 Shock tube kinetics research

In efforts to develop/refine combustion models for real fuels used in chemical propulsion

systems, a laser absorption diagnostic technique, probing the mid-infrared vibrational bands

of 12C16O and 13C16O near 4.9 µm, was developed for sensitive multi-isotopologue tempera-

ture and concentration measurements in high-temperature gaseous systems. Time-resolved

multi-isotopologue thermometry performance was validated in a shock tube over a range of

temperatures (1100–2400 K) relevant to combustion kinetics investigations. The technique

was utilized in shock-heated oxidation experiments with isotopically labeled fuel mixtures,

simultaneously measuring both carbon monoxide isotopologues throughout the reactions.

These results demonstrate the first use of carbon isotope labeling with laser absorption spec-

troscopy to observe distinct competitive oxidation among different fuel components. This

technique presents a starting point of a new avenue towards anchoring and constraining de-

tailed reaction mechanisms of fuel mixtures using laser absorption spectroscopy. Significant

uncertainties exist in key elementary reactions involved in the production of CO, particularly
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involving the formyl (HCO) and ketenyl (HCCO) radicals.

To provide additional kinetic targets for anchoring these kinetic models, the competitive

oxidation of methane with C2 hydrocarbons of differing functional groups (alkane, alkene,

and alkyne) was examined experimentally via combustion of isotopically-labeled fuel mix-

tures and laser absorption spectroscopy of carbon monoxide isotopologues. Quantitative

species time-histories of the 12CO and 13CO isotopologues were measured simultaneously

and in situ using laser absorption spectroscopy behind reflected shock waves, used for near-

instantaneous heating and auto-ignition of binary mixtures containing equal carbon fractions

of the different fuels. Tested fuel mixtures were primarily fuel-rich to force the competition

of carbon oxidation between the fuel components. The novel dataset of multi-isotopologue

species time-histories were compared to available chemical mechanisms, revealing insights

on the influence of each C2 fuel on methane ignition. The GRI-MECH 3.0 and Foundational

Fuel Chemistry Model (FFCM-1) reaction models were modified to incorporate 13C reac-

tions and species. Detailed comparison of the measurement data with FFCM-1 simulations

revealed generally good agreement at elevated temperatures (>1500 K), with increasing di-

vergence at lower temperatures, particularly for mixtures involving ethane and acetylene.

Reaction pathway and sensitivity analysis of the variance between data and the modified

mechanisms reveal key reactions likely responsible for the disagreements. This research has

yielded a novel dataset with more granular constraints than prior efforts that may be used

as validation targets in more modern chemical kinetic mechanisms under active development

and optimization.

9.2 Liquid- and hybrid-rocket propulsion research

Many modern liquid-propellant rocket systems have placed considerable effort into maxi-

mizing combustion chamber pressure, as it directly influences specific impulse, which is a

critical factor to enabling higher payload mass fractions and mission capability. To support

the research and development of the next generation of chemical rockets, diagnostics capable

of operating in high-pressure environments are needed. As a result, this research focused on
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developing a novel cross-band laser absorption spectroscopy technique for quantitative mea-

surements of gas temperature and carbon monoxide (CO) in high-pressure, high-temperature

rocket combustion flows. The strategy enables a broad range of sensor operability by simul-

taneously probing rovibrational transitions in both the fundamental and first overtone bands

of CO near 4.98 µm and 2.32 µm, respectively, which sustain large differences in temper-

ature dependence despite collisional broadening. Initial experiments using the cross-band

thermometry technique were conducted on a single-element-injector rocket combustor with

RP-2/GOx and CH4/GOx propellant combinations at pressures up to 105 bar. To account

for collisional effects at high gas densities, empirical models for line mixing, developed via

shock tube studies, were employed to enable quantitative interpretation of measured signals

for temperature and CO mole fraction in the rocket combustor. These measurements now

represent new limits in pressure capability for non-intrusive temperature and species com-

bustion diagnostics. Notably, the technique developed herein provides for a useful method

for evaluating combustion efficiency/performance at practical operating conditions and novel

datasets that can be compared to reacting flow computational models.

In addition to liquid-propellant rocket systems, several technology development programs

have been initiated to prove the feasibility of hybrid propulsion systems for future interplan-

etary exploration missions due to their intrinsic theoretical cost, safety, and performance

advantages over many modern purely liquid or solid based systems. Despite interest from the

aerospace sector, the maturation of hybrid rocket technology has been hindered by significant

obstacles, a crucial one of which is sub-optimal combustion performance from low-regression-

rate, polymer-based fuels. This limitation has motivated research into hybrid rocket motor

design variations and their effects on combustion efficiency, or c∗ efficiency, which linearly

impacts specific impulse. However, to properly recognize the effects of such variations, it

is important to understand the underlying mechanisms (multi-phase thermochemistry, dif-

fusive mixing, turbulence, etc.) governing combustion performance. As such, this research

focused on developing a laser absorption tomography (LAT) technique for investigating the

thermochemical structure of hybrid rocket combustion systems. The measurement strategy
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utilizes tunable infrared lasers to target rovibrational transitions of three major combustion

species: carbon monoxide (CO), carbon dioxide (CO2), and water (H2O). Spectrally- and

spatially-resolved absorption data was collected by translating co-linear laser beams across

the exit plane of a fuel cylinder with an oxidizer core flow at various fuel-grain lengths.

Planar measurements at different axial distances were compiled to form two-dimensional

images, spatially-resolving the thermochemical structure downstream of the oxygen injector.

The results presented in this work clearly indicate a strong dependence of hybrid motor

combustion performance on oxidizer injector design and the intensity of viscous forces in the

incipient flow-fields that induce downstream mixing and radial diffusion. This work repre-

sents the first quantitative in-situ measurements of species, temperature, and characteristic

velocity in a hybrid rocket reaction layer. It is envisioned that continued efforts employing

these experimental methods can be used to further inform hybrid rocket motor design and

anchor numerical models, including reacting flow simulations.

9.3 Current and future research directions

9.3.1 Diaphragmless shock tube facility

Developing optical diagnostics for propulsion devices or high temperature chemical kinetics

requires experimental facilities that can produce controlled, high temperature and high pres-

sure environments. As discussed in Ch. 2, this is typically achieved using a shock tube, as

it provides a near-instantaneous change in temperature and pressure and can operate over a

wide range of conditions representative of many practical combustion devices. Two primary

disadvantages of using a conventional shock tube facility are the cycle time between tests and

the single-shot nature of the experiment. The manual changing of burst diaphragms that

separated the driver and driven sections and waiting for the facility to vacuum down can,

in certain cases, take several hours if a low ultimate pressure (< 10−6 torr) is desired. Ad-

ditionally, although conventional shock tubes can predict post-shock conditions with < 1%

uncertainty [64], reliably obtaining repeatable experiments can be challenging due to the in-
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fluence of diaphragm rupture on shock wave development and post-shock conditions. These

limitations are highly undesirable for new sensor development or kinetics studies as numerous

experiments (15+) are often required. Specifically for chemical kinetics studies, the Arrhe-

nius behavior of many chemical reactions signifies small variations in temperature or pressure

can significantly affect combustion behavior. As an example, a 10% increase in temperature

at 1100 K can lead to a 90% increase in the reaction rate for H+O2→ OH+O [32, 33]. Con-

sequently, studying combustion chemistry and high-temperature physical processes requires

well-known and repeatable thermodynamic conditions.

To address these limitations and extend the capabilities of the high-enthalpy shock tube

(HEST) facility at UCLA, a new diaphragmless driver section, shown in Fig. 9.1 and Fig. 9.2

has been designed and manufactured. The diaphragmless driver relies on a fast-actuating

valve to produce a shock wave. The poppet (shown in red in Fig. 9.2) is actuated by a

bellows valve, which can be pressurized to close the poppet or exhausted to open. At the

High-enthalpy shock tube

Diaphragmless 
shock tube

Figure 9.1: Diaphragmless shock tube driver next to the existing high-enthalpy shock tube

facility at UCLA
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beginning of a new experiment, the poppet will be closed, separating the driver and driven

sections as a diaphragm normally would, by slightly pressurizing the bellows. The driver

and the bellows volume are also mechanically separated; therefore, the driver and driven

sections can now be vacuumed down to reach the desired ultimate pressure and eliminate

any trace gases. The driven section is then filled with the test gas to the the initial pressure

P1. Now, while keeping the poppet closed, the driver section can be filled to the desired

”burst pressure” P4. In contrast to a conventional shock tube, where the burst pressure is

determined by strain-induced failure of the diaphragm, this approach enables precise control

Driven

Driven

Driver

Driver

Bellows

Bellows

to vacuum

to vacuum
bellows fill

driver fill

Figure 9.2: Diaphragmless shock tube cross-section shown in two configurations. Pressurizing

the bellows closes the poppet (shown in red), which separates the driver and driven sections.

Driver and driven sections are filled to the desired pressures. Bellows is exhausted to vacuum,

which rapidly opens the poppet and creates an incident shock wave that propagates into the

driven section
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of the driver fill pressure and, ultimately, the shock strength and thermodynamic conditions.

Once the driver and driven sections are filled to the desired pressures, the bellows valve can

be exhausted to vacuum, which rapidly opens the poppet, creating an incident shock wave

that propagates into the driven section. After the test, the shock tube can be vacuumed down

for the next test without the need to disassemble or open as would done in a conventional

shock tube to replace the burst diaphragm. Maintaining a closed system also facilitates the

time needed to vacuum down as there is no air introduced to the shock tube, which contains

water, among other molecules, that tend to stick to the shock tube walls and slow down the

vacuuming process.

The diaphragmless shock tube facility will enable highly repeatable experiments over a

wide range of operating conditions (sub-atmospheric< P < 100 bar, 600 < T < 4000+K),

as the driver and driven pressures can be precisely set, and greatly reduce the typical cycle

time of conventional shock tube experiments. The repetition rate has been estimated by

calculating the time required for each step limited by infrastructure capabilities (e.g. ex-

haust flow rate, vacuum pumping speed/capacity) and shock tube geometry (volume). Vent,

vacuum, and fill times are longest (all other steps sub-second). For a post-reflected shock

pressure of 100 bar and tube volume of 3 ft3 , post-test vent time is estimated at ∼20-s

vacuum from atmosphere to 0.05 torr at ∼15-s, and simultaneous driver and driven section

fill at ∼10-s. In total, automated test turnaround of approximately 50 seconds (or repetition

rate of ∼1 test/min) is estimated for a 100 bar test. Adjustable parameters include vacuum

pump strength and vent orifice diameter.

It is envisioned that this new facility will facilitate the development of new diagnostics

in combustion science. With fast cycle times and precise repeatability, the time it takes

to develop a sensor in the lab to when its deployed on an actual test rig can be greatly

reduced. Additionally, incorporating the multi-isotopologue sensing strategy developed in

this work with this new facility can greatly advance the modeling efforts of real fuels and

their surrogates by providing a multitude (due to high cycle time) of precise (due to test

repeatability) kinetic targets (ignition delay times, species time histories, elementary reaction
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rates) to refine and validate new and existing reaction mechanisms. The full drawing package

for the diaphragmless shock tube facility can be found in Appendix G.

9.3.2 High-pressure hybrid-propellant combustion characterization

Though hybrid-propellant rocket engines have intrinsic cost, safety, and performance advan-

tages over many modern liquid-propulsion systems, their usage in practical systems has been

largely hindered by slow-burning, low-regression-rate fuels. This limitation has prompted nu-

merous research efforts to increase engine performance through both physical and chemical

adaptations of hybrid rocket systems, such as multi-port fuel grains, swirled flows, solid-fuel

P = 1-20 atmP = 1 atm

Graphite insert

Grain support /
Co-flow straightener

Fuel grain

Injector

Ignitor

Oxidizer

Port plug for 
optical access

Thermal liner

Inserts to 
accommodate 
different length grains

N2 co-flow

Figure 9.3: Diagram of the high-pressure hybrid-propellant combustion chamber with optical

access for thermochemical imaging technique. The high-pressure chamber design incorpo-

rates the current setup used for atmospheric measurements
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additives, and paraffin-based fuels. The novel thermochemical imaging technique developed

in this work, helps gain insight into the underlying mechanism (multi-phase thermochem-

istry, diffusive mixing, turbulence, etc.) that governs combustion performance. As discussed

in Ch. 6, this technique enables a more granular and fundamental understanding of solid-gas

combustion physics and can be used to identify mechanistic combustion losses across differ-

ent engine configurations. It is envisioned that this technique can ultimately be used for

increasing hybrid rocket technical readiness by optimizing hybrid motor designs and refining

computational models.

The measurements conducted in Ch. 6 were at atmospheric pressure while ongoing work

aims to extend this technique to higher pressures (20 atm) representative of actual operating

Figure 9.4: Parts manufactured and tested for the high-pressure hybrid-propellant combus-

tion chamber. From left to right : end cap with graphite nozzle, combustion chamber with

optical access for thermochemistry measurements, fiberglass phenolic insulation, and the

current assembly described in Ch. 6 with a burnt PMMA fuel grain
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conditions. To achieve this a high-pressure hybrid-propellant combustion chamber, shown in

Fig. 9.4 and Fig. 9.3, was designed with optical access to enable laser-based diagnostics. As

shown in Fig. 9.3, the current motor assembly is simply placed inside the chamber assembly,

enabling similar measurements to those reported in Ch. 6, only at higher pressures. The

high-pressure assembly incorporates a fiberglass thermal liner, a nitrogen co-flow, and a

graphite nozzle. All parts have been designed, manufactured, and tested at UCLA. An

image of the complete assembly/parts is shown in Fig. 9.4.

Conducting spectroscopic measurements at high pressures may require a revised spectro-

scopic approach to mitigate collisional-broadening effects. To achieve this, the line-mixing

models developed in Ch. 4 and applied to liquid-propellant rocket combustors in Ch. 5, may

be utilized. It is envisioned this facility will help characterize combustion performance at

high pressures, which can be used to anchor and refine complex chemically-reacting models.

This will continue to advance hybrid rocket technology readiness level and provide further

insights into hybrid combustion physics and optimized engine configurations.

9.3.3 Methyl methacrylate (MMA) kinetics

Chemical kinetic mechanisms greatly influence the design and development of modern com-

bustion systems. Therefore, accurately characterizing the combustion behavior of real fuels is

critical for the advancement of future propulsion technologies. For hybrid-propellant rockets,

a fuel of interest has been poly(methyl methacrylate) (PMMA), which motivated the ther-

mochemical imaging of PMMA/O2 combustion in Ch. 6. To further refine computational

models and reaction mechanisms used to model hybrid-propellant combustion, the pyrol-

ysis and oxidation behavior of methyl methacrylate can be studied behind reflected shock

waves. By studying methyl methacrylate in shock heated mixtures, we can gain insight into

the pyrolysis and oxidation behavior present in the reaction layer of a hybrid-propellant

combustor.
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APPENDIX A

Uncertainty Analysis

Unless otherwise noted, the Taylor series method (TSM) of uncertainty propagation [304] is

implemented, in which the uncertainty of a variable r, ∆r, is given by:

(∆r)2 =

(
∂r

∂x1

∆x1

)2

+

(
∂r

∂x2

∆x2

)2

+ · · · (A.1)

where xi are dependent variables and ∆xi are their respective uncertainties.

A.1 Thermodynamic state variables

Reported parameters are determined from measurements made at various thermodynamic

conditions, uncertainties of which ultimately affect the temperature- and pressure-dependence

of the associated models.

Uncertainty in pressure, ∆P is generally dominated by two sources. For both shock

tube and heated optical cell experiments, uncertainty in the pressure transducer/capacitance

manometer measurements ∆Pmeas leads to uncertainties in broadening parameters. For the

shock tube experiments, uncertainty in the reflected shock pressure P5 due to uncertainties

associated with the shock relations ∆P5 contribute.

(
∆P

P

)2

=

(
∆Pmeas
Pmeas

)2

+

(
∆P5

P5

)2

(A.2)

For the heated optical static gas cell experiments, ∆P5 is taken to be zero, and ∆Pmeas is
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0.012% of the measurement reported by the capacitance manometer, while for the shock

tube experiments, ∆Pmeas is 0.18% of the measurement reported by the pressure transducer.

Uncertainty in temperature, ∆T , is different for each of the devices. For the shock tube

measurements, the uncertainty in temperature is simply the uncertainty in reflected shock

temperature T5, ∆T5. For the sake of brevity, the uncertainties ∆P5 and ∆T5 will not be

discussed here in further detail; however, we note that significant contributors include un-

certainties in the composition of the driven gas (from the barometric mixture preparation),

uncertainties in the time-of-arrival measurements, and small uncertainties in the initial pres-

sure P1 and temperature T1. Further information regarding uncertainties in reflected shock

conditions can be found in the work by Campbell et al. [64]. Temperature uncertainty in

the static optical cell is governed by the thermocouple measurements taken on the outside

surface of the cell. The thermocouples used herein have an uncertainty of 0.75% of reading.

More detail about the optical cell used in this paper is provided in previous research [146].

A.2 Broadening coefficient

The uncertainties in collisional broadening coefficient (for absorber i by perturber k) γ(i−k),j(T0),

∆γ(i−k,)j(T0), and temperature-dependent exponent n(i−k),j, ∆n(i−k),j, are determined from

applying a linear regression to Eq. 3.16. In this case, the standard errors of the slopes and

intercepts of the fitted lines are ∆n(i−k),j and ∆γ(i−k,)j(T0), respectively. In our linear re-

gressions, we follow the approach of York et al. [188], incorporating variable uncertainties in

both x and y to provide slope and intercept standard errors more reflective of variable mea-

surement quality amongst the data. In practice, this enables measurements from different

devices in the same regression (as shown in Fig. 7.7), despite that each of these devices has

different measurement uncertainties in thermodynamic state variables.

∆γ(i−k,)j(T0) and ∆n(i−k),j have uncertainty dependence on ∆T and ∆γ(i−k,)j(T ). ∆γ(i−k,)j(T )

can be determined by applying Eq. A.1 to Eq. 3.15 after rearranging to solve for γ(i−k,)j(T ):
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(
∆γ(i−k,)j(T )

γ(i−k,)j(T )

)2

=

(
∆(∆vC)

2PXk

)2

+

(
∆vC∆P

2P 2Xk

)2

+

(
∆vC∆Xk

2PX2
k

− ∆Xk

Xk

∑
y

Xyγi−y(T )

)2

+

(
1

Xk

∑
y

∆Xyγi−y(T )

)2

+

(
1

Xk

∑
y

XC∆γi−y(T )

)2

(A.3)

Eq. A.3 describes the uncertainty dependence of the broadening coefficient of absorber i

by perturber k, γ(i−k,)j(T ), on the uncertainties in collisional width ∆vC , total pressure P ,

mole fraction of perturber k, Xk, and broadening influences of any other perturbers y (which

includes self-broadening by i). For self-broadening, Xk = Xi ≈ 1 and Xy = 0, and so the last

few terms of Eq. A.3 drop out. When considering only a single perturber k, y = i to account

for the influence of self-broadening. ∆P is given by Eq. A.2, and mole fraction uncertainties

∆Xi are determined based on the barometric mixture preparation uncertainties. Collisional

width ∆vC is determined from a Voigt fit of the measured absorbance spectra, and so ∆(∆vC)

is conservatively estimated by multiplying the maximum residual of the Voigt fit by ∆vC ,

typically less than 3%.

Thus, the uncertainty dependencies of ∆γ(i−k,)j(T0) and ∆n(i−k),j are all accounted for.

Some sensitivity is observed in the preceding equations regarding the mole fraction of per-

turber k, such that lower mole fractions of k lead to higher uncertainties in ∆γ(i−k,)j(T ) for

a given transition, as demonstrated in Figs. 7.7 and 7.8.

A.3 MEG law coefficients (line mixing)

Because the MEG law is an empirical model [276, 277], the coefficients a1(T ), a2, and a3

for each experiment are determined by a nonlinear least-squares fit, and so their uncer-

tainties cannot be interpreted as meaningfully through physical relationships as described
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by Eq. A.1. Thus, we estimate uncertainties for this model in a manner consistent with

how the model will be used; i.e., to make predictions of absorption spectra in the range of

thermodynamic conditions described in this work. The uncertainties in a1(T ), a2, and a3

for each high-pressure shock tube experiment were determined by varying the wavenumber

range over which the least-squares fit was made. The differences between the values of ai

determined from the simulating the wavelength range of the measured experiment and the

values of ai determined from simulating the wavelength range of the entire band were taken

to be a conservative estimate of ∆ai. This represents the uncertainty associated with using

experimental data gathered from a limited spectral range to model the line mixing behavior

of the entire band.

The uncertainties for a1(T ), ∆a1(T ), are shown as error bars in Fig. 7.11. Together with

∆T , these are used in the linear regression determination of a1(T0) and m to obtain their

respective uncertainties ∆a1(T0) and ∆m using the same approach of York et al. [188] as

described for ∆γ(i−k,)j(T0) and ∆n. ∆ai are observed to be similar for line-mixing in argon

despite the lower signal-to-noise ratios in the measurements; this is because the MEG law

coefficients ai determined for pure CO are used to determine ai for argon through Eq. 7.12.

Since these coefficients are treated as fixed for this second least-squares fitting procedure,

the additional constraints on the fit reduce the variation in suitable ai. As such, the MEG

law coefficients presented in Table 7.2 for CO-Ar should not be interpreted independently

from those for CO-CO.

A.4 Temperature uncertainty for scanned-wavelength direct ab-

sorption

For the two-line thermometry methods used in this work, temperature is given by [147]:

T =

hc

kB
(E ′′2 − E ′′1 )

ln(R) + ln

(
S2(T0)

S1(T0)

)
+
hc

kB

(E ′′2 − E ′′1 )

T0

(A.4)
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Uncertainty in temperature as expressed in Eqn. A.4 depends only on the uncertainties of

the reference temperature linestrengths in the HITRAN/HITEMP database, ∆Si(T0), and

the uncertainty in the ratio of calculated absorbance areas ∆R:

(
∆T

T

)2

=

(
∆R

R

)2

+

(
∆S1(T0)

S1(T0)

)2

+

(
∆S2(T0)

S2(T0)

)2

[
hc

kB

(
E ′′2 − E ′′1

T0

)
+ ln(R) + ln

(
S2(T0)

S1(T0)

)]2 (A.5)

The largest contributor to Eqn. A.5 is usually ∆R, given by the expression:

(
∆R

R

)2

=

(
∆A1

A1

)2

+

(
∆A2

A2

)2

(A.6)

∆Ai can be conservatively assumed to be equal to the maximum value of the residual mul-

tiplied by the absorbance area Ai calculated from the Voigt fitting procedure.

A.5 Mole fraction uncertainty for scanned-wavelength direct ab-

sorption

For the scanned-DA measurements, the mole fraction uncertainty in depends on the uncer-

tainties of Ai, Si(T ), P , and L:

(
∆X

X

)2

SDA

=

(
∆Ai
Ai

)2

+

(
∆Si(T )

Si(T )

)2

+

(
∆P

P

)2

+

(
∆L

L

)2

(A.7)

As mentioned earlier, ∆Ai is calculated based on the residuals of the Voigt fit. The path-

length L of the shock tube is known to a high precision; ∆L/L is assumed to be much smaller

than the other terms in Eqn. 3.7 and so it is not included in our uncertainty analysis. How-

ever, for the high temperature gas cell, the pathlength changes a small amount with the

thermal expansion of the cell, and so ∆L = 1 mm for those experiments.
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Uncertainty in pressure, ∆P is dominated by two sources. For all experiments, uncer-

tainty in the pressure transducer / capacitance manometer measurements ∆Pmeas leads to

uncertainties in mole fraction and broadening parameters. For the shock tube experiments,

uncertainty in the reflected shock pressure P5 due to uncertainties associated with the shock

relations ∆P5 contribute. (
∆P

P

)2

=

(
∆Pmeas
Pmeas

)2

+

(
∆P5

P5

)2

(A.8)

For the sake of brevity, these uncertainties will not be discussed in detail; however, we

note that significant contributors to ∆P5 include uncertainties in the composition of the

driven gas (from the barometric mixture preparation), uncertainties in the time-of-arrival

measurements, and small uncertainties in the initial pressure P1 and temperature T1. Further

information can be found in the work by [64].

This leaves the uncertainty in temperature-dependent linestrength Si(T ). The two un-

certainties we are primarily concerned with are the reference temperature linestrength uncer-

tainty ∆Si(T0) and the uncertainty in temperature-dependent linestrength due to uncertainty

in temperature ∆Si,T (T ). In short, ∆T (from the uncertainty in ∆R) affects the Si(T ) used

to calculate mole fraction. The following expression can be obtained for the uncertainty in

linestrength due to uncertainty in observed temperature, ∆T :

∆S2
i,T (T ) = S2

i (T )∆T 2

(
−∂Q(T )/∂T

Q(T )
− 1

T
+
hcE ′′i
kBT 2

+
hcν0,i

kBT 2

(
exp (−hcν0,i/kBT )

1− exp (−hcν0,i/kBT )

))2 (A.9)

This expression is consistent with the analysis presented by [305]. The total uncertainty in

the linestrength Si(T ) can now be calculated:

∆S2
i (T ) = ∆S2

i (T0) + ∆S2
i,T (T ) (A.10)
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Thus, all uncertainty dependencies of X as given in Eqn. 3.7 are accounted for and ∆X can

be calculated using Eqn. A.7.

A.6 Mole fraction uncertainty for fixed-direct absorption

For fixed-DA measurements at the linecenter νi,0, the mole fraction is calculated by:

X =
αν

Si(T )Pφi(ν0)L
(A.11)

which is spectrally dependent on lineshape φi(ν). The uncertainty in X depends on the

uncertainties of αν , Si(T ), P , φi(ν0), and L:

(
∆X

X

)2

FDA

=

(
∆αν
αν

)2

+

(
∆Si(T )

Si(T )

)2

+

(
∆P

P

)2

+

(
∆L

L

)2

+

(
∆φi(ν0)

φi(ν0)

)2
(A.12)

The uncertainties ∆P and ∆L remain the same as previously. Since we estimate T from

a scanned-DA experiment to calculate both Si(T ) and φi(ν0) for a fixed-DA experiment at

nearly identical conditions, the uncertainties ∆Si(T ) and ∆T also remain the same. Mea-

surement uncertainty in wavelength-dependent absorbance αν , as determined by Eqn. 3.3,

is influenced by noise in the intensity of the laser light on the detector. We estimate the

absorbance uncertainty ∆αν :

∆αν = −ln

(
It ±∆I

I0 ±∆I

)
(A.13)

where ∆I is the 95% confidence interval associated with the laser and detector noise for both

the incident light I0 and transmitted light It, determined from a measurement of I0 prior

to shock heating the test gas. The uncertainty in lineshape φi(ν) depends on the spectral

model used. When using the Voigt lineshape, consideration must be given to both Doppler
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width ∆νD [cm−1] (which is dependent on temperature T ) and collisional width ∆νc [cm−1].

For brevity, we omit the details of the Voigt profile uncertainty derivation and provide a

conservative approximate uncertainty dependence:

(
∆φi(ν0)

φi(ν0)

)2

= 2

(
∆(∆νD)

∆νD

)2

+

(
∆(∆νc)

∆νc

)2

(A.14)

The uncertainty dependence in the Doppler width ∆νD, ∆(∆νD), can be obtained as:

(
∆(∆νD)

∆νD

)2

=

(
∆ν0,i

ν0,i

)2

+
1

4

(
∆T

T

)2

(A.15)

where ∆ν0,i can be determined by the stability of the wavemeter measurement, in this

work ±0.00025 cm−1. During fixed-DA shock tube studies, collisional width ∆νc is modeled

according to Eqn. 3.15, and the resulting expression for its uncertainty can be calculated:

(
∆(∆νc)

∆νc

)2

=

(
∆P

P

)2

+

(
∆XY

XY

)2

+

(
∆γY (T0)

γY (T0)

)2

+ n2

(
∆T

T

)2

+ (ln(n)∆n)2

(A.16)

The uncertainties in collisional broadening coefficient (in bath gas Y ) γY (T0), ∆γY (T0), and

temperature-dependent exponent n, ∆n, are determined from the linear regressions applied

to Eqns. 3.15 and 3.16, respectively, which account for independent measurement uncertainty

in multiple dimensions [188]. The mole fraction of the non-reacting bath gas Y (in this work,

Ar) is assumed not to change appreciably throughout the experiment, and its uncertainty

∆XY is calculated from the barometric mixture preparation. Notably, the temperature-

dependent pressure-induced line shift [147] of the 13CO P(0,22) line is not considered when

tuning the laser to 2007.8767 cm−1. Assuming δ(T0) = −0.003 cm−1/atm [306, 307] and a

temperature-dependent exponent of M ≈ 1 [308], this results in a line shift of δ ≈ −0.00035

cm−1 and a ≈ 0.03% underestimation of αν at the tested conditions, which is added to the
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overall uncertainty ∆αν . Thus, all uncertainty dependencies of X as given in Eqn. A.11 are

accounted for and ∆X can be calculated using Eqn. A.12.

A.7 Ignition delay timing

In the oxidation experiments shown in this paper, the modeled and experimental ignition

delay times were observed to occur within the margin of error resulting from the uncertainty

in the reflected shock temperature and pressure. Given this agreement, we slightly shift

the timing of the modeled results (within the calculated uncertainty) so that the peak CO

mole fractions align in time with the experimental results in order to focus comparison on

the remainder of the species time-history profiles. In particular this adjustment allows for

improved comparison of species evolution/shape before primary ignition.

Likewise, there are small shock-to-shock variations in ignition delay related to the stochas-

tic nature of the diaphragm bursts. The peaks of CO mole fraction and absorbance from the

respective scanned-DA and fixed-DA oxidation experiments shown in Fig. 4.14 were found

to agree within the time of one scanned-DA scan, and were similarly synchronized to provide

the temperature profile estimate used to determine XCO for the fixed-DA experiment.
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APPENDIX B

Unifying line-mixing equations

Within the impact approximation, the absorption coefficient for overlapping lines can be

written as:

kν =
N

π
Im(d ·G−1 · ρ · d) (B.1)

In this form, solving for kν can be significantly time consuming, especially if considering

mixing between multiple transitions, as it requires a matrix inversion for each frequency.

The computation of kν is simplified considerably by following the procedure discussed in

Sec. 7.2.2, as shown by Gordon and McGinnis [273] and Koszykowski et al. [309]. The

resulting expression for kν is shown in Eq. B.2.

kν =
N

π
Im

[∑
J

(d ·A)J(A−1 · ρ · d)J
(ν − ωJ)

]
(B.2)

Note that Eq. B.2 is still an exact expression for kν and involves no approximations.

In this form, d represents a vector of transition amplitudes with a temperature depen-

dence given by:

dJ =

√
SJ(T )

ρJ
(B.3)

where SJ(T ) [cm−1/(molec · cm−2)] is the transition line strength and ρJ is the Boltzmann

population fraction given by Eq. 7.4. It is often of interest to express d in terms of tempera-

ture independent molecular properties. This can be done by letting SJ(T ) take the following

form:
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SJ(T ) = Ia
AJ

8πcν2
0

g′J exp
(
−hcE′′J

kBT

)[
1− exp

(
−hcν0
kBT

)]
Q

(B.4)

where Ia is the natural terrestrial isotopic abundance, g′J is the upper state degeneracy, E ′′J

[cm−1] is the lower state energy, Q is the total internal partition function, and AJ [s−1] is

the Einstein coefficient for spontaneous emission. The Einstein-A coefficient is independent

of temperature and, for electric dipole transitions, can be related to the weighted transition-

moment squared R2
J [Debye2] through Eq. B.5:

AJ =
64π4

3h
ν3

0

g′′J
g′J
R

2
J (B.5)

where g′′J is the lower state degeneracy. Substituting Eq. B.5 into Eq. B.4 yields:

SJ(T ) = Ia
8π3

3hc
ν0ρJ

[
1− exp

(
− hcν0

kBT

)]
R

2
J (B.6)

Finally, combining Eq. B.2 with Eq. B.5 and Eq. B.6 produces an expression for absorption

coefficient accounting for line mixing frequently seen in literature:

kν = Ia
8π2

3hc
ν

[
1− exp

(
− hcν

kBT

)]∑
J

∑
K

NJRJRKIm{〈〈J
∣∣[Σ− L0 − iPW]−1

∣∣K〉〉} (B.7)

where Σ, L0, and W are operators in Liouville line space. Σ and L0 are diagonals associated

with the wavenumber of the calculation ν and the transition line center ν0, respectively. All

collisional influences on spectral shape are contained in the relaxation matrix W, as discussed

in Sec. 7.2.2.
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APPENDIX C

Isotopic effects on chemical reactions

In many fields of chemistry, isotopic substitution is used—particularly with hydrogen—for its

ability to produce observably different reaction rates as a means to distinguish reaction path-

ways. In this study, however, we assume that the reaction rates of 12C- and 13C-containing

fuels and fuel fragments are indistinguishable enough to have minimal effects on the ignition

behavior of the fuels. A brief justification of this assumption follows.

The change in observed reaction rate due to isotopic substitution is related the change in

vibrational frequencies of the bonds associated with the transition state of the reaction [178].

The changes in vibrational frequencies are, in turn, dependent on the change in the reduced

mass of the atoms in the bonds. As such, reactions involving isotopes of hydrogen have

some of the largest observable changes in reaction rates due to its relatively small atomic

mass—deuterium has a mass that is twice that of hydrogen, a 100% increase. However,

13C is only 8% more massive than 12C, which has a less significant effect on its respective

reduced masses that control the vibrational frequencies of the bonds involved in reactions.

An expression for estimating kinetic isotope effects is given in Eq. C.1,

k12C

k13C

= exp

{(
hc(ν̄12C − ν̄13C)

2kBT

)}
(C.1)

in which ki is the rate coefficient of a reaction for isotope i, T is temperature, and νi is

the vibrational frequency associated with the relevant bond to the reaction. For a typical

reaction that involves breaking a C H bond in the stretch coordinate (ν̄12C ≈ 3000 cm−1),

substituting 13C (ν̄13C ≈ 2991.10 cm−1) results in a reaction rate ratio k12C/k13C of 1.00493.
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This assumes the bond is fully broken without any activated complexes (such as would

normally exist in a hydrogen abstraction reaction), and so the actual isotope effect will be

smaller [178].

This calculation, along with the results shown in Fig. 4.12, suggest that carbon isotopo-

logues of the fuels in this study can be treated as kinetically indistinguishable, facilitating

analysis in chemical kinetic studies utilizing multi-isotopologue laser absorption spectroscopy.

Lastly, it should be noted that all the shock tube experiments in this work are carried out

with significant dilution (>96%) with small quantities (<2%) of fuels, rendering the effect

of naturally occurring 13C during oxidation of 12C-containing fuels negligible.
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APPENDIX D

The high-enthalpy shock tube facility

Shock tubes are uniquely suited for studying high temperature chemical and physical pro-

cesses as they can create precisely-known, homogeneous, test conditions over a wide range

of temperatures (600–8000+ K) and pressures (sub-atmospheric-1000 atm). As a result,

shock tubes have become a primary tool in the development of advanced optical diagnos-

tics for informing combustion chemistry models (chemical kinetics), characterizing complex

chemically-reacting flows (aerospace propulsion systems, planetary entry vehicles, internal

combustion engines, etc.), and optimizing practical energy systems (incinerators, power

plants, etc.) [20]. Due to the diverse nature of shock tube research, shock tube capabil-

ities greatly depend on the target application; however, most facilities still conform to some

of the same design considerations. This chapter will detail the design, operation, and perfor-

mance of the High-Enthalpy Shock Tube (HEST) facility in the Laser Spectroscopy and Gas

Dynamics Laboratory at UCLA. The general principles included herein are widely applicable

to other shock tube facilities as well.

The High-Enthalpy Shock Tube facility was designed with the following goals and con-

siderations in mind:

1. Produce precisely controlled, high-temperature test conditions up to 8000 K relevant

to planetary-entry vehicles

2. Produce precisely controlled, high-pressure test conditions up to 200 bar relevant to

chemical propulsion devices (i.e. rockets)

3. Test section must have an inner diameter (ID) greater than 8 cm (3.14 in.) to minimize
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boundary layer effects (discussed in Ch. 2) and enable optical diagnostics at sub-ppm

concentration levels (longer absorbing optical path length)

4. Obtain test times up to 25 ms to study low-temperature chemical kinetics (down to

600 K), where reaction rates are much slower

5. Test region must have optical access for the development of laser-based diagnostic tools

6. Diaphragm loading mechanism must be easily accessible to minimize the cycle time in

between experiments

7. Shock tube sections must be modular enough to reconfigure the assembly for optimal

test times under different target conditions

8. Additional consideration must be given to manufacturing feasibility (to minimize cost)

and constraints set by the physical space in the laboratory

These performance targets and considerations intimately governed design choices and, ulti-

mately, the design that satisfied all of these was the most suitable for this application.

D.1 Shock tube design

D.1.1 Optimizing test time and diaphragm location

The reflected shock wave produces the highest pressures and temperatures in shock tube

experiments, as seen in region 5 of Fig. 2.2 and Fig. 2.3, and creates spatially-homogeneous,

zero-dimensional, near-constant test conditions. As a result, optical diagnostic techniques

commonly target this region for sensor development and kinetics studies. Therefore, it is of

interest to maximize the allowable test time for which the thermodynamic conditions remain

constant. As discussed in Sec. 2.2.3, the test time starts when the reflected shock wave passes

the measurement location (typically 2 cm from the end wall) and ends when non-ideal wave

interactions disturb the flow-field. These disturbances can come from either the arrival of the

expansion fan or the reflected shock-contact surface interaction depending on the shock tube
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geometry and test conditions. Thus, it is desirable to model the unsteady wave propagation

present in an experiment to optimize the shock tube geometry, such that the test time is

maximized over a given range of conditions. This provides a suitable starting point in the

design process as maximizing test time helps size general shock tube dimensions/geometry.

To do this, a 2nd order, Muscl-Hancock-Method finite volume code with an exact Rie-

mann solver was used to illustrate shock, expansion wave, and contact surface propagation

and interactions in the shock tube. This code was developed by the Wisconsin Shock Tube

Laboratory (WiSTL) [45] and can be used to produce x-t diagrams like those shown in Fig.

2.2 and Fig. 2.3. The WiSTL code can be run through MATLAB but requires an operating

system capable of running .exe files (i.e. Windows). To run the program, the following

inputs are required: driver length, driven length, initial driver temperature T4, initial driven

temperature T1, driver gas composition, driven gas composition, and a thermodynamic file

(can be obtained from Sandia, NASA, etc.) Additionally, the user needs to specify: (1) either

the desired reflected shock temperature T5 or the desired incident Mach number MS and (2)

either the desired reflected shock pressure P5 or the initial driven fill pressure P1. With these

inputs the program will produce x-t diagrams, which can be easily used to determined the

available test time at the measurement location. It should be noted that the program does

not account for non-ideal wave phenomena (shock attenuation, boundary-layer interactions,

etc.), but these effects can be incorporated into the program if desired. Nonetheless, the

ideal x-t diagrams provide a suitable representation of the actual test conditions.

By inspection of Eq. 2.18 and through use of the WiSTL code, it is evident that, for a

given initial temperature T1, the shock strength MS is primarily a function of the desired

reflected shock temperature T5. The initial temperature of the driver and driven sections, T4

and T1, do not tend to vary in conventional shock tubes (unless heating is desired); therefore,

higher reflected shock temperatures are simply achieved by stronger incident shocks. There-

fore, the desired reflected shock temperature T5 will determine the velocity of the incident

shock, which dictates when the test time begins. In an ideal shock tube, pressure poses min-

imal constraints on the start of the test time. In other words, since the initial fill pressure P1
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is allowed to vary, a wide range of reflected shock pressures P5 is attainable for a given shock

strength MS (i.e. a given reflected shock temperature T5), as seen in Eq. 2.17. The rupture

pressure required for a given test temperature T5 and pressure P5 can then be found via Eq.

2.24. This is not the case if T4 and T1 are varied, which can also be used to increase the shock

strength and is desirable for certain test conditions, as discussed in Sec. 2.2.4. Additionally,

in reality, variations in pressure have significant impact on non-ideal wave phenomena, such

as boundary-layer growth, shock formation, etc., which is not captured by the numerical

simulation.

With these stipulations in mind, an initial design considering ideal conditions still pro-

vides a reasonable starting point. Using the WiSTL program, the driver and driven lengths

can be easily changed to assess the impact on the reflected-shock test time over a range of

conditions. This can be done by simply changing the desired reflected shock temperature

T5, which, as mentioned, determines the beginning of the test time, for a range of driver and

driven length combinations. For certain temperatures, the contact surface-reflected shock

wave interaction will end the test time while for others the arrival of the expansion fan will

end the test time. If the contact surface-reflected shock wave interaction ends the test time,

driver gas tailoring may be possible, which mitigates any reflections back towards the test

section. Driver gas tailoring can also be incorporated into the WiSTL code to visualize these

effects. If the expansion fan ends the test time, the main constraint is the driver length

and driver speed of sound, which determines how quickly the expansion fan reaches the test

section.

Often times, a large constraint on shock tube design is the available space in the labora-

tory, as shock tube length commonly corresponds to longer test times. For the high-enthalpy

shock tube facility, the total length was constrained to 22 ft., this allowed 1.5 ft. between

either end of the shock tube and the wall, a set regulation in case of emergency egress. A

novel way of extending the shock tube length past the permitted laboratory space was the

addition of a compact, U-extension on the driver section, (more details provided in a later

section). Using the approach described above, and the physical constraints set by the labora-
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Table D.1: High-enthalpy shock tube configurations

Configuration 1 2 3
Driver Length [ft] 5.13 19.76 16.13
Driven Length [ft] 16.00 16.00 19.63
Test Time [ms] at 800 K 5.1a 25.3a 19.2a

Test Time [ms] at 3000 K 2.2a 11.6a 8.9a

Test Time [ms] at 8000 K 0.7 0.7 0.9

a Assumes driver gas tailoring

Figure D.1: Representative test times for each of the high-enthalpy shock tube configurations

tory space, driver and driven lengths were optimized to maximize the experimental test time

for optical diagnostics behind the reflected shock waves. Utilizing this optimization script,

the configurations listed in Table D.1 were selected for the desired operating conditions.

Configuration 1 and 2 are optimized to operate at temperatures less than 3000 K relevant

to practical combustion devices (propulsion, internal combustion engines, power plants, etc.)

and kinetic studies of fuel oxidation and pyrolysis. Configuration 1 uses the shortest driver

length, thereby minimizing the amount of driver gas utilized for each experiment, which is

often a consideration for gas consumption as the cost of helium increases. Configuration 2

provides extended test times for low-temperature kinetics by adding a driver length extension.
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Configuration 3 is more suitable for studies pertaining to non-equilibrium radiative heat

transfer found in hypersonics or planetary entry conditions. This configuration maximizes the

driven length section in order to delay the contact surface arrival at extreme temperatures.

Representative test times and CAD illustrations are shown for each configuration in Fig.

D.1 and Fig. D.2.

D.1.2 Material selection

In choosing materials for shock tube devices, materials with high strength (for high-pressure

applications), high corrosion resistance (to prevent degradation/oxidation over time–especially

for combustion studies), and joinability (i.e. ability to be welded) are highly desired prop-

erties. As such, many shock tubes are manufactured out of stainless steel. Since there are

many different types of stainless steel (304, 316, 440C, etc.), additional consideration must be

given to differences in cost, availability, and manufacturability of these alloys. For all these

reasons, the high-enthalpy shock tube at UCLA was manufactured out of 304/304L stainless

steel. The main difference between 304 and 304L stainless steel alloys is the carbon content.

304 stainless steel has a maximum carbon content of 0.08%, whereas 304L stainless steel has

a maximum carbon content of 0.03%. This difference has some implications on the corrosion

resistance and mechanical properties of each alloy. In terms of mechanical properties 304L

has a slight reduction in both the ultimate tensile strength (UTS) and yield strength–304L

has a UTS of ∼70 ksi, whereas 304 has a UTS of ∼75 ksi. A similar difference is seen in the

yield strength, where 304L has a yield strength of ∼25 ksi and 304 has a yield strength of ∼30

ksi. Please note that the strength values above are highly dependent on the processes used

to form the material (annealing, hot/cold finish, etc.); therefore, in designing experiments, it

is important to remain conservative and obtain material test reports (MTRs) for the specific

stock material used for manufacturing. In terms of welding, 304L’s lower carbon content

minimizes/eliminates carbon precipitate during the welding process, eliminating the need to

anneal the welded joints prior to use and, over time, preventing degradation of the joint.

As a result 304L is preferable for welding operations. Since the high-enthalpy shock tube
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facility incorporates both welded an non-welded joints, the stock material chosen was dual

certified for both 304 and 304L–taking advantage of the increase in mechanical properties of

304, while having the welding benefits of 304L.

D.1.3 High pressure weldless flanges

With three target configurations in mind, the high-enthalpy shock tube facility had to be

designed to be modular enough to easily reconfigure in-between experiments. To achieve

this, custom, low-profile weldless flanges were designed to be easily removable and minimize

the overall footprint of a standard welded ASME ANSI flange (discussed in Sec. D.2.3).

Additionally, the use of weldless flanges eliminates possible distortion of the tube from weld-

ing, which can affect the flow-field and perturb the shock wave as it travels along the tube.

The weldless flanges on the high-enthalpy shock tube rely a double groove design that axi-

ally compresses and seals two tube sections, as seen in Fig. D.3. The design borrows from

that of the High-Pressure Shock Tube at Texas A&M University as well as the well-known

Gruvlok flanges, which are commonly used to join pipe sections in mining, oil, gas, slurry,

sludge, and hydraulic systems. The entire flange assembly consists of: 2× clearance flanges

(Flange A), 2× threaded flanges (Flange B), 1× alignment collar (Connector A), and 12×

5/8-18×5.00 in. bolts and washers. An exploded view of a flange assembly connecting two

tube sections is shown in Fig. D.4. The design can also be easily modified to connect a tube

section to a blind end cap or other components.

The weldless flanges were designed using both SolidWorks Finite Element Analysis (FEA)

and ANSYS FEA programs with the main optimization parameters being: the number of

grooves, the depth and width of each groove, and the axial position of each groove. In order

to minimize computational time, while still simulating all shock tube connections, all of the

FEA was conducted on a simplified model of the shock tube assembly, which contained a

tube-to-tube, tube-to-end cap, and tube-to-test section connection. An illustration of the

CAD model used for FEA is shown in Fig. D.5. The simulations consisted of an internal

pressure load of 200–300 bar applied radially and axially up to the mean diameter of the
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Flange_A

Flange_B

Connector_A

Figure D.4: Exploded view of the high-pressure weldless flange assembly used on the

high-enthalpy shock tube facility. The flange assembly consists of: 2× clearance flanges

(Flange A), 2× threaded flanges (Flange B), 1× alignment collar (Connector A), and 12×

5/8-18×5.00 in. bolts and washers

o-rings used for sealing between connections (slightly larger than the tube inner diameter).

By optimizing the parameters discussed above, it was found that a flange design with a

single groove was not sufficient for the high pressures (200 bar) desired in this application

(though suitable for pressures up to 100 bar as shown by the High Pressure Shock Tube

at Texas A&M). As a result, a double groove design was necessary to increase the loading

capability of the flange assembly. Since a double groove design requires two surface to come

into contact, the tolerances on the flange and tube grooves shown in the drawing package

are such that flange assembly and proper axial loading is possible considering tolerance

stack-up. Once the aforementioned parameters were optimized on a relatively coarse mesh

(to minimize computational time), the final design was determined by conducting a mesh
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Bolts with maximum
axial load

Figure D.5: Representative FEA results illustrating the simplified shock tube model used to

optimize weldless flange parameters

convergence study (with a finer mesh at interfaces and contact points) while checking for

convergence of the displacement field. It is important to note that when refining meshes near

corners, theoretical stresses increase infinitely and create singularities, which are not present

in actual features. Nonetheless, the displacement field was found to converge regardless of

stress singularities.

In addition to using FEA to optimize the custom flange design, simulations were also

useful in determining the loads through each of the 12× 5/8-18×5.00 in. bolts on the flange

assembly. Since the flange design is split into two halves (Flange A and Flange B), for tube-

to-tube connections, the axial load is not evenly distributed among each of the bolts and Eq.

D.7 does not apply. For these connections, the bolts that experience the highest axial load

are near the edge of the flanges, while those that experience the lowest are the furthest away

from the edges, as labeled in Fig. D.5. Knowing the load distribution of the flange design

allows for bolt failure calculations described in Sec. D.2.2. The tube-to-end cap and tube-
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to-test section connections only have split flanges on one side of the connection; therefore,

the load is evenly distributed among all the bolts and FEA simply confirms the results given

by Eq. D.7.

D.1.4 Shock tube sections

To preface this section, it is important to distinguish the difference between tubing and pipe.

Tubing can refer to round, square, rectangular, and oval hollow sections used for transporting

fluids, mechanical applications, and instrumentation systems. Tubing is specified by the

outer diameter (OD) and wall thickness and typically has much higher tolerances on these

parameters than pipe. As a result, tubing is commonly more expensive than pipe. However,

it should be noted that since tubing is specified by the OD and wall thickness, the inner

diameter (ID) (and its associated tolerance) is primarily constrained by the tolerance stack

up of these two parameters. Pipes are tubular vessels used in pipeline systems to transport

gases or fluids. Pipe is specified by a Nominal Pipe Size (NPS), a size standard established

by the American National Standards Institute (ANSI), and Schedule (wall thickness). NPS

can range from 1/8–24+; however, the standardized nominal OD for NPS 1/8–12 is different

from the measured/actual OD. For NPS 12+, the standardized nominal OD is the same as

the measured/actual OD. For every NPS, there are multiple pipe Schedules (wall thicknesses)

available, including Schedule 10, 20, 40, 60, 120, XX, and many more depending on NPS.

As the Schedule of the pipe increases for a given NPS, the OD remains the same and the

wall thickness increases–decreasing the ID. Additionally, while the Schedule can be the same

for different NPS, the actual wall thickness will be different. The standard combinations of

NPS and Schedules are covered by the ASME B36.10 and ASME B36.19 specifications.

All tube sections on the high-enthalpy shock tube facility, with the exception of the

180-degree driver extension (Tube F), are manufactured out of 304/304L tubing stock with

5-1/2 in. OD × 3/4 in. wall thickness–resulting in an ID of 4 in. All tube sections were

then honed out to 4.063 ± 0.002 in. (10.32 ± 0.005 cm) with a surface finish of 32 RMS to

eliminate any tolerance stack up present in the raw stock and minimize any mismatch of the
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tube sections at mating interfaces. The centerline radius of the 180-degree driver extension

(Tube F) was desired to be as small as possible to minimize the overall footprint of the

shock tube facility in the laboratory. However, manufacturing a 180-degree bend on 5-1/2

in. OD × 3/4 in. wall thickness tubing is not feasible by any reasonable means; therefore,

the 180-degree bend was manufactured by welding two 90-degree 5 in. Schedule XX (5.562

in. OD × 4.063 in. ID) pipe elbows. Additionally, the 90-degree pipe ends were welded,

with full penetration welds, to 3-1/8 in. long tube sections with 4.063 ± 0.002 in. ID (as

described above) to accommodate the high-pressure weldless flange features. All welds (both

internal and external) were then ground smooth. This approach results in a highly compact

assembly, where the centerline radius of the 180-degree return is 7-1/2 in.

In addition to honing out the tube sections to 4.063 ± 0.002 in., all tube sections were

manufactured with male/female alignment grooves (seen on PipeEndDetail) on each end to

ensure concentricity and minimize steps at mating interfaces. One end of each tube section

has a male alignment groove, while the other end has a female alignment groove–enabling

all tube sections to be interchanged throughout the entire assembly. Notably, since the tol-

erances on these features are tight, they have to be specified such that the male/female ends

will always mate regardless of tolerance stack-up. After manufacturing, the tube sections

(and all shock tube components) were passivated and electropolished. Passivation uses nitric

or citric acid to remove free iron and contaminants from the surface, resulting in a protective

oxide layer that is less likely to chemically react/corrode over time. Electropolishing is even

more effective at eliminating any additional surface defects or contaminants embedded in the

surface by precisely removing a 0.0001–0.0015 in. layer of metal, resulting in a micro-smooth,

ultra-clean surface finish. In addition to preventing corrosion, these processes help mitigate

boundary layer effects by minimizing perturbations/non-uniformities on the surface of the

tube sections, which may perturb/attenuate the shock wave as it travels down the shock

tube.
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D.1.5 Port plugs

Port plugs are located throughout the entire shock tube assembly as a means of interfacing

with fluid lines, instrumentation, optical access, etc. Multiple tube sections have port hole

locations where port plugs can be installed using 4× 1/4-28×5/8 in. bolts. Two port plug

designs are used (PortPlug A and PortPlug B) throughout the high-enthalpy shock tube, the

main difference being the overall length of the part. PortPlug B is longer than PortPlug A

and is used in the test section, which has a thicker wall than the rest of the shock tube

assembly. Each port plug uses a radial o-ring seal that sits close to the tube section ID to

minimize wetted surface area. Since tolerances on radial o-ring grooves are very tight, port

plug installation is assisted by a 15-degree chamfer on every port hole (as seen in PortDetail).

The angle of this chamfer was chosen such that the maximum OD of the port plug o-ring

(considering tolerances) would be captured by the chamfer. As mentioned in Sec. D.1.4,

all tube sections were honed and polished to an ID of 4.063 ± 0.002 in. This procedure

was done with all the port plugs installed so that the contour of each port plug sits flush

with the ID of each mating tube section. As such, each port plug and port hole is stamped

with a label (A, B, C, etc.), which dictates the location and orientation of each port plug

throughout the assembly. In addition to stamping each port plug and port hole, the actual

location of the port hole along the tube should be requested from the manufacturer, as this

location is critical to measuring shock velocities and having the specific location from the

manufacturer will minimize any uncertainties in these calculations. On the high-enthalpy

shock tube, port plugs are used for interfacing fluid lines, time-of-arrival sensors, optical

windows, and high-speed pressure transducers. Drawings for these modifications are also

included in Appendix F.

D.1.6 Test section

The test section (Tube E) is located at the end of the driven section, where, as discussed in

Sec. 2.2.5 and Sec. 2.3.5, the test time for reflected shock wave experiments is maximized.

The test section was designed to accommodate 7 circumscribed port plugs (PortPlug B) at
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45-degree angles on the same axial plane for both optical and pressure measurements. The

driven endwall (EndCap A) mates to the test section (Tube E) with 12×5/8-18×2 in. bolts

and is designed such that the distance from the measurement plane is only ∼2 cm. To

accommodate all these features, the OD of the test section had to be increased to 7.75 in.

while keeping the ID the same; therefore, Tube E was manufactured out of a solid piece of

304/304L stock. As a result, the flanges from the mating tube section (Tube D) bolt directly

into the test section using 12×5/8-18×3-3/4 in. bolts.

D.1.7 Poppet valve

To minimize the time it takes to vacuum down the assembly (maximizing test turnaround

time), the high-enthalpy shock tube uses a poppet valve to connect the driven section to both

roughing pumps (Adixen Alcatel 2021i) and turbomolecular pumps (Agilent Varian Turbo-

V 550). The main components of the poppet valve assembly consist of a piston/poppet

(Piston), a piston/poppet rod (PistonRod), and a piston/poppet valve guide (PistonGuide).

A heavy duty linear pneumatic actuator (MDC: 661052) open and closes the entire poppet

assembly and, when actuated, the poppet assembly provides a 2.50 in. diameter port for

vacuuming. The piston/poppet is contoured to match the ID of the tube section (Poppet-

ValveHousing) when closed and uses a face o-ring seal to isolate the driven section. It should

be noted that since the piston/poppet is hard to reach once assembled and is actuated fre-

quently, the face o-ring seal has a dovetail groove design to prevent the o-ring from coming

out. The PoppetValveHousing connects to tube sections via 12×5/8-18×2-3/4 in. bolts and

was designed to be modular enough such that it can be located at any location along the

driven section. To maintain the piston/poppet in the correct orientation, a piston/poppet

valve guide (PistonGuide) was manufactured out of a blank double-sided Del-Seal CF flange

(MDC: 140022). Behind the poppet, Del-Seal CF flanges are used to connect various vacuum

components (roughing pumps, turbopumps, ion gauges, etc.).
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D.1.8 Diaphragm loading mechanism

The diaphragm loading mechanism consists of a breech canister (BreechCanister A, Breech-

Canister B, BreechCanister C) and, depending on the desired operating pressures, several

diaphragm inserts (DiaphragmCutter A, DiaphragmSpacer A, DiaphragmSpacer B). The

breech canister is threaded to facilitate switching out diaphragms in-between experiments.

On the driver side, the breech canister is connected to Tube B, which has a welded flange

that interfaces with the canister. On the driven side, the breech canister features the fe-

male alignment groove discussed previously, which can be connected to any tube section via

12×5/8-18×1-3/4 in. bolts. Disengaging the breech canister pushes back the driver section,

which sits on rollers, and allows user access to the inside of the breech canister. To prevent

these threads from seizing, it is advisable to apply anti-seize thread lubricant, such as Loctite

LB 8014 or Loctite LB C-200, on the exterior. The diaphragm mechanism allows for both

polycarbonate and metal diaphragms, as discussed in Sec. D.6.1. Polycarbonate diaphragms

can be used for driver pressures up to 100 psia (7 bar) and metal diaphragms for anything

higher. When polycarbonate diaphragms are used, a four-bladed cutter is inserted into the

breech canister (DiaphragmCutter A) to facilitate rupturing of the diaphragm. When metal

diaphragms are used, a square insert is inserted into the breech canister to prevent the metal

petals from the diaphragm from shearing off when the diaphragm ruptures. More details on

diaphragms and the associated procedure for different diaphragm materials are given in Sec.

D.6.1.

D.2 Additional design considerations

D.2.1 Pressure vessel failures

In designing pressure vessels, the maximum hoop stress σθ, radial stress σr, and longitudinal

stress σl must fall within the predetermined factors of safety to ensure safe and reliable

operation. Often times, pressure vessels are categorized into either thin-walled cylinders or

thick-walled cylinders. The distinction between the two is typically determined by the ratio
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between the mean radius r̄ of the pressure vessel and the thickness of the wall t. The mean

radius of the pressure vessel can be determined using inner and outer radius, ri and ro,

respectively.

r̄ =
ri + ro

2
(D.1)

If r̄/t > 10, then the pressure vessel can be considered thin-walled. If the opposite is true,

r̄/t < 10, then the pressure vessel can be considered thick-walled. Shock tubes typically fall

into the category of thick-walled pressure vessels. Therefore, for a thick-walled cylinder, the

stresses at any radial location r can be determined by Lamé’s equations:

σθ =
r2
iPi − r2

oPo
(r2
o − r2

i )
+

(Pi − Po)r2
i r

2
o

(r2
o − r2

i )r
2

(D.2)

σr =
r2
iPi − r2

oPo
(r2
o − r2

i )
− (Pi − Po)r2

i r
2
o

(r2
o − r2

i )r
2

(D.3)

σl =
r2
i (Pi − Po)
(r2
o − r2

i )
(D.4)

where Pi is the internal pressure and Po is the external pressure. Additionally, the maximum

stress σmax
e on a circular end cap with thickness t and bolt radius rb can be found by:

σmax
e =

3

8

(rb
t

)2

(Pi − Po)(3 + ν) (D.5)

where ν is Poission’s Ratio for the desired material. Note Eq. D.5 assumes the pressure

acts over the entire bolt radius. In reality, the pressure will act on the area enclosed by the

sealing mechanism (i.e. o-ring).

Since shock tubes may experience both internal (Pi > Po) and external pressurization

(Po > Pi), both conditions should be evaluated in determining a proper design. As the hoops

stress and radial stress varies with radial location r, the maximum location at which these
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Figure D.6: Comparison of hoop, radial, longitudinal, and von Mises stresses in a pressure

vessel with an inner radius of ri = 2.0 in. and an outer radius of ri = 2.75 in. for both

internal and external loading configurations

stresses occur depends on the loading configuration. This illustrated in Fig. D.6, which shows

the stresses for a thick-walled cylinder with inner radius of ri = 2 in. and an outer radius

ro = 2.75 in. for external and internal loading configurations. As shown in Fig. D.6, the

longitudinal stress does not depend on the radial distance r; therefore, this stress is experience

at all radial points of the vessel. If internally pressurized the maximum hoop and radial stress

occur on the inside surface at r = ri. If externally pressurized the maximum hoop stress

occurs at the same location but now the maximum radial stress occurs on the outside surface

r = ro. Additionally, it should be noted that for both loading configurations, the radial stress

is acting in compression (σr < 0). However, for internal pressurization the hoop stress and

longitudinal stress are acting in tension (σθ > 0, σl > 0) and for external pressurization the

hoop stress and longitudinal stress are acting in compression (σθ < 0, σl < 0). To evaluate

combined stresses, the von Mises failure criterion can calculated through:

√
(σθ − σr)2 + (σθ − σl)2 + (σr − σl)2

2
≤ σy (D.6)
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where σy is the yield strength of the material. Since Eq. D.2–Eq. D.6 may be compared to

the yield strength of the material for evaluating the factor of safety at the desired operating

conditions.

In a shock tube driver and driven sections experience different loading configurations.

Both sections can be subject to vacuum for several hours, depending on the desired ultimate

pressure or when the facility is not in use. During a test, the driver section experiences a

more sustained pressure loading prior to the diaphragm rupture and the driven section only

experiences a brief (< 10 ms) pressure spike during the shock wave arrival. After the test,

the entire facility may be at high or low pressures, depending on the targeting conditions.

Nonetheless, the design requirement for these facilities should assume maximum expected

pressure is sustained to ensure safe operation.

D.2.2 Bolt failures

Bolts can fail in a variety of ways; therefore, each failure mode must be evaluated to ensure

safe operation. Bolts are typically used in shock tubes to connect different sections together

or to hold port plugs/optical windows in place. To determine if a bolt will fail the first step is

to calculate the total load the bolt Fbolt experiences. If assessing a symmetrical, continuous

multi-bolt junction, such as a standard flange, this can easily be done by:

Fbolt =
Ftotal

Nbolt

(D.7)

where Ftotal is the total force experienced by the junction and Nbolt is the number of bolts

that split the load. However, if the junction is asymmetrical or discontinuous (i.e. if the

flange is split into two halves), then each bolt will experience a different load, with the bolts

closest to the discontinuity experiencing the highest loads. In this case, the maximum force

experienced by the bolt can be determined via numerical tools, such as finite element analysis

(FEA).
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With the bolt load Fbolt determined, the following failure modes should be considered

when the bolt is loaded along its primary axis: (1) tensile failure of the bolt itself, (2) external

shear failure of the bolt threads, and (3) internal shear failure of the mating threads. To

evaluate the tensile stress experienced by a bolt, the effective tensile strength area At [in.2]

must be calculated. Depending on the ultimate tensile strength σult of the bolt material,

this can be done through the following:

At =


0.7854

(
DB −

0.9743

n

)2

if σult < 100 ksi

π

(
Es,min

2
− 0.16238

n

)2

if σult > 100 ksi

(D.8)

where DB [in.] is the basic major diameter of the bolt, n is number of threads per inch,

and Es,min [in.] is the minimum pitch diameter of the external thread. Note, [ksi] is simply

[ksi] = 1000×[]psi]. Values for DB and Es,min are tabulated in standard ASME B1.1-2003

and ASME B1.13M-2005. Using Eq. D.8, the tensile stress σt [psi] the bolt experiences and

the resulting factor of safety can be evaluated through:

σt =
Fbolt

At
(D.9)

FS =
Sproof

σt
=

0.95× Syield

σt
(D.10)

where Sproof [psi] is the bolt proof strength, typically defined as 95% of the bolt material

yield strength Syield [psi].

A similar analysis can be done for the external shear failure of the bolt threads. The

external thread shear area As,ext [in.2] can be calculating through:

As,ext = πnLeKn,max

[
1

2n
+ 0.57735 (Es,min −Kn,max)

]
(D.11)

where Le [in.] is the total thread engagement, Kn,max [in.] maximum minor diameter of the
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internal thread, and Es,min [in.] is the minimum pitch diameter of the external thread. These

values can also be found tabulated in standard ASME B1.1-2003 and ASME B1.13M-2005.

Using As, ext, the shear stress σs,ext [psi] on the bolt threads and the resulting factor of safety

can be evaluated through:

σs,ext =
Fbolt

As,ext

(D.12)

FS =
Sshear

σs,ext

=

(
Syield√

3

)
σs,ext

(D.13)

where Sshear [psi] is the shear strength of the bolt material. If the shear strength of the bolt

material is not readily available, a conservative estimate is to use Syield(
√

3)−1 as a result of

the von Mises yield criterion.

Finally, the same approach can be used to evaluate the internal shear failure of the mating

threads. The internal thread shear area As,int [in.2] can be calculating through:

As,int = πnLeDs,min

[
1

2n
+ 0.57735 (Ds,min − En,max)

]
(D.14)

where Ds,min [in.] minimum major diameter of the external thread, and En,max [in.] is the

maximum pitch diameter of the internal thread. These values can also be found tabulated

in standard ASME B1.1 and ASME B1.13M. Using As,int, the shear stress σs,int [psi] on the

mating threads and the resulting factor of safety can be evaluated through:

σs,int =
Fbolt

As,int

(D.15)

FS =
Sshear

σs,int

=

(
Syield√

3

)
σs,int

(D.16)

where Sshear [psi] is the shear strength of the material for the mating threads. Similarly, if
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the shear strength is not readily available, a conservative estimate is to use Syield(
√

3)−1 as

a result of the von Mises yield criterion.

D.2.3 Standard welded flanges

The American Society of Mechanical Engineers (ASME) provides standard flange sizes in

ASME B16.5 for a wide range of operating pressures (up to 400+ bar) and temperatures.

The flanges are available with the following end connections: weld neck, slip-on, socket weld,

threaded, lap joint, or blind. The standard is organized by pressure class (150, 300, 400, 600,

900, 1500, or 2500), nominal pipe size (1/2–24), and operating temperature. As shock tubes

only experience a brief temperature spike, room temperature can be used as the operating

temperature. The use of standard welded flanges in the development of new shock tube

facilities is attractive as it requires little design work to incorporate. However, consideration

must be given to: (1) the distortion of the pipe as a result of the welding process and (2)

the practical limitations in scaling the standard flanges to high pressures. Any distortion

of the driven section portion of the shock tube is highly undesirable as it may significantly

alter shock formation/propagation and amplify any non-ideal effects in the test conditions.

Additionally, if the shock tube is being designed for high pressures, the standard welded

flanges are large in size, which limits modularity and accessibility. Table D.2 shows the

Table D.2: Pressure ratings for steel pipe flanges according to ASME B16.5 - Group 1.2

Class
150 300 400 600 900 1500 2500

Working pressure [bar] 19.8 51.7 68.9 103.4 155.1 258.6 430.9

Table D.3: Class 1500: carbon and stainless steel flange sizes

Nominal Pipe Size
1 1-1/4 1-1/2 2 2-1/2 3 4 5

Flange OD [in.] 5-7/8 6-1/4 7 8-1/2 9-5/8 10-1/2 12-1/4 14-3/4
Pipe OD [in.] 1.32 1.66 1.90 2.38 2.88 3.50 4.50 5.56
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required flange class for the desired pressure rating at room temperature operation.

As an example the high-enthalpy shock tube had a target operating pressure of 200 bar.

From Table D.2, this would require a Class 1500 flange to ensure safe operation. Now using

Table D.3, the flange size can be determined by the desired pipe size. If a pipe with an outer

diameter of 5.56 in. is desired, the corresponding flange outer diameter would be 14.75 in.

The physical size, along with the potential distortion of the tube, limits the practicality of

using standard welded flanges for high-pressure shock tube applications with larger inner

diameters. Therefore, custom welded or weldless flanges must be explored. The former is

quite difficult to analyze as its very dependent on the application/procedure; thus, custom

weldless flanges are preferred.

D.3 Shock tube hardware

Table D.4 lists relevant hardware (bolts, o-rings, valves, etc.) used throughout the high-

enthalpy shock tube facility. Table D.4 can be used with Fig. D.18 to help identify valve

type/locations. Please take note of appropriate pressure ratings and material compatibility

as the hardware listed in Table D.4 may not be suitable for all experiments.

D.4 Factors of safety

Per the discussion in Sec. D.1 and Sec. D.2, Table D.5 lists the factors of safety FS for

various components on the high-enthalpy shock tube at the maximum operating pressure,

Pmax. All values are computed at room temperatures using conservative values for the given

yield strength Syield of the material. If the listed failure mode is in shear, the shear strength

of the material is estimated using the von Mises yield criterion (Sshear = Syield(
√

3)−1).
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D.5 Shock tube manufacturing and testing

The high-enthalpy shock tube was manufactured by Johansing Iron Works located in Benecia,

CA. Upon manufacturing, the following test procedures were conducted:

1. Load press test of the weld on Tube B and the high-pressure weldless flange assembly

to the equivalent force of 280 bar

2. Hydrostatically test a simplified assembly, which contains the high-pressure weldless

flanges, diaphragm loading mechanism, and port plugs to 265 bar

3. Hydrostatically test the entire high-enthalpy shock tube assembly to 240 bar

The high-enthalpy shock tube successfully completed testing, was delivered to UCLA, and

the first shock was run on February 14th, 2018 (Valentine’s Day).

D.6 Shock tube operation

D.6.1 Diaphragms

The high-enthalpy shock tube facility can accommodate either polycarbonate or metal di-

aphragms. Polycarbonate diaphragms are used for low-pressure experiments where the de-

sired P4 is less than 100 psia. Plastic diaphragms are typically bought as 2 ft.-by-4 ft. sheets

and range in thickness from 0.005–0.020 in. in 0.005 in. increments with a thickness toler-

ance of ±10%. Prior to an experiment the plastic sheets are cut into diaphragms using a

template. Caution must be taken to not damage the polycarbonate surface as the rupture

pressure can be very sensitive to any imperfections in the material. Additionally, each sheet

is covered with a thin film on either side, which should not be removed until the diaphragm

is ready to be used.

When using plastic diaphragms with thicknesses between 0.005–0.015 in., the four-bladed

cutter must be used to ensure consistent diaphragm rupture. The four-bladed cutter was

manufactured out of a 1.0 in. thick 304 stainless steel block by using an electric discharge
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machine (EDM) to contour the blades such that the back has enough space for a mounting

rod but the front is thin enough to be sharpened using course and ceramic knife sharpeners.

When installing the four-bladed cutter, it is essential that all four blades are parallel to the

diaphragm surface and that the distance between the cutter and the diaphragm is consistent.

Small differences in the height of the blades can result in an uneven diaphragm rupture,

precluding successful shock formation. Additionally, slight inconsistencies in the distance

between the cutter and the diaphragm can increase or decrease the rupture pressure. If the

cutter is too far, the diaphragm will deform too much before rupturing, typically resulting

in loose diaphragm pieces in the tube. If the cutter is too close, the diaphragm will apply

too much pressure on the cutter and can deform the mounting rod holding it in place. An

adequate distance between the back of the cutter and the mounting location was found to

be 0.500 in., as shown in Fig. D.7. When using polycarbonate diaphragms with a thickness

of 0.020 in., the four-bladed cutter needs to be swapped with the arrowhead cutter and the

diaphragms need to be scored. The 0.020 in. diaphragms cannot be used with the four-

bladed cutter as its too thick for the cutter to rupture it. This can result in damage to

both the cutter and the shock tube. The 0.020 in. thick diaphragms can be scored using a

template and the arrowhead cutter should be mounted in a similar fashion to the four-bladed

cutter. Once scored the 0.020 in. diaphragms rupture at a similar pressure as the 0.015 in.;

therefore, when running experiments at pressure higher than what 0.015 in. diaphragm can

produce, two scored 0.020 in. diaphragms must be stacked. The diaphragms can be stacked

in such a way that the score marks are at 45 deg. from one other. This approach was found

to be consistent in achieving even ruptures.

Above 100 psia, metal diaphragms are required and the remote filling station must be

used. At the time of this writing, only aluminum and steel diaphragms have been used on the

high-enthalpy shock tube facility; however, other materials, such as copper, can be explored

if desired. Metal diaphragms are manufactured in-house using a waterjet and 3-axis CNC

mill. The metal stock is typically purchased in 12 in.-by-12 in. sheets and each sheet can be

used to produce four diaphragms. The diaphragms are first cut out on the waterjet and then
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DiaphragmCutter_A

four-bladed cutter

cutter mount

0.500 in.

Figure D.7: Four-bladed diaphragm cutter used to rupture polycarbonate diaphragms on

the high-enthalpy shock tube. 0.500 in. between the cutter and the mount was found to be

an adequate distance for test repeatability

the edges are sanded to prepare for the CNC mill. When using the CNC mill, the diaphragm

is placed in a high-precision tool that centers the diaphragms and ensure no lateral or vertical

movement during the machining operations. The length of the score is the same dimension

as the shock tube inner diameter (4.063 in.) and is machined using high-precision pointed

endmill. The CNC mill can be used to score diaphragms to different depths depending on

the desired rupture pressure. It should be noted that when manufacturing steel diaphragms,

they must be dried immediately after operations on the waterjet or CNC as the water and

coolant will cause the steel to rust fairly quickly. If the steel diaphragms are not being

used immediately, they should be stored in a dry location. Before running an experiment

with metal diaphragms, the cutter assembly must be removed from the shock tube and

replaced with the square insert. The square insert ensures the metal petals hit a flat surface

upon rupturing, which prevents petals from tearing at the base. When aligning the metal

diaphragm in the shock tube, the scored side must face the driven section and the base of
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Table D.6: Rupture pressures for polycarbonate, aluminum, and steel diaphragms

Material
Thickness Min. Thickness P4

[in.] [in.] [psia]
Polycarbonate 0.005 – 25
Polycarbonate 0.010 – 45
Polycarbonate 0.015 – 65
Polycarbonate 0.020 0.015 65
Polycarbonate 0.020 (x2) 0.015 112
6061 Aluminum 0.050 0.020 277
6061 Aluminum 0.050 0.025 340
6061 Aluminum 0.050 0.030 491
6061 Aluminum 0.080 0.040 473
6061 Aluminum 0.080 0.050 611
6061 Aluminum 0.080 0.060 1017
6061 Aluminum 0.125 0.075 938
6061 Aluminum 0.125 0.080 973
6061 Aluminum 0.125 0.090 1164
6061 Aluminum 0.125 0.095 1561
6061 Aluminum 0.125 0.098 1925
6061 Aluminum 0.125 0.100 1992
6061 Aluminum 0.125 0.105 2401
6061 Aluminum 0.160 0.100 1378
6061 Aluminum 0.160 0.110 1467
4130 Alloy Steel 0.050 0.030 1414

the petals must align with the square insert, such that the score marks align with the corners

of the insert. Fig. D.8 and Fig. D.9 show the correct placement for all of the diaphragm

inserts in the breech canister when using either polycarbonate or metal diaphragms. Please

note the order of the inserts changes depending on the diaphragm material.

A list of the rupture pressures for both polycarbonate and metal diaphragms with dif-

ferent score depths can be found in Table D.6. These score depths and thickness have been

found to be consistent with clean ruptures. In trying new combinations or score depths it is

advised that they are based off the percentage of material removed from what has worked

before. In scoring diaphragms, it was found that too little of a score can result in small

metal shrapnel from the rupture, which can considerably damage the shock tube, and too

much of a score results in poor opening speeds as the petals do not fully open.
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D.6.2 Time-of-arrival sensors

As mentioned previously, it is possible to accurately determine (with < ± 1% uncertainty)

the temperature and pressure behind the incident and reflected shock wave with a precise

measurement of the incident shock speed. On the high-enthalpy shock tube, shock speed

is determined by placing five fast-response, piezoelectric time-of-arrival sensors at different

axial distances from the driven endwall. The time-of-arrival sensors are located at distances

x = 3.79, 19.55, 35.55, 51.55, 67.55 in., where x = 0 corresponds to the driven endwall.

The specific piezoelectric sensor used is shown in Fig. D.10 (CA-1135) and is purchased

from Dynasen, Inc. located in Goleta, CA. These sensors operate over a wide range of

pressures (sub-atmospheric–300 kbar) with a response time on the order of 10 nanoseconds.

Sensors with different outer diameter brass casings are available (OD: 0.064, 0.093, 0.125 in.);

however, the smaller the pin, the lower the uncertainty in shock location and, as a result,

shock speed. Therefore, the high-enthalpy shock tube uses sensors with a 0.064 in. brass

casing. Additionally, since the 0.064 in. brass casing is similar to standard 1/16 in. tubing,

replacing sensors and interfacing with the shock tube port plugs is rather convenient.

To interface the sensors with the high-enthalpy shock tube, two mounting methods have

been used, as shown in Fig. D.11. Mounting method 1 epoxies the sensors to a Swagelok

Figure D.10: Drawing of the piezoelectric sensor (CA-1135) used to measure shock speed

on the high-enthalpy shock tube facility. The sensors, as well as this drawing, are obtained

from Dynasen, Inc. located in Goleta, CA.
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Mounting Method 1 Mounting Method 2

Figure D.11: Different mounting methods used for the time-of-arrival sensors. Method 1

uses epoxy to create a seal between the sensor and the fitting. Method 2 uses brass ferrules

to seal off the sensor.

fitting (SS-4-PST), which directly threads into a port plug. The epoxy used is EPO-TEK

T7109 sold by Epoxy Technology. It has a low vapor pressure to minimize outgassing under

vacuum conditions and, as a result, is also used for installing optical windows. The Swagelok

fitting (SS-4-PST) comes as a blank plug and, therefore, must be modified to interface

with the sensor. To install the sensor, first install the Swagelok fitting onto the port plug.

Afterwards, place the sensor inside the Swagelok fitting/port plug and apply epoxy to the

exposed side of the fitting (top)–ensure the epoxy fully covers any air gaps/voids and that the

sensor is flush with the contour of the port plug (minimizing how much the sensor protrudes

into the driven section). The entire assembly is then baked in a furnace similar to optical

windows (150-degree C for 20–30 minutes). Finally, remove the Swagelok fitting and sensor

from the port plug, apply epoxy to the bottom of the fitting, and bake again. The sensor is

now ready to be used on the shock tube.

Method 2 for mounting these sensors attaches 1/16 in. Swagelok ferrules directly to the

brass casing of the sensor. Since the sensor casing is brass, 1/16 in. brass ferrules are used
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Figure D.12: Representative data obtained from the piezoelectric sensors from Dynasen, Inc.

during a shock tube experiment. Dash lines indicate arrival of incident shock wave

to avoid damaging the sensor. Once the ferrules are installed, the sensor can be mounted

on the port plug using a Swagelok fitting (SS-400-6-1). Please note that the brass ferrules

should be installed onto the sensor while the Swagelok fitting is installed onto the port plug

to ensure the sensor is flush with the contour of the port plug (minimizing how much the

sensor protrudes into the driven section). Between the two methods, Method 2 is preferred

as the installation process is less time consuming and replacing damaged sensors is much

more convenient. Over time, sensors closest to the endwall tend to need replacement as they

experience the highest temperatures and pressures during shock tube experiments.

Representative raw data for the time-of-arrival sensors is shown in Fig. D.12. These

signals can be used to determine the velocity of the shock as it approaches the end wall, as

seen in Fig. D.13. Typically, if a shock is fully formed, the velocity of the incident shock

wave will decrease as it approaches the driven endwall due to boundary layer effects and

viscous losses. However, if a shock is not fully formed, the velocity appears to increase as

it approaches the driven endwall. Additional information on shock velocity trajectories can

be found in [43]. The shock velocity at the driven endwall can then be extrapolated using

a least-squares linear regression, which can be used to determine the test conditions and

compared to the measured pressure trace, as illustrated previously in Fig. 2.8. Additionally,
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Figure D.13: Representative data for the shock attenuation on the high-enthalpy shock tube

facility. The piezoelectric sensors from Dynasen, Inc. are used to determine the velocity

profile of the incident shock wave

the uncertainty in the incident shock velocity obtained from the linear regression can be

propagated to determine uncertainty in thermodynamic conditions.

D.6.3 Fast-response pressure transducer

To obtain pressure measurement data during shock tube experiments, the high-enthalpy

shock tube uses a fast-response pressure transducer (Kistler 601B1) located on the driven

sidewall, ∼2 cm away from driven endwall. As described in Sec. D.1.6, the fast-response

pressure transducer is mounted on one of the seven port plugs that circumscribe the test

section. This is done so that optical measurements and pressure measurements are taken

at the same axial location of the shock tube. Because of the sidewall mounting location,

the pressure transducer is susceptible to the boundary layer effects discussed in Sec. 2.3.

As a result, although the relative changes in pressure are accurate, the overall magnitude

of the pressure measurement can sometimes deviate from the pressure obtained from shock

relations (using the measured incident shock velocity). As shock relations are known to

provide well-known conditions, assuming non-ideal effects are accounted for (relaxation,
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attenuation, etc.), it is acceptable to simply use the measured pressure trace for relative

changes in the test section. In other words, the pressure obtained from the Kistler 601B1

(at the moment the reflected shock wave passes) can be anchored to the pressure obtained

from shock relations P5. The measured pressure trace can then be used to determine any

thermodynamic changes in the test section attributed to dP∗/dt or wave interactions.

The signal for the Kistler 601B1 is routed through a charge amplifier (Kistler 5018A),

which enables the sensor to operate over a wide range of pressures (sub-atmospheric–15 ksi)

with an uncertainty of 0.18% of the measurement. Additionally, the Kistler 601B1 has a

rise time of 2 µs, which is sufficient for the majority of experiments; however, this may

be insufficient to capture chemical/physical phenomena with shorter time scales. To make

measurements, the Kistler 601B1 uses a quartz sensing element, which are ideally suited for

dynamic pressure measurements. As a result, the sensor cannot perform truly static pressure

measurements, which, for shock tube experiments, means the initial pressure in the driven

section, P1, must be added to the measured values.
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Figure D.14: Representative pressure traces obtained from the Kistler 601B1 sensor demon-

strating acoustic resonance when a recess-mounted configuration is used
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To protect the sensor from the high temperatures created in the reflected shock region,

a layer of room-temperature-vulcanizing (RTV) silicone (Permatex 81160) is added on the

diaphragm of the sensor. This is done by mounting the sensor in a Kistler Series 223B

Standard Short Adapter, which leaves a recess for the RTV to be added. The sensor assembly

(Kistler 601B1 + Series 223B adapter) is then mounted into a shock tube port plug, as shown

in Fig. D.14, and the RTV is flush with the shock tube ID. Please note that both RTV

application and the port plug mount design can cause artifacts in the measured pressure

trace. As a result, the RTV may have to be removed and re-applied more than once.

Regarding the port plug mount, the best results were obtained when the sensor assembly

was flush with the ID of the shock tube. If an additional recess is created in the port plug,

acoustic resonance may occur (organ pipe effect), as seen in Fig. D.14.

D.6.4 Mixture preparation

Gas mixtures for the high-enthalpy shock tube are barometrically prepared in an agitated

mixing tank rated up to 1000 psia–the design of which is described in Appendix H. As seen

in Fig. D.18, the shock tube manifold provides access to multiple gas sources, two Baratron

capacitance manometers (1 torr and 1000 torr), and a high pressure (250 psia) Setra 225G

pressure transducer. Using Dalton’s law of partial pressures, mixtures containing multiple

species can be easily prepared.

PMT =
n∑
i

PMTXi (D.17)

Here, PMT is the final mixing tank pressure and Xi is mole fraction of species i. To prepare

a mixture, the following steps can be taken–note valve descriptions refer to the P&ID in Fig.

D.18:

1. Ensure all valves on the shock tube manifold are closed

2. Isolate the shock tube manifold from the shock tube itself by closing ST1 and ST2

278



3. Open the Setra 225G using SET1

4. Open the mixing tank ball valve, MT2

5. Slowly open the mixing tank needle valve, MT1–ensuring that the Setra 225G does

not over-pressure (250 psia)

6. If mixing tank pressure <250 psia, fully open MT1

7. Vacuum out the shock tube manifold and the mixing tank by fully opening VAC1

8. Once the Setra 225G reads <19 psia, slowly open the 1000 torr Baratron via BAR1

9. Once the 1000 torr Baratron reads <1 torr, slowly open the 1 torr Baratron via BAR2

10. Wait until a desired ultimate vacuum is achieved (typically <5 mtorr)–note, depending

on the initial pressure, this step may take several hours

11. Once ultimate vacuum is achieved, close the vacuum and the 1 torr Baratron via VAC1

and BAR2

12. Begin filling (slowly) the mixing tank with the first gas via SG2, SG3, SG4, TG, etc.–

this step assumes the gas lines needed for the mixture have been previously vacuumed

and pressurized up to the shock tube manifold needle valves. To minimize uncer-

tainty in the mixture preparation, it is often desirable to fill gases in order of lowest

concentration to highest.

13. As a cautionary note: gas filling should be done slowly. The temperature of the gas

will change as its compressed in the mixing tank, which can result in inaccurate partial

pressures (mole fractions) once it cools. Additionally, compressed gas cylinders often

contain supercritical fluids; therefore, rapid expansions can cause rapid cooling/icing

of the fluid lines

14. Once the desired pressure is achieved on the 1000 torr Baratron, close the fill line (SG2,

SG3, SG4, TG, etc.)
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15. Close the mixing tank ball valve, MT2

16. Vacuum out the shock tube manifold (up to MT2) using VAC1

17. Once the 1000 torr Baratron reads <1 torr, slowly open the 1 torr Baratron via BAR2

18. Once desired ultimate pressure is achieved (typically <5 mtorr), close VAC1 and BAR2

19. With the 1000 torr Baratron open, pressurize the shock tube manifold with the second

gas (SG2, SG3, SG4, TG, etc.) at some pressure higher than the current mixing tank

pressure–be very careful not to over-pressurize the Baratron

20. Slowly open the mixing tank, MT2

21. Continue to fill the mixing tank with the second gas (SG2, SG3, SG4, TG, etc.)

22. Repeat Steps 14–21 until the desired mixture is achieved

Note it is often desirable to prepare mixtures at pressures no higher than 1000 torr as the

Baratron capacitance manometers have a much lower uncertainty than the Setra 225G. Any

mixture uncertainty ultimately propagates into uncertainty in the calculated thermodynamic

conditions obtained from shock relations (shock speed). Regardless, mixtures at pressures

higher than 1000 torr are sometimes needed, in which case, the Setra 225G must be used. To

determine the desired mixing tank pressure PMT, it is convenient to calculate either: (1) the

number of shocks Nshocks the mixing tank volume VMT would yield if filling the shock tube

driven section VST to some pressure P1 or (2) the minimum mixing tank pressure PMT to fill

the driven section volume VST to some pressure P1 for a single experiment.

Nshocks =
VMT

VST

T1

TMT

(
PMT

P1

− 1

)
(D.18)

PMT = P1

(
VST

VMT

TMT

T1

+ 1

)
(D.19)
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The volumes for the different shock tube configurations, as well as the mixing tank, are given

in Table D.7.

Table D.7: Volumes for the high-enthalpy shock tube configurations and mixing tank

Configuration
Driver Driven Mixing Tank

[L] [L] [L]

1 13.08 40.81 11.10
2 50.40 40.81 11.10
3 41.14 50.07 11.10

D.6.5 Data acquisition

Depending on the desired sample rates and bandwidths, data on the high-enthalpy shock

tube can be recorded on various data acquisition devices. For example, the five time-of-

arrival sensors described previously are recorded on a National Instruments (NI) PXI-6133

multifunction I/O module. The PXI-6133 module provides 8 analog input channels with

14-bit resolution and a maximum sample rate of 2.5 MS/s per channel, which was found to

be sufficient for capturing shock wave time-of-arrival. The PXI-6133 module is accessed via

a NI PXIe-1073 chassis and a NI BNC-2090A rack mount connector. It should be noted that

the PXI-6133 module is typically used for conducting differential-type measurements and, as

a result, modifications must be made for measuring floating signal sources. A floating signal

source is not connected in any way to the building ground system, such as the time-of-arrival

sensors, but has an isolated ground-reference point. To conduct these measurements, the

ground reference of a floating source signal must be tied to the ground of the data acquisition

device to establish a local or on-device reference for the signal. This procedure must be done

within the BNC-2090A rack mount connector, which interfaces with the PXI-6133 module.

Fig. D.15 shows the onboard components for a differential analog input channel within

the BNC-2090A rack mount. To properly ground the time-of-arrival sensors, a 10 MΩ and

a 68 kΩ resistor had to be installed into component A (R32) and component B (R31),
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Figure D.15: Differential mode onboard components for analog input channel 0 (AI0)

respectively. These resistor values were found to be adequate enough to properly ground

the floating sources, while still providing adequate signal. For example, if the resistance on

component A (R32) is too low, the measurement signal will either always read the ground

signal (due to being connected to AI GND via component A) or be too low. If the resistance

on component A (R32) is too low the floating signal can build a charge and continue to

float. The aforementioned procedure was applied to the five analog input channels used for

measuring time-of-arrival data.

In addition to the PXI-6133 module, the PXIe-1073 chassis also has a PXI-6115 module,

which provides 4 analog inputs with 12-bit resolution and 10 MS/s per channel. Unlike the

PXI-6133 module, the PXI-6115 module measures pseudo-differential signals and, therefore,

does not have the same issue with floating signal sources described above. When higher

sample rates and bandwidths are desired, data is measured using either: (1) a PicoScope

4000 series with 8 analog input channels, a 20 MHz bandwidth, and a maximum samples

rate of 80 MS/s, (2) a PicoScope 5000 series with 2 analog input channels, a 200 MHz

bandwidth, and a maximum sample rate of 1 GS/s, or (3) a Tektronix 4 Series with 2

analog input channels, a 250 MHz bandwidth, and a maximum sample rate of 6.25 GS/s.

Important to note is that as sample rate increases, bit-resolution often decreases; therefore,
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a trade-off must be made between the two. Additionally, to ensure pressure and optical

measurements are in-sync during an experiment, it is desirable to record data using the

same acquisition system, if possible. Otherwise, additional steps must be taken to ensure

the timing of experimental events (incident shock arrival, reflected shock arrival, test time,

etc.) across different data acquisition devices is the same.

D.6.6 Extended test times

As described in Sec. 2.3.5 and Sec. 2.3.6, the use of driver extensions, driver inserts, and

driver gas tailoring are commonly used methods for mitigating non-ideal wave interactions

and extending reflected shock test times. Combinations of these techniques have been suc-

cessfully used to obtain test times as long as 25 ms at 640 K on the high-enthalpy shock tube

facility, as seen in Fig. 2.15. To determine the driver gas tailoring condition, the following

relationship must be satisfied [103]:

γ4M1T3

γ1M4T2

=

(
1 +

γ4 + 1

γ4 − 1

P5

P2

)(
2γ4

γ4 − 1

)
(

1 +
γ1 + 1

γ1 − 1

P5

P2

)(
2γ1

γ1 − 1

)

(

2

γ1 − 1

)
(

2

γ4 − 1

)


2

(D.20)

For a given driven gas (M1, γ1), initial gas temperatures (T4 and T1), and a desired shock

strength (P5/P2) (i.e. temperature T5), Eq. D.20 can be satisfied by varying the driver gas

composition (M4, γ4). This is illustrated in Fig. D.16, which shows the driver gas tailoring

condition for He and N2 mixtures over a range of reflected shock temperatures (T5). As

shown in Fig. D.16, as reflected shock temperature increases, more helium is required in the

driver gas composition to satisfy the tailored condition. He and N2 are commonly used for

driver gas mixtures; however, tailoring can be achieved with various gas combinations, as

shown by [103]. In practice, driver gas mixtures can either be ordered or made in a mixing

tank per the procedure listed in Sec. D.6.4. Achieving tailored conditions becomes more

difficult at high temperatures, where the sensitivity to the gas mixture composition increases.

As seen in Fig. D.16, as temperature increases, small changes in the driver gas composition
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Figure D.16: Driver gas tailoring conditions for He and N2 driver gas mixtures and Ar as

the driven gas

can lead to large changes in the corresponding reflected shock temperature. As a result, it is

beneficial to understand how mixtures should be modified. If the reflected shock test time

ends due to a pressure increase (shock wave), the molecular weight of the mixture is too high;

therefore, more of the lighter gas must be added. If the reflected shock test time ends due to

a pressure decrease (expansion wave), the opposite is true and more of the heavy gas must

be added. Additionally, from Fig. D.16, it is evident there exist test conditions–namely very

low temperatures (T5 < 550 K) and very high temperatures (T5 > 3200 K)–for He/N2 driver

gas combinations where tailoring is not possible. Extending test times at high temperature,

where tailoring is not possible, is achieved by extending the driven section, as discussed in

Sec. D.1.1. This motivated Configuration 3 of the high-enthalpy shock tube facility.
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In addition to using tailored driver gases for extended test times, the high-enthalpy

shock tube can be used with variable-area driver inserts to mitigate any non-ideal dP5/dt

present in the measured pressure trace. The driver inserts act as area changes and partially

reflect expansion waves back towards the test section. The driver inserts used in the high-

enthalpy shock tube are considered positive inserts and were manufactured out of PVC rods,

consisting of multiple 3–6 in. sections of varying diameters from 1–2.5 in., as shown in Fig.

D.17. Negative inserts involve the use of hollow cylinders, as opposed to rods, to introduce

an area change. The inserts in the straight portion of the shock tube are supported by a

1/2 in. threaded rod and additional cross supports (shown in red) to maintain the insert

assembly concentric with the tube. The inserts in the U-extension are attached to a nylon

rope, which attaches to either of the straight portions via an eye bolt. In using driver inserts,

the two main parameters are the location (distance from diaphragm) and size (diameter),

which will vary depending on the desired test conditions (T5, P5). The insert location will

determine how soon the expansion waves are partially reflected back to the test section. The

closer the driver inserts are to the diaphragm, the sooner the partially reflected expansion

waves are transmitted. As a result, the location should be chosen such that the partially

reflected expansion waves arrive at the desired time during the test. The optimum location

can be estimated by the use of x-t diagrams using the WiSTL code described in Sec. D.1.1.

Producing an x-t diagram with the driver endwall location changed to the location of the

first driver insert can be used to estimate the arrival time of the first reflected expansion

wave. Typically, as the reflected shock temperature increase, the insert will have to sit

closer to the diaphragm. The second parameter that can be modified is the diameter of

the insert. A larger diameter insert will reflect more of the expansion wave and cause a

larger pressure decrease in the test section. This is desirable when dP5/dt is high, as can

happen at higher temperatures and/or pressures. Proper insert configurations for given

thermodynamic conditions can be estimated with the help of numerical calculations but are

often simply determined through trial and error.
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D.6.7 Piping and instrumentation diagram (P&ID)

The piping and instrumentation diagram for the high-enthalpy shock tube facility is shown

in Fig. D.18. Please note hardware/plumbing/instrumentation may have changed since the

writing of this dissertation. For the most up-to-date schematic, please contact appropriate

personnel in the Laser Spectroscopy and Gas Dynamics Laboratory at UCLA.

D.6.8 Standard operating procedure (SOP)

This section describes the standard operating procedure (SOP) for the high-enthalpy shock

tube facility at UCLA. These steps are accurate for the equipment installed on the facility

at the time of this writing. In general, new operators should first check with appropriate

personnel prior to operating any equipment.

1. Change out diaphragm and close the breech canister

2. Close Driven Vent and Driver Vent

3. Open Driven Roughing Pump and Driver Roughing Pump

4. Open Vacuum needle valve when driver/driven pressure: ∼0 psia on Setra 225G

5. When vacuum stabilizes, close Vacuum needle valve

6. If only using Roughing Pump:

a. Pump down until ultimate vacuum achieved

b. Check leak rate:

i. Close Poppet Valve

ii. Close Driven Roughing Pump and Driver Roughing Pump

iii. Observe leak rate on 1 torr Baratron for 2 minutes

c. Open Driven Roughing Pump and Driver Roughing Pump

d. Open Poppet Valve and Vacuum needle valve

e. When vacuum stabilizes, close Vacuum needle valve
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f. When vacuum stabilizes, close Poppet Valve

g. Close Driver Roughing Pump and Driven Roughing Pump

7. If using Roughing Pump and Turbo Pump:

a. If not already on, start turbo pump using turbo pump controller

b. Check pressure on 1 torr Baratron and ensure it is ≤ 25 mtorr

c. Close Driven Roughing Pump

d. Open Turbo Pump valve

e. Pump down until ultimate vacuum achieved

f. Check leak rate:

i. Close Turbo Pump Valve

ii. Close Poppet Valve and Driver Roughing Pump

iii. Observe leak rate on 1 torr Baratron for 2 minutes

g. if ≤ 25 mtorr: open Driver Roughing Pump, Poppet Valve, and Turbo Pump valve

h. if ≥ 25 mtorr: open Driver Roughing Pump, Poppet Valve, Driven Roughing

Pump, and Vacuum needle valve–return to Step 5 without checking leak

rate

i. When vacuum stabilizes, close Poppet Valve

j. Close Turbo Pump valve and Driver Roughing Pump

8. Fill driven section with test gas (SG2 /SG3 /SG4 /TG2 /O2 /MT )–use Vacuum needle

valve if needed

9. Close ST1, ST2, and Baratron/Setra 225G valves

10. Get DAQ program running and prepare for measurement

11. If using polycarbonate diaphragm:

a. Make sure high-pressure driver regulator is disengaged
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b. Make sure driver bleed line is closed

c. Make sure Driver Fill needle valve is closed and 3-way Driver/Bellows valve is

pointing towards Driver

d. Make sure 3-way Driver/Detonation Tube valve is pointing towards Driver

e. Fully open driver gas cylinder–the high-pressure driver regulator should now read

the cylinder pressure

f. Engage the regulator and pressurize gas to ∼500 psig above expected burst

pressure–do not exceed 2800 psig

g. Make sure Driver Fill valve on the panel is open

h. Open Driver Fill needle valve to rupture diaphragm

i. Close Driver Fill needle valve when diaphragm ruptures

12. If using metal diaphragm:

a. Make sure high-pressure driver regulator is disengaged

b. Make sure driver bleed line is closed

c. Make sure Driver Fill valve on both the main panel and remote panel is closed

d. Make sure 3-way Driver/Bellows valve is pointing towards Driver

e. Make sure 3-way Driver/Detonation Tube valve is pointing towards Driver

f. Fully open driver gas cylinder–the high-pressure driver regulator should now read

the cylinder pressure

g. Fully open Driver Fill needle valve

h. Engage the regulator and pressurize gas to ∼500 psig above expected burst

pressure–do not exceed 2800 psig

i. Remotely operate the shock tube from the remote panel and behind the blast

shield

j. Open Driver Fill valve on remote panel to rupture diaphragm
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k. Close Driver Fill valve on remote panel when diaphragm ruptures

l. Open Driven Vent and Driver Vent on remote panel

m. When shock tube pressure < 100 psia, close Driven Vent and Driver Vent on

remote panel and approach shock tube

13. If working with inert gases and shock tube pressure >14 psia:

a. Open Driven Vent and Driver Vent on main panel

b. Open Setra 225G on the shock tube manifold

c. Open ST1 and ST2

d. Ensure the Setra 225G on the shock tube manifold and the Setra 225G on the

driver section read the same pressure

e. Once tube is ∼14 psia, open Breech Canister

f. Once tube is physically open to atmosphere, open Cross Vent on the main panel

g. Wait ∼1 minute to equalize pressure behind the poppet valve and then open

Poppet Valve on main panel

14. If working with inert gases and shock tube pressure <14 psia:

a. Open Setra 225G on the shock tube manifold

b. Open ST1 and ST2

c. Ensure the Setra 225G on the shock tube manifold and the Setra 225G on the

driver section read the same pressure

d. Fill tube with inert gas (Ar, N2, He) via SG2 /SG3 until tube pressure ∼15 psia

e. Open Driven Vent and Driver Vent on main panel

f. Once tube is ∼14 psia, open Breech Canister

g. Once tube is physically open to atmosphere, open Cross Vent on the main panel
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h. Wait ∼1 minute to equalize pressure behind the poppet valve and then open

Poppet Valve on main panel

15. If working with toxic gases and shock tube pressure >14 psia:

a. Open Driven Vent and Driver Vent on main panel

b. Open Setra 225G on the shock tube manifold

c. Open ST1 and ST2

d. Ensure the Setra 225G on the shock tube manifold and the Setra 225G on the

driver section read the same pressure

e. Once tube is ∼14 psia, close Driven Vent and Driver Vent on main panel

f. Open Driver Roughing Pump and Vacuum needle valve

g. Once tube pressure <10 psia, close Driver Roughing Pump and Vacuum needle

valve

h. Open Cross Vent on the main panel

i. Wait ∼1 minute to equalize pressure behind the poppet valve and then open

Poppet Valve on main panel

j. Open Driver Roughing Pump, Driven Roughing Pump, and Vacuum needle valve

k. Open 1000 torr Baratron

l. When pressure <1 torr, open 1 torr Baratron

m. Vacuum tube down until ∼10 mtorr

n. Close 1 torr Baratron and 1000 torr Baratron

o. Close Poppet Valve, Driver Roughing Pump, Driven Roughing Pump, and Vacuum

needle valve

p. If toxic gas in the shock tube is greater than acceptable, dilute the gas in the tube

even further
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i. Fill tube with inert gas (Ar/He/N2) via SG2 /SG3 until tube pressure: ∼10

psia

ii. Return to Step 15h above

q. If toxic gas in the shock tube is sufficiently low, fill tube with inert gas (Ar/He/N2)

via SG2 /SG3 until tube pressure: ∼15 psia

r. Open Driven Vent and Driver Vent on main panel

s. Once tube is ∼14 psia, open Breech Canister

t. Once tube is physically open to atmosphere, open Cross Vent on the main panel

u. Wait ∼1 minute to equalize pressure behind the poppet valve and then open

Poppet Valve on main panel

16. If working with toxic gases and shock tube pressure <14 psia:

a. Open Setra 225G on the shock tube manifold

b. Open ST1 and ST2

c. Ensure the Setra 225G on the shock tube manifold and the Setra 225G on the

driver section read the same pressure

d. Open 1000 torr Baratron

e. Open Cross Vent on the main panel

f. Wait ∼1 minute to equalize pressure behind the poppet valve and then open

Poppet Valve on main panel

g. Open Driver Roughing Pump, Driven Roughing Pump, and Vacuum needle valve

h. When pressure <1 torr, open 1 torr Baratron

i. Vacuum tube down until ∼10 mtorr

j. Close 1 torr Baratron and 1000 torr Baratron

k. Close Poppet Valve, Driver Roughing Pump, Driven Roughing Pump, and Vacuum

needle valve
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l. If toxic gas in the shock tube is greater than acceptable, dilute the gas in the tube

even further

i. Fill tube with inert gas (Ar/He/N2) via SG2 /SG3 until tube pressure: ∼10

psia

ii. Return to Step 16e above

m. If toxic gas in the shock tube is sufficiently low, fill tube with inert gas (Ar/He/N2)

via SG2 /SG3 until tube pressure: ∼15 psia

n. Open Driven Vent and Driver Vent on main panel

o. Once tube is ∼14 psia, open Breech Canister

p. Once tube is physically open to atmosphere, open Cross Vent on the main panel

q. Wait ∼1 minute to equalize pressure behind the poppet valve and then open

Poppet Valve on main panel
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APPENDIX E

Numerical scripts

This appendix provides some example codes used throughout this dissertation, including

MATLAB scripts to solve for the thermodynamic conditions behind incident and reflected

shock conditions using a FROzen SHock (FROSH) solver [64], MATLAB scripts to solve

for the relaxation matrix W used to model line-mixing effects with the modified-exponential

gap law, and a G-code for programming a 3-axis CNC mill used to score metal diaphragms.

E.1 Calculating post-shock thermodynamic conditions

1 c l c ;

2 c l e a r ;

3 c l o s e a l l ;

4 format longG ;

5 warning ( ’ o f f ’ , ’ a l l ’ )

6 addpath ( ’ . . / . . / . . /MATLAB Library ’ )

7

8 %% INPUTS

9 run = 825 ; %run number

10 date = 091520; %date data was taken − used to f i n d f o l d e r in

d i r e c t o r y

11 Uis = ’ ac tua l ’ ; %ac tua l / low/ high − Uis = Uis +/− U measured std

12

13 %Save/ Plot / Import
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14 p lo t output = ’ yes ’ ; %yes /no − p lo t output data

15 s a v e p l o t = ’ no ’ ; %yes /no − save p l o t s

16 save output = ’ no ’ ; %yes /no − save output data

17 import input = ’ no ’ ; %yes /no − import inputs from prev ious runs

18

19 %ToA/Experiment Locat ion

20 i ndex toa = [7541 8017 8496 8979 9 4 5 8 ] ; %i f index == 0 then ToA

automat i ca l l y c a l c u l a t e d

21 t e s t t i m e = [260388 309037 ] ;

22

23 %Thermodynamic/Gas Condit ions

24 P1 = 2 9 . 9 ; %t o r r − i n i t i a l dr iven pr e s su r e

25 T1 = 2 9 6 . 4 5 ; %K − i n i t i a l dr iven temperature

26

27 s p e c i e s d r i v e n = { ’Ar ’ } ; %array o f s p e c i e s in dr iven gas

28 X driven = [ 1 . 0 ] ; %vec to r o f dr iven gas mole f r a c t i o n s

29 soln method = ’FE ’ ; %s p e c i f i e s EE, FE, or FF s o l u t i o n method

30 n a s a f i l e = ’ sandiaSmal l . dat ’ ; %s t r i n g name o f ∗ . dat f i l e

conta in ing NASA polynomial c o e f f i c i e n t s

31

32 %DAQ Data

33 SR meas = 1E7 ; %sample ra t e on PXI 6115

34 SR dynasen = 2 .5E6 ; %sample ra t e on PXI 6133

35 samples meas = 1E7 ; %number o f samples on PXI 6115

36 samples dynasen = 1.25E4 ; %number o f samples on PXI 6133

37 pr e t r i gg e r dyna s en = 20 ; %number o f p r e t r i g g e r samples on PXI 6133

38 k i s t l e r s c a l i n g = 0 . 5 ; %bar/V − s c a l i n g on 5018 Charge Amp

39
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40 %% CHECK INPUTS

41 f p r i n t f ( ’ Checking Input\n ’ )

42

43 i f strcmp ( import input , ’ yes ’ )

44 load ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/ Plot s /run%d therm inputs . mat ’ , date ,

run ) , ’−regexp ’ , ’ ˆ ( ? ! ( ) $ ) . ’ )

45 end

46

47 i f strcmp ( save output , ’ yes ’ )

48 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/ Plot s /run%d therm inputs . mat ’ , date ,

run ) , ’−regexp ’ , ’ ˆ ( ? ! ( import input | p o s t p r o c e s s |

save output | s a v e p l o t | p lo t output | Uis | soln method ) $ ) . ’ )

49 end

50

51 %% READING DYNASEN TIME OF ARRIVAL DATA

52 f p r i n t f ( ’ Reading Dynasen Time o f Ar r i va l Data\n ’ )

53

54 dynasen meas = dlmread ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /

Data/HEST/ Experimental Data/%06d/Raw Data/Dynasen Measurement %

d . dat ’ , date , run ) , ’\ t ’ , 0 , 0 ) ; %NI PXIe−1073

55 t e s t s e c t i o n m e a s = dlmread ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab

Share /Data/HEST/ Experimental Data/%06d/Raw Data/

TestSect ion Measurement %d . txt ’ , date , run ) , ’\ t ’ , 7 , 1 ) ; %PicoScope

4000 S e r i e s

56 %t e s t s e c t i o n m e a s = dlmread ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab

Share /Data/HEST/ Experimental Data/%06d/Raw Data/Measurement %d .
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dat ’ , date , run ) , ’\ t ’ , 0 , 0 ) ; %NI PXIe−1073

57

58 dynasen s i gna l = dynasen meas − repmat (mean( dynasen meas ( 1 : 2 0 0 0 , : )

) , s i z e ( dynasen meas , 1 ) ,1 ) ; %background subt ra c t i on

59 k i s t l e r s i g n a l = t e s t s e c t i o n m e a s ( : , 1 ) − mean( t e s t s e c t i o n m e a s ( 1 : 5

E5 , 1 ) ) ; %200000 background subt ra c t i on

60 k i s t l e r p r e s s u r e = ( k i s t l e r s i g n a l ∗ k i s t l e r s c a l i n g ) /1.01325 + (P1

/760) ; %atm − K i s t l e r p r e s su r e

61

62 t ime to ta l dynasen= samples dynasen /SR dynasen ; %s − t o t a l

measurement time

63 t ime div dynasen = t ime to ta l dynasen / samples dynasen ; %s − time

increment

64 t ime dynasen = ( 0 : t ime div dynasen : t ime tota l dynasen−

t ime div dynasen ) ’∗1000000 ; %? s − time matrix

65 samp le s to ta l dynasen = 1 : 1 : samples dynasen ;

66

67 t ime to ta l meas = samples meas /SR meas ; %s − t o t a l measurement

time

68 t ime div meas = t ime to ta l meas / samples meas ; %s − time increment

69 time meas = ( 0 : t ime div meas : t ime tota l meas−t ime div meas )

’∗1000000 ; %microseconds − time matrix

70 sample s to ta l meas = 1 : 1 : samples meas ;

71

72 %FFT f i l t e r

73 %[ detector meas , f meas , y meas , y2 meas ] = f f t f ( time meas

/1000000 , detector meas ) ;
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74 %[ detector back , f back , y back , y2 back ] = f f t f ( time meas

/1000000 , de t ec to r back ) ;

75

76 %% CALCULATING TIME OF ARRIVAL DATA

77 f p r i n t f ( ’ Ca l cu l a t ing Inc iden t Shock Ve loc i ty \n ’ )

78

79 %Plot Raw Dynasen Shock Traces

80 i f strcmp ( p lot output , ’ yes ’ ) | | strcmp ( save p lo t , ’ yes ’ )

81 s e t (0 , ’ DefaultFigureWindowStyle ’ , ’ docked ’ )

82 f i g u r e (1 )

83 p lo t ( sample s tota l dynasen , dynasen s i gna l )

84 l egend ( ’ Dynasen 1 ’ , ’ Dynasen 2 ’ , ’ Dynasen 3 ’ , ’ Dynasen 4 ’ , ’

Dynasen 5 ’ , ’ Locat ion ’ , ’ northwest ’ )

85 l egend boxo f f

86 x l a b e l ’ Index No . ’

87 y l a b e l ’ D i f f e r e n t i a l Voltage , V ’

88 xlim ( [ 0 l ength ( sample s to ta l dynasen ) ] )

89 end

90

91 i f strcmp ( save p lo t , ’ yes ’ )

92 s a v e f i g ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/ Plot s /run%d Figure1 ToA raw . f i g ’ ,

date , run ) )

93 end

94

95 f o r i = 1 : l ength ( index toa )

96 mfnc = mean( dynasen s i gna l ( 1 : p r e t r i gge r dynasen , 1 ) ) ;

97 s f n c = std ( dynasen s i gna l ( 1 : p r e t r i gge r dynasen , 1 ) ) ;
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98 i f i ndex toa ( i ) == 0

99 i ndex toa ( i ) = cusum ( dynasen s i gna l ( : , i ) , 10 ,1 , mfnc , s f n c ) ;

100 end

101 toa ( i ) = time dynasen ( index toa ( i ) ) ;

102 end

103

104 l ength dynasen = [16 16 16 1 5 . 7 6 3 ] ; %inche s − d i s t ance between

each Dynasen senso r

105 Uis meas = ( length dynasen . / d i f f ( toa /1000000) ) ∗0 . 0254 ; %m/ s −

i n c i d e n t shock speed − conver s i on from in / s to m/ s

106 d i s t anc e endwa l l = [ 5 9 . 5 5 43 .55 27 .55 1 1 . 6 6 8 5 ] ∗ 2 5 . 4 ; %mm −

v e l o c i t y d i s t anc e from endwal l − conver s i on from in to mm

107 U meas distance = [16 16 1 5 . 8 8 1 5 ] ; %in − d i s t ance t r a v e l l e d

between each v e l o c i t y measurement

108

109 %Error Propogation

110 d e l t a d i s t a n c e = [1/16 1/16 1/16 1 / 1 6 ] ; %in − e r r o r in Dynasen

l o c a t i o n s − conver s i on from in to mm

111 d e l t a t = [3/ SR dynasen 3/ SR dynasen 3/ SR dynasen 3/ SR dynasen ] ; %

s − e r r o r in ToA l o c a t i o n

112 delta U = Uis meas .∗ s q r t ( ( d e l t a d i s t a n c e . / length dynasen ) . ˆ2 + (

d e l t a t . / d i f f ( toa /1000000) ) . ˆ 2 ) ; %m/ s − e r r o r in v e l o c i t y

measurements

113

114 [ Ui s meas int , Uis meas s lope , s igma int , s i gma s lope ] = y o r k f i t (

d i s tance endwa l l , Uis meas , d e l t a d i s t a n c e ∗25 .4 , de l ta U ) ;

115 d i s t a n c e f i t = l i n s p a c e (0 , 1600) ;

116 U i s f i t = Uis meas s lope ∗ d i s t a n c e f i t + Uis meas in t ;
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117 U i s e r r o r = ( s i gma in t / Ui s meas in t ) ∗100 ;

118 at tenuat ion = ( d i f f ( Uis meas ) . / Uis meas ( 1 : 3 ) ) . / ( U meas distance

∗0 .0254) ;

119 at tenuat ion = mean( at t enuat ion ) ∗100 ;

120

121 i f strcmp ( Uis , ’ a c tua l ’ )

122 Uis = U i s f i t (1 ) ;

123 e l s e i f strcmp ( Uis , ’ high ’ )

124 Uis = U i s f i t (1 ) + s igma int ;

125 e l s e i f strcmp ( Uis , ’ low ’ )

126 Uis = U i s f i t (1 ) − s i gma in t ;

127 end

128

129 %Plot Dynasen Shock Traces

130 i f strcmp ( p lot output , ’ yes ’ ) | | strcmp ( save p lo t , ’ yes ’ )

131 f i g u r e (2 )

132 p lo t ( time dynasen , dynasen s i gna l )

133 hold on

134 l egend ( ’ Dynasen 1 ’ , ’ Dynasen 2 ’ , ’ Dynasen 3 ’ , ’ Dynasen 4 ’ , ’

Dynasen 5 ’ , ’ Locat ion ’ , ’ northwest ’ )

135 l egend boxo f f

136 x l a b e l ’Time , \mus ’

137 y l a b e l ’ D i f f e r e n t i a l Voltage , V ’

138

139 %Plot Time o f Ar r i va l Locat ions

140 f o r i = 1 : l ength ( index toa )

141 p lo t ( toa ( i ) , dynasen s i gna l ( index toa ( i ) , i ) , ’ ∗ r ’ )

142 end

303



143 end

144

145 i f strcmp ( save p lo t , ’ yes ’ )

146 s a v e f i g ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/ Plot s /run%d Figure2 ToA . f i g ’ , date ,

run ) )

147 end

148

149 %Plot Inc iden t Shock Ve loc i ty Attentuat ion

150 i f strcmp ( p lot output , ’ yes ’ ) | | strcmp ( save p lo t , ’ yes ’ )

151 f i g u r e (3 )

152 Plot 1 = p lo t ( d i s tance endwa l l , Uis meas , ’ ∗ r ’ ) ;

153 hold on

154 %herro rbar ( d i s tance endwa l l , Uis meas , d e l t a d i s t a n c e ∗25 . 4 , ’ r . ’ )

155 e r r o rba r ( d i s tance endwa l l , Uis meas , delta U , ’ r . ’ )

156 Plot 2 = p lo t ( d i s t a n c e f i t , U i s f i t , ’ b ’ ) ;

157 Plot 3 = p lo t ( d i s t a n c e f i t , U i s f i t+s igma int , ’−−b ’ ) ;

158 p lo t ( d i s t a n c e f i t , U i s f i t−s igma int , ’−−b ’ )

159 l egend ( [ P lo t 1 P lo t 2 P lot 3 ] , ’ Measured ’ , ’ Best Fi t ’ , ’

Standard Deviat ion ’ , ’ Locat ion ’ , ’ northwest ’ )

160 l egend boxo f f

161 s t r = s p r i n t f ( ’ Attenuation = %0.2 f%%/m \nError at Endwall =

%0.2 f%%’ , abs ( a t t enuat ion ) , U i s e r r o r ) ;

162 annotat ion ( ’ textbox ’ , ’ S t r ing ’ , s t r , ’ L ineSty l e ’ , ’ none ’ , ’

Po s i t i on ’ , [ . 6 5 . 65 0 .25 0 . 2 5 ] )

163 x l a b e l ’ Distance from Endwall , mm’

164 y l a b e l ’ In c id en t Shock Veloc i ty , m/ s ’

165 ylim ( [ Uis−4∗ s i gma int Uis meas (1 )+4∗ s i gma in t ] )
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166 end

167

168 i f strcmp ( save p lo t , ’ yes ’ )

169 s a v e f i g ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/ Plot s /run%d Figure3 ShockAttenuat ion

. f i g ’ , date , run ) )

170 end

171

172 %% INITIAL COMPUTATIONS

173 f p r i n t f ( ’ Performing I n i t i a l Computations\n ’ )

174

175 % rename and CAPITALIZE s p e c i e s vec to r

176 s p e c i e s d r i v e n = upper ( s p e c i e s d r i v e n ) ;

177 % CAPITALIZE s o l u t i o n method

178 soln method = upper ( soln method ) ;

179 % The v e l o c i t y o f the t e s t gas r e l a t i v e to the shock in r eg i on 1 (

u1 ) i s

180 % equal to the i n c i d e n t shock v e l o c i t y ( Uis )

181 U1 = Uis ; % m/ s

182

183 %% FROSH

184 f p r i n t f ( ’ Running FROSH\n ’ )

185 [ Tout , Pout , rhoOut , gammaOut , VsoundOut , Mout , Urs , phi ] = f r o s h (

Uis , P1 , T1 , s p e c i e s d r i v e n , X driven , soln method , n a s a f i l e ) ;

186

187 %% ASSEMBLE OUTPUT VECTORS

188 f p r i n t f ( ’ Assembling Output Vectors \n ’ )

189
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190 T2 = Tout (1 ) ; %temperature in r eg i on 5 (K)

191 T5 = Tout (2 ) ; %temperature in r eg i on 5 (K)

192 P2 = Pout (1 ) ; %pre s su r e in r eg i on 5 (Pa)

193 P5 = Pout (2 ) ; %pre s su r e in r eg i on 5 (Pa)

194 rho1 = rhoOut (1 ) ; %dens i ty in r eg i on 1 ( kg/m3)

195 rho2 = rhoOut (2 ) ; %dens i ty in r eg i on 2 ( kg/m3)

196 rho5 = rhoOut (3 ) ; %dens i ty in r eg i on 5 ( kg/m3)

197 gamma1 = gammaOut(1 ) ; %cp5/cv5 in r eg i on 1

198 gamma2 = gammaOut(2 ) ; %cp5/cv5 in r eg i on 2

199 gamma5 = gammaOut(3 ) ; %cp5/cv5 in r eg i on 5

200 a1 = VsoundOut (1 ) ; %speed o f sound in r eg i on 1 (m/ s )

201 a2 = VsoundOut (2 ) ; %speed o f sound in r eg i on 2 (m/ s )

202 a5 = VsoundOut (3 ) ; %speed o f sound in r eg i on 5 (m/ s )

203 Mis = Mout (1 ) ; %Mach number o f i n c i d e n t shock

204 Mrs = Mout (2 ) ; %Mach number o f r e f l e c t e d shock

205

206 % change un i t s

207 P1 = P1/760 ; %t o r r to atm

208 P2 = P2/101325; %Pa to atm

209 P5 = P5/101325; %Pa to atm

210

211 % output ve c t o r s

212 T = [ T1 T2 T5 ] ; % K

213 P = [ P1 P2 P5 ] ; % atm

214 rho = [ rho1 rho2 rho5 ] ; % kg/m3

215 gamma = [ gamma1 gamma2 gamma5 ] ;

216 a = [ a1 a2 a5 ] ; % m/ s

217 M = [ Mis Mrs ] ; % m/ s
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218

219 %% EVALUATION KISTLER 601B1 PRESSURE TRACES

220 f p r i n t f ( ’ Evaluat ing K i s t l e r 601B1 Pressure Traces\n ’ )

221

222 %Plot K i s t l e r Pressure Traces Raw

223 i f strcmp ( p lot output , ’ yes ’ ) | | strcmp ( save p lo t , ’ yes ’ )

224 f i g u r e (4 )

225 p lo t ( k i s t l e r p r e s s u r e , ’ r ’ )

226 l egend ( ’ K i s t l e r 601B1 ’ , ’ Locat ion ’ , ’ nor theas t ’ )

227 l egend boxo f f

228 ylim ([−0.1 max( k i s t l e r p r e s s u r e ) ] )

229 x l a b e l ’ Index No . ’

230 y l a b e l ’ Pressure , atm ’

231 end

232

233 i f strcmp ( save p lo t , ’ yes ’ )

234 s a v e f i g ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/ Plot s /run%d F i g u r e 4 K i s t l e r r a w . f i g ’

, date , run ) )

235 end

236

237 %Plot K i s t l e r Pressure Traces

238 i f strcmp ( p lot output , ’ yes ’ ) | | strcmp ( save p lo t , ’ yes ’ )

239 f i g u r e (5 )

240 p lo t ( time meas , k i s t l e r p r e s s u r e , ’ r ’ )

241 hold on

242 p = p o l y f i t ( time meas ( t e s t t i m e (1 ) : t e s t t i m e (2 ) ) ,

k i s t l e r p r e s s u r e ( t e s t t i m e (1 ) : t e s t t i m e (2 ) ) , 1 ) ;
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243 dPdt = p (1) ∗ time meas ( t e s t t i m e (1 ) : t e s t t i m e (2 ) )+p (2) ;

244 p lo t ( time meas ( t e s t t i m e (1 ) : t e s t t i m e (2 ) ) , dPdt , ’ k−− ’ , ’

LineWidth ’ , 1 . 0 )

245 p lo t ( [ min ( time meas ) max( time meas ) ] , [ P2 P2 ] , ’b−− ’ , ’ LineWidth ’

, 1 . 0 )

246 p lo t ( [ min ( time meas ) max( time meas ) ] , [ P5 P5 ] , ’b−− ’ , ’ LineWidth ’

, 1 . 0 )

247 l egend ( ’ K i s t l e r 601B1 ’ , s p r i n t f ( ’dP/dt = %0.2 f%%/ms ’ ,100∗1000∗

p (1) / k i s t l e r p r e s s u r e ( t e s t t i m e (1 ) ) ) , ’ S imulat ion ’ , ’ Locat ion

’ , ’ no r theas t ’ )

248 l egend boxo f f

249 ylim ([−0.1 max( k i s t l e r p r e s s u r e ) ] )

250 x l a b e l ’Time , \mus ’

251 y l a b e l ’ Pressure , atm ’

252 end

253

254 i f strcmp ( save p lo t , ’ yes ’ )

255 s a v e f i g ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/ Plot s /run%d F i g u r e 5 K i s t l e r . f i g ’ ,

date , run ) )

256 end

257

258 Plot K i s t l e r Pressure Traces with FFT

259 i f strcmp ( p lot output , ’ yes ’ ) | | strcmp ( save p lo t , ’ yes ’ )

260 f i g u r e (6 )

261 FFT Y = f f t ( k i s t l e r s i g n a l ) ;

262 FFT P2 = abs (FFT Y/ samples meas ) ;

263 FFT P1 = FFT P2 ( 1 : samples meas /2+1) ;
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264 FFT P1 ( 2 : end−1) = 2∗FFT P1 ( 2 : end−1) ;

265 FFT f = SR meas ∗ ( 0 : ( samples meas /2) ) / samples meas ;

266 p lo t ( FFT f /1000 ,FFT P1 , ’ r ’ )

267 xlim ( [ 0 400 ] )

268 ylim ( [ 0 3E−3])

269 x l a b e l ( ’ S i gna l Frequency (kHz) ’ )

270 y l a b e l ( ’ |P1( f ) | ’ )

271 end

272

273 i f strcmp ( save p lo t , ’ yes ’ )

274 s a v e f i g ( s p r i n t f ( ’ . . / . . / Experimental Data/%06d/ Plot s /run%

d Figure6 Kist lerFFT . f i g ’ , date , run ) )

275 end

276

277 %% SAVE DATA

278 i f strcmp ( save output , ’ yes ’ )

279 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%

d SimulationTemperature . mat ’ , date , run ) , ’T ’ )

280 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%

d Simulat ionPres sure . mat ’ , date , run ) , ’P ’ )

281 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%d Simulat ionDens i ty

. mat ’ , date , run ) , ’ rho ’ )

282 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%

d S imu la t i onSpec i f i cHea t s . mat ’ , date , run ) , ’gamma ’ )
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283 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%

d SimulationSpeedOfSound . mat ’ , date , run ) , ’ a ’ )

284 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%d SimulationMachNo .

mat ’ , date , run ) , ’M’ )

285 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%d K i s t l e r P r e s s u r e .

mat ’ , date , run ) , ’ k i s t l e r p r e s s u r e ’ )

286 save ( s p r i n t f ( ’ . . / . . / . . / . . / . . / Spear r in Lab Share /Data/HEST/

Experimental Data/%06d/Post Process /run%d MeasurementTime .

mat ’ , date , run ) , ’ time meas ’ )

287 end
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E.2 Modeling spectroscopic line-mixing effects using the modified-

exponential gap (MEG) law

1 c l c ;

2 c l e a r a l l ;

3 c l o s e a l l ;

4 format longG ;

5 warning ( ’ o f f ’ , ’ a l l ’ )

6 addpath ( ’ . . / . . /MATLAB Library ’ )

7 s e t (0 , ’ DefaultFigureWindowStyle ’ , ’ docked ’ )

8 g l o b a l a4 k v f i t n rho d iag vo h c k T E lower gamma self T

gamma air T P s h i f t c o e f vo d iag P d i p o l e v range s im X gas

9

10 %% INPUTS

11 run = 260 ;

12 date = 110618;

13 save output = ’ no ’ ;

14 wn sh i f t = 0 . 0 ;

15

16 %Thermodynamic/Gas Condit ions

17 L = 1 0 . 3 2 ; %cm − pathlength o f measurement

18 MW = 27.994915 ; %g/mol − molecu lar weight o f gas

19 X gas = 1 . 0 ; %vec to r o f dr iven gas mole f r a c t i o n s

20

21 %Simulat ion Inputs

22 v s t a r t s i m = 4300 ; %cm−1 − s t a r t s imu la t i on f requency

23 v end sim = 4310 ; %cm−1 − end s imu la t i on f requency

24 v s ta r t meas = 4 3 0 2 . 5 ; %cm−1 − s t a r t measurement f requency

25 v end meas = 4 3 0 6 . 5 ; %cm−1 − end measurement f requency
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26 wing eva l = 10 ; %cm−1 − wavenumber range o f i n f l u e n c e

27 dv = 0 . 0 0 1 ; %cm−1 − f r equency r e s o l u t i o n f o r absorbance

28

29 %% IMPORTING SHOCK CONDITIONS FROM h e s t t h e r m s o l v r

30 f p r i n t f ( ’ Importing Data from h e s t t h e r m s o l v r \n ’ )

31 load ( s p r i n t f ( ’ . . / . . / High−Enthalpy Shock Tube/ Experimental Data/%06

d/Post Process /run%d Isentrop icTemperature . mat ’ , date , run ) )

32 load ( s p r i n t f ( ’ . . / . . / High−Enthalpy Shock Tube/ Experimental Data/%06

d/Post Process /run%d I s e n t r o p i c P r e s s u r e . mat ’ , date , run ) )

33 load ( s p r i n t f ( ’ . . / . . / High−Enthalpy Shock Tube/ Experimental Data/%06

d/Post Process /run%d absorbance . mat ’ , date , run ) )

34 load ( s p r i n t f ( ’ . . / . . / High−Enthalpy Shock Tube/ Experimental Data/%06

d/Post Process /run%d wn . mat ’ , date , run ) )

35 load ( s p r i n t f ( ’ . . / . . / High−Enthalpy Shock Tube/ Experimental Data/%06

d/Post Process /run%d wnShi ft . mat ’ , date , run ) )

36

37 P = P i s e n t r o p i c (1 ) ∗760 ; %Torr

38 T = T i s e n t r o p i c (1 ) ;

39 wn = v d e t e c t o r + v cen t e r + wn sh i f t ;

40

41 %Constants

42 h = 6.626068 e−34; %Planck ’ s Constant in mˆ2∗kg/ s

43 k = 1.3806504 e−23; %Boltzmann ’ s Constant ( J/K)

44 c = 2.99792458 e10 ; %Speed o f Light (cm/ s )

45

46 T0 = 296 ;

47 f i d = fopen ( ’ CO HITEMP2010 spaced . par ’ ) ;

48 data1 = text scan ( f i d , ’%f%f%f%f%f%f%f%f%f%f%f%f%s%f %∗[ˆ\n ] ’ ) ; %
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Read in f i r s t 9 columns o f HITRAN f i l e

49 f c l o s e ( f i d ) ;

50

51 f i d = fopen ( ’ CO HITEMP2010 degeneracy upper . txt ’ ) ;

52 data2 = text scan ( f i d , ’%f %∗[ˆ\n ] ’ ) ; % Read in f i r s t 9 columns o f

HITRAN f i l e

53 f c l o s e ( f i d ) ;

54

55 f i d = fopen ( ’ CO HITEMP2010 degeneracy lower . txt ’ ) ;

56 data3 = text scan ( f i d , ’%f %∗[ˆ\n ] ’ ) ; % Read in f i r s t 9 columns o f

HITRAN f i l e

57 f c l o s e ( f i d ) ;

58

59 vo vect = data1 {3} ;

60 S vect = data1 {4} ;

61 A vect = data1 {5} ;

62 gamma air vect = data1 {6} ;

63 gamma se l f vect = data1 {7} ;

64 E lower vec t = data1 {8} ;

65 n a i r v e c t = data1 {9} ;

66 P s h i f t v e c t = data1 {10} ;

67 g upper vec t = data2 {1} ; % upper s t a t e degeneracy

68 g l o w e r v e c t = data3 {1} ; % lower s t a t e degeneracy

69 J l o w e r v e c t = data1 {14} ;

70 v upper vec t = data1 {11} ;

71 i s o t o p e v e c t 1 = data1 {1} ;

72 i s o t o p e v e c t 2 = data1 {2} ;

73 i s o t o p e v e c t = str2num ( s t r c a t ( num2str ( i s o t o p e v e c t 1 ) , num2str (
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i s o t o p e v e c t 2 ) ) ) ;

74

75 % s p e c i f y s e l f−broadening temperature c o e f f i c i e n t ( not in HITRAN

f i l e )

76 n s e l f v e c t = 0 .5 .∗ ones ( l ength ( vo vect ) , 1 ) ;

77 m s h i f t v e c t = 1 .1 .∗ ones ( l ength ( vo vect ) , 1 ) ;

78

79 %Truncate the HITRAN data over the wavenumber range o f i n t e r e s t

80 v range s im = [ v s t a r t s i m : dv : v end sim ] . ’ ;

81 v range meas = [ v s ta r t meas : dv : v end meas ] . ’ ;

82 l i n e s t a r t v = v s t a r t s i m ;

83 l i n e e n d v = v end sim ;

84 minIndex = min( f i n d ( vo vect >= l i n e s t a r t v ) ) ;

85 maxIndex = f i n d ( vo vect <= l ine end v , 1 , ’ l a s t ’ ) ;

86

87 % Truncate data to range o f i n t e r e s t

88 vo = vo vect ( minIndex : maxIndex ) ;

89 S r e f = S vect ( minIndex : maxIndex ) ;

90 A coe f f = A vect ( minIndex : maxIndex ) ;

91 gamma air = gamma air vect ( minIndex : maxIndex ) ;

92 gamma self = gamma se l f vect ( minIndex : maxIndex ) ;

93 E lower = E lower vec t ( minIndex : maxIndex ) ;

94 E upper = E lower + vo ;

95 n a i r = n a i r v e c t ( minIndex : maxIndex ) ;

96 P s h i f t = P s h i f t v e c t ( minIndex : maxIndex ) ;

97 n s e l f = n s e l f v e c t ( minIndex : maxIndex ) ;

98 m sh i f t = m s h i f t v e c t ( minIndex : maxIndex ) ;

99 g lower = g l o w e r v e c t ( minIndex : maxIndex ) ;
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100 g upper = g upper vec t ( minIndex : maxIndex ) ;

101 J lower = J l o w e r v e c t ( minIndex : maxIndex ) ;

102 v upper = v upper vec t ( minIndex : maxIndex ) ;

103 i s o t o p e = i s o t o p e v e c t ( minIndex : maxIndex ) ;

104

105 f o r i = 1 : l ength ( vo )

106 i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 42

107 gamma self ( i ) = 0 . 01708 ;

108 n s e l f ( i ) = 0 . 5 2 1 ;

109 gamma air ( i ) = 0 . 01236 ;

110 n a i r ( i ) = 0 . 4 8 5 ;

111 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 43

112 gamma self ( i ) = 0 . 01675 ;

113 n s e l f ( i ) = 0 . 5 0 0 ;

114 gamma air ( i ) = 0 . 01205 ;

115 n a i r ( i ) = 0 . 4 5 5 ;

116 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 44

117 gamma self ( i ) = 0 . 01645 ;

118 n s e l f ( i ) = 0 . 4 8 0 ;

119 gamma air ( i ) = 0 . 01209 ;

120 n a i r ( i ) = 0 . 4 7 8 ;

121 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 45

122 gamma self ( i ) = 0 . 01640 ;

123 n s e l f ( i ) = 0 . 4 8 8 ;

124 gamma air ( i ) = 0 . 01155 ;

125 n a i r ( i ) = 0 . 4 2 5 ;

126 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 46

127 gamma self ( i ) = 0 . 01622 ;
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128 n s e l f ( i ) = 0 . 4 9 7 ;

129 gamma air ( i ) = 0 . 01157 ;

130 n a i r ( i ) = 0 . 4 5 5 ;

131 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 47

132 gamma self ( i ) = 0 . 01631 ;

133 n s e l f ( i ) = 0 . 5 0 1 ;

134 gamma air ( i ) = 0 . 01137 ;

135 n a i r ( i ) = 0 . 4 2 9 ;

136 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 48

137 gamma self ( i ) = 0 . 01572 ;

138 n s e l f ( i ) = 0 . 4 6 5 ;

139 gamma air ( i ) = 0 . 01126 ;

140 n a i r ( i ) = 0 . 4 2 9 ;

141 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 49

142 gamma self ( i ) = 0 . 01551 ;

143 n s e l f ( i ) = 0 . 4 5 6 ;

144 gamma air ( i ) = 0 . 01110 ;

145 n a i r ( i ) = 0 . 4 2 2 ;

146 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 50

147 gamma self ( i ) = 0 . 01530 ;

148 n s e l f ( i ) = 0 . 4 4 8 ;

149 gamma air ( i ) = 0 . 01094 ;

150 n a i r ( i ) = 0 . 4 1 4 ;

151 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 51

152 gamma self ( i ) = 0 . 01509 ;

153 n s e l f ( i ) = 0 . 4 3 9 ;

154 gamma air ( i ) = 0 . 01078 ;

155 n a i r ( i ) = 0 . 4 0 6 ;
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156 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 52

157 gamma self ( i ) = 0 . 01489 ;

158 n s e l f ( i ) = 0 . 4 3 1 ;

159 gamma air ( i ) = 0 . 01062 ;

160 n a i r ( i ) = 0 . 3 9 8 ;

161 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 53

162 gamma self ( i ) = 0 . 01453 ;

163 n s e l f ( i ) = 0 . 4 3 1 ;

164 gamma air ( i ) = 0 . 01047 ;

165 n a i r ( i ) = 0 . 3 9 0 ;

166 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 54

167 gamma self ( i ) = 0 . 01438 ;

168 n s e l f ( i ) = 0 . 3 8 3 ;

169 gamma air ( i ) = 0 . 01029 ;

170 n a i r ( i ) = 0 . 4 0 1 ;

171 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 55

172 gamma self ( i ) = 0 . 01428 ;

173 n s e l f ( i ) = 0 . 4 0 1 ;

174 gamma air ( i ) = 0 . 01025 ;

175 n a i r ( i ) = 0 . 3 9 3 ;

176 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 56

177 gamma self ( i ) = 0 . 01398 ;

178 n s e l f ( i ) = 0 . 3 7 2 ;

179 gamma air ( i ) = 0 . 01018 ;

180 n a i r ( i ) = 0 . 3 7 9 ;

181 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 57

182 gamma self ( i ) = 0 . 01391 ;

183 n s e l f ( i ) = 0 . 3 8 9 ;
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184 gamma air ( i ) = 0 . 00988 ;

185 n a i r ( i ) = 0 . 3 5 9 ;

186 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 58

187 gamma self ( i ) = 0 . 01353 ;

188 n s e l f ( i ) = 0 . 3 8 2 ;

189 gamma air ( i ) = 0 . 01000 ;

190 n a i r ( i ) = 0 . 3 5 5 ;

191 end

192 end

193

194 % Remove i s o t o p e t r a n s i t i o n

195 index remove = f i n d ( i s o t o p e ˜= 51 | v upper ˜= 3) ;

196 vo ( index remove ) = [ ] ;

197 S r e f ( index remove ) = [ ] ;

198 A coe f f ( index remove ) = [ ] ;

199 gamma air ( index remove ) = [ ] ;

200 gamma self ( index remove ) = [ ] ;

201 E lower ( index remove ) = [ ] ;

202 E upper ( index remove ) = [ ] ;

203 n a i r ( index remove ) = [ ] ;

204 P s h i f t ( index remove ) = [ ] ;

205 n s e l f ( index remove ) = [ ] ;

206 m sh i f t ( index remove ) = [ ] ;

207 g lower ( index remove ) = [ ] ;

208 g upper ( index remove ) = [ ] ;

209 J lower ( index remove ) = [ ] ;

210 v upper ( index remove ) = [ ] ;

211 i s o t o p e ( index remove ) = [ ] ;
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212

213 % Sort to i n c r e a s i n g J”

214 J lower temp = s o r t ( J lower ) ;

215 f o r i = 1 : l ength ( J lower temp )

216 index = f i n d ( J lower == J lower temp ( i ) ) ;

217 vo temp ( i ) = vo ( index ) ;

218 S re f temp ( i ) = S r e f ( index ) ;

219 A coef f temp ( i ) = A coe f f ( index ) ;

220 gamma air temp ( i ) = gamma air ( index ) ;

221 gamma self temp ( i ) = gamma self ( index ) ;

222 E lower temp ( i ) = E lower ( index ) ;

223 E upper temp ( i ) = E upper ( index ) ;

224 n a i r temp ( i ) = n a i r ( index ) ;

225 Pshi f t temp ( i ) = P s h i f t ( index ) ;

226 n s e l f t e m p ( i ) = n s e l f ( index ) ;

227 m shi f t temp ( i ) = m sh i f t ( index ) ;

228 g lower temp ( i ) = g lower ( index ) ;

229 g upper temp ( i ) = g upper ( index ) ;

230 v upper temp ( i ) = v upper ( index ) ;

231 i sotope temp ( i ) = i s o t o p e ( index ) ;

232 end

233

234 vo = vo temp ’ ;

235 S r e f = S ref temp ’ ;

236 A coe f f = A coef f temp ’ ;

237 gamma air = gamma air temp ’ ;

238 gamma self = gamma self temp ’ ;

239 E lower = E lower temp ’ ;
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240 E upper = E upper temp ’ ;

241 n a i r = n air temp ’ ;

242 P s h i f t = Pshi ft temp ’ ;

243 n s e l f = n se l f t emp ’ ;

244 m sh i f t = m shift temp ’ ;

245 g lower = g lower temp ’ ;

246 g upper = g upper temp ’ ;

247 J lower = J lower temp ;

248 v upper = v upper temp ’ ;

249 i s o t o p e = isotope temp ’ ;

250

251 % Get p a r t i t i o n f u n c t i o n s f o r CO at s p e c i f i e d T, HITRAN 2008

252 Q T = Q CO(T) ; % P a r t i t i o n func t i on at T

253 Q To = Q CO(T0) ; % P a r t i t i o n func t i on at To

254 Q rat io = Q To/Q T ;

255

256 % Calcu la te temperature dependent HITRAN parameters f o r each l i n e

257 f o r i = 1 : l ength ( vo )

258 dvo = P s h i f t ( i ) ∗(P/760)∗(1−X gas ) ∗(T0/T) ˆ m sh i f t ( i ) ; %

Pressure s h i f t [ cm−1]

259 P s h i f t c o e f ( i ) = P s h i f t ( i ) ∗(T0/T) ˆ m sh i f t ( i ) ; % Pressure s h i f t

c o e f f i c i e n t

260 vo ( i ) = vo ( i ) + dvo ; % New Linecente r [ cm−1]

261 [ ˜ , S T ( i ) ] = l i n e s t r e n g t h Q r a t ( S r e f ( i ) , E lower ( i ) ,T, vo ( i ) ,

Q rat io ) ; % Lines t r ength [ cm−2/atm ]

262

263 i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 42

264 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f
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−broadening c o e f f i c i e n t at T

265 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

266 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 43

267 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

268 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

269 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 44

270 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

271 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

272 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 45

273 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

274 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

275 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 46

276 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

277 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

278 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 47

279 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

280 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T
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281 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 48

282 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

283 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

284 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 49

285 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

286 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

287 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 50

288 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

289 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

290 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 51

291 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

292 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

293 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 52

294 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

295 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

296 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 53

297 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T
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298 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

299 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 54

300 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

301 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

302 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 55

303 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

304 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

305 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 56

306 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

307 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

308 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 57

309 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

310 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

311 e l s e i f i s o t o p e ( i ) == 51 && v upper ( i ) == 3 && J lower ( i ) == 58

312 gamma self T ( i ) = gamma self ( i ) ∗(1500/T) ˆ n s e l f ( i ) ; % Se l f

−broadening c o e f f i c i e n t at T

313 gamma air T ( i ) = gamma air ( i ) ∗(1500/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

314 e l s e
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315 gamma self T ( i ) = gamma self ( i ) ∗(T0/T) ˆ n s e l f ( i ) ; % Se l f−

broadening c o e f f i c i e n t at T

316 gamma air T ( i ) = gamma air ( i ) ∗(T0/T) ˆ n a i r ( i ) ; % Air−

broadening c o e f f i c i e n t at T

317 end

318 end

319

320 %% SUBTRACT ABSORPTION THAT DOES NOT BELONG TO 1−>3

321 absorbance meas = in t e rp1 (wn, absorbance meas , v range meas ) ;

322

323 [ wn adj , absorbance adj ] = spectraplot CO MEGlm adj (T,P, X gas ,MW, L

, v s ta r t s im , v end sim , wing eval , dv ) ;

324 v s t a r t a d j = f i n d ( wn adj == v sta r t meas ) ;

325 v end adj = f i n d ( wn adj == v end meas ) ;

326 absorbance meas = absorbance meas − absorbance adj ( v s t a r t a d j :

v end adj ) ’ ;

327 kv meas = absorbance meas /L ;

328

329 %% Line Mixing Model

330 n = ( ( X gas ∗(P/760) ∗101325) /( k∗T) ) /1E6 ; %molec/cmˆ3 − number

dens i ty

331 rho = g lower .∗ exp(−(h∗c/k ) ∗E lower /T) /Q T ; %ni /n − Boltzmann

populat ion f r a c t i o n

332 d i p o l e = s q r t (S T ’ . / rho ) ;%[ cmˆ2/ molec∗cm]ˆ1/2 − d i p o l e moment

333

334 rho d iag = diag ( rho ) ;

335 vo d iag = diag ( vo ) ;

336
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337 %% GUESS VALUES FOR COEFFICIENTS

338 a1 gues s = 0 . 0 0 0 1 ;

339 a2 gues s = 0 . 3 ;

340 a3 gues s = 5 . 0 ;

341 a4 = 2 ;

342

343 %% SOLVE FOR COEFFICIENTS USING NONLINEAR FIT

344 Free Parameters = [ a1 gues s a2 gues s a3 gues s ] ;

345 lower bound = [ 1E−6 1E−6 1E−6] ;

346 upper bound = [20 20 2 0 ] ;

347

348 %opt ions = optimopt ions ( ’ l s q c u r v e f i t ’ , ’ FinDiffType ’ , ’ c en t ra l ’ ) ;

349 v r a n g e f i t = v range meas ;

350 [ f i t , resnorm , r e s i d u a l , e x i t f l a g , output , lambda , j acob ian ] =

l s q c u r v e f i t (@MEG fit , Free Parameters , v range meas , kv meas ,

lower bound , upper bound ) ;

351 f i t e r r o r = n l p a r c i ( f i t , r e s i d u a l , ’ j a cob ian ’ , j a cob ian ) ;

352 f i t e r r o r = f i t e r r o r ( : , 2 ) − f i t ’ ;

353

354 a1 = f i t (1 ) ;

355 a2 = f i t (2 ) ;

356 a3 = f i t (3 ) ;

357

358 f p r i n t f ( ’ a1 : %d\n ’ , a1 )

359 f p r i n t f ( ’ a2 : %d\n ’ , a2 )

360 f p r i n t f ( ’ a3 : %d\n ’ , a3 )

361

362 i f strcmp ( save output , ’ yes ’ )

325



363 save ( s p r i n t f ( ’ . . / . . / High−Enthalpy Shock Tube/ Experimental Data

/%06d/Post Process /run%d MEGCoefficients REV003 . mat ’ , date ,

run ) , ’ f i t ’ )

364 save ( s p r i n t f ( ’ . . / . . / High−Enthalpy Shock Tube/ Experimental Data

/%06d/Post Process /run%d MEGCoefficients Error REV003 . mat ’ ,

date , run ) , ’ f i t e r r o r ’ )

365 end

366

367 %% PLOT MEASUREMENTS VS. SIMULATION

368 f i g u r e

369 hold on

370 p lo t ( v range meas , kv meas∗L , ’ k ’ , ’ LineWidth ’ , 2 )

371 p lo t ( v r a n g e f i t , k v f i t ∗L , ’−−r ’ , ’ LineWidth ’ , 2 )

372 l egend ( ’ Measurement ’ , ’MEG Model ’ )

373 t i t l e ( s p r i n t f ( ’T: %0.0 f K, P: %0.1 f bar ’ ,T,P/760) )

374 x l a b e l ( ’Wavenumber , cmˆ{−1} ’ )

375 y l a b e l ( ’ Absorbance ’ )

376

377 %% PLOT MEASUREMENTS VS. SIMULATION W/ UPDATED COEFFICIENTS

378 [ wn adj , absorbance adj ] = spectraplot CO MEGlm adj (T,P, X gas ,MW, L

, v s ta r t s im , v end sim , wing eval , dv ) ;

379 v s t a r t a d j = f i n d ( wn adj == v sta r t meas ) ;

380 v end adj = f i n d ( wn adj == v end meas ) ;

381 absorbance meas = absorbance meas + absorbance adj ( v s t a r t a d j :

v end adj ) ’ ;

382 [ ˜ , absorbance lm ] = spectraplot CO MEGlm (T,P, X gas ,MW, L ,

v s ta r t s im , v end sim , wing eval , dv , a 1 s e l f , a 2 s e l f , a 3 s e l f , a4 ,

m se l f , a1 , a2 , a3 ) ;
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383 [ ˜ , absorbance HITEMP ] = spectraplot CO (T,P, X gas ,MW, L , v s t a r t s im

, v end sim , wing eval , dv ) ;

384

385 f i g u r e

386 subplot ( 2 , 1 , 1 )

387 hold on

388 p lo t ( v range meas , absorbance meas , ’ k ’ , ’ LineWidth ’ , 1 . 5 )

389 p lo t ( v range s im , absorbance HITEMP , ’−.g ’ , ’ LineWidth ’ , 1 . 5 )

390 p lo t ( v range s im , absorbance lm , ’−−r ’ , ’ LineWidth ’ , 1 . 5 )

391 l egend ( ’ Measurement ’ , ’HITEMP ’ , ’MEG Model ’ )

392 t i t l e ( s p r i n t f ( ’T: %0.0 f K, P: %0.1 f bar ’ ,T,P/760) )

393 xlim ( [ v s ta r t meas v end meas ] )

394 x l a b e l ( ’Wavenumber , cmˆ{−1} ’ )

395 y l a b e l ( ’ Absorbance ’ )

396

397 subplot ( 2 , 1 , 2 )

398 p lo t ( v range meas , 100∗ ( absorbance meas − i n t e rp1 ( v range s im ,

absorbance lm , v range meas ) ) /max( absorbance meas ) , ’−r ’ , ’

LineWidth ’ , 0 . 5 ) ;

399 xlim ( [ v s ta r t meas v end meas ] )

400 x l a b e l ( ’Wavenumber , cmˆ{−1} ’ )

401 y l a b e l ( ’ Res idua l [%] ’ )

1 f unc t i on [ k v f i t ] = MEG fit ( a , v range meas )

2 g l o b a l a4 k v f i t n rho d iag vo h c k T E lower gamma self T

gamma air T P s h i f t c o e f vo d iag P d i p o l e v range s im X gas

3

4 f o r i = 1 : l ength ( vo )

5 f o r j = 1 : l ength ( vo )
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6 i f j > i

7 R s e l f ( i , j ) = −((a (1 ) ∗( T re f /T) ˆ m s e l f ) ∗((1+ a4 ∗(h∗c∗

E lower ( i ) /( a (2 ) ∗k∗T) ) ) /(1+a4 ∗(h∗c∗E lower ( i ) /(k∗T)

) ) ) ˆ2 ∗ exp(−a (3 ) ∗(h∗c ∗( E lower ( j )−E lower ( i ) ) ) /( k∗

T) ) ) ;

8 R s e l f ( j , i ) = rho d iag ( i , i ) / rho d iag ( j , j ) ∗R s e l f ( i , j ) ;

9 e l s e i f i == j

10 R s e l f ( i , j ) = 0 ;

11 end

12 end

13 end

14

15 %f o r i = 1 : l ength ( vo )

16 % f o r j = 1 : l ength ( vo )

17 % i f j > i

18 % R air ( i , j ) = −(a (1 ) ∗((1+ a4 ∗(h∗c∗E lower ( i ) /( a (2 ) ∗k∗T)

) ) /(1+a4 ∗(h∗c∗E lower ( i ) /(k∗T) ) ) ) ˆ2 ∗ exp(−a (3 ) ∗(h∗c ∗( E lower ( j

)−E lower ( i ) ) ) /( k∗T) ) ) ;

19 % R air ( j , i ) = rho d iag ( i , i ) / rho d iag ( j , j ) ∗R air ( i , j ) ;

20 % e l s e i f i == j

21 % R air ( i , j ) = 0 ;

22 % end

23 % end

24 %end

25

26 %% CONSTRUCT RELAXATION MATRIX

27 W r e a l s e l f = diag ( gamma self T ) + R s e l f ;

28 W imag sel f = 1 i ∗diag ( P s h i f t c o e f ) ;
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29 W sel f = W r e a l s e l f + W imag sel f ;

30

31 %W rea l a i r = diag ( gamma air T ) + R ai r ;

32 %W imag air = 1 i ∗diag ( P s h i f t c o e f ) ;

33 %W air = W rea l a i r + W imag air ;

34

35 W = X gas∗W sel f ;% + (1−X gas ) ∗W air ;

36

37 H = vo diag + 1 i ∗P/760∗W;

38 [A, Ohm] = e i g (H) ;

39 A inv = inv (A) ;

40 wi = diag (Ohm) ;

41

42 b1 = dipo le ’∗A;

43 b2 = A inv∗ rho d iag ∗ d i p o l e ;

44

45 f o r i = 1 : l ength ( v range s im )

46 f o r j = 1 : l ength ( wi )

47 kv sum ( j ) = ( b1 ( j ) ∗b2 ( j ) ) /( v range s im ( i )−wi ( j ) ) ;

48 end

49 k v f i t ( i , 1 ) = n/ pi ∗ imag (sum( kv sum ) ) ;

50 end

51

52 v s t a r t f i t = f i n d ( v range s im == v range meas (1 ) ) ;

53 v e n d f i t = f i n d ( v range s im == v range meas ( end ) ) ;

54

55 k v f i t = k v f i t ( v s t a r t f i t : v e n d f i t ) ;

329



E.3 G-code for scoring metal diaphragms

This code is used to program a HAAS TM-2P 3-axis CNC mill for scoring metal diaphragms.

The specific code included herein is for a score depth of 0.025 in. on an aluminum diaphragm.

Please note, the origin should be placed at the center of the diaphragm with the top face

being Z = 0 and the tool should be placed in slot 2 of the carousel.

O1000 (DIAPHRAGMSCORE CNC)

N100 (COMPENSATION-WEAR)

N102 (REV-0.70)

N104 (OCT-15-2018-12:38:11PM)

N106 (TOOL 2 - DIA 0.375)

N1 G90 G17 G40 G80 G00

N108 M06 T2 ()

N110 (F-contour1)

N112 G00 G54 G90 X-2.0315 Y0. S2000 M03

N114 G43 H2 Z0.2

N116 Z0.04

N118 G01 Z-0.025 F2.

N120 X2.0315 F6.

N122 G00 Z2.

N124 X0. Y-2.0315

N126 G01 Z-0.025 F2.

N128 Y2.0315 F6.

N130 G00 Z0.04

N132 M05

N134 G00 G28 G91 Z0
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N136 G00 G28 G91 Y0.

N138 G90

N140 M06 T2

N142 M30
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APPENDIX F

High-enthalpy shock tube drawing package
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University of California, Los Angeles
Laser Spectroscopy & Gas Dynamics Lab
High Enthalpy Shock Tube Facility (HEST)

DWG. 
NO. PART NUMBER QTY.

1 Tube_A 1
2 Tube_B 1
3 Tube_C 2
4 Tube_D 1
5 Tube_E 1
6 Tube_F 1
7 Tube_G 2
8 Connector_A 6
9 Connector_B 1
10 Flange_A 18
11 Flange_B 12
12 DiaphragmCutter_A 1
13 DiaphragmSpacer_A 1
14 DiaphragmSpacer_B 1
15 DiaphragmSpacer_C 1
16 BreechCanister_A 1
17 BreechCanister_B 1
18 BreechCanister_C 1
19 PortPlug_A 11
20 PortPlug_B 8
21 EndCap_A 1
22 EndCap_B 1
23 PoppetValveHousing 1
24 PoppetValveBoss 1
25 Piston 1
26 PistonRod 1
27 RodClip_A 1
28 RodClip_B 1
29 PistonGuide 1
30 LinearActuatorAdapter 1
31 InertialMassAttachment_A 2

WEIGHT: 

002

UCLA: Laser Spectroscopy & Gas Dynamics Lab
F. BENDANA 2/10/17

HEST
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