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Abstract

Towards Practical Data-Driven Network Design
by
Zhijing Li

In today’s high-bandwidth culture, network managements face a set of challenges
to those of previous decades. Traditional approaches rely on the static and manually
configured rules, which are proposed by the network designers through years of study.
The rules fail to handle the dynamic traffic as well as the increasingly heterogeneous
operating conditions that come with the modern network environment. Besides, the
traditional network design paradigm is no longer effective as human understanding of
the complicated network becomes much harder and costly.

Recently, data-driven paradigm has been proposed to fill gaps in human understand-
ing of complicated tasks. Data-driven paradigm allows the solutions to be learnt directly
from the data produced in the task. Thanks to the rapid development of network moni-
toring tools over the years, we are able to obtain a large amount of network measurement
data that makes it feasible to apply data-driven paradigm in network management.

This dissertation aims at designing and managing the networked systems based on
data-driven paradigm. However, when applying data-driven approaches into the real-
world tasks, there are multiple challenges. The key contribution of this dissertation is to
provide solutions to address three fundamental challenges: First, the measurement data
may be unreliable due to factors of measurement bias, hardware, environment and human
artifacts. The bad quality of the data will affect solution learning. Second, regardless of
the data issues coming from the measurement, the real-world network data itself can be

complicated (e.g., bias) which requires specially designed learning algorithms to handle.
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Third, we need to improve the scalability of solution (model) for better efficiency. In this
dissertation, we propose practical data-driven designs for three real-world network tasks:
Radio-Frequency (RF) transmitter localization, network anomaly detection and spectrum
anomaly detection.

First, we improve the performance of RF transmitter localization by filtering out
unreliable measurement data. We propose a novel application of unsupervised learning to
detect hidden correlation between measurement instances, their features, and localization
accuracy. We use the key features to identify the types of measurement data that correlate
well with high or low prediction accuracy. By only using the measurements of high
prediction accuracy, we are be able to improve the localization accuracy.

Second, we predict network issues for Network Function Virtualization (NFV). NFV
is a new network architecture, and there’s less domain knowledge of NF'V management.
We propose to learn the prediction rules from the system logs via deep learning. Since
network issues are rare, we utilize Long Short-Term Memory (LSTM) to detect anomalies
from the data that can potentially be used as early indicator of network issues that would
typically result in trouble tickets.

Finally, we explore the design of a general, scalable system for detecting spectrum
anomalies in wide-area LTE networks. We address the challenge by building context-
agnostic models for spectrum usage and applying transfer learning to minimize training
time and dataset constraints. The end result is a practical DNN model that can be easily
deployed on both mobile and static observers, enabling timely detection of spectrum
anomalies across LTE networks.

In summary, we propose a suite of algorithms and solutions driven by domain-specific
insights to make data-driven designs practical and high-performing. We hope our studies
could provide insights for researchers to explore new data-driven paradigms for future

networking research.
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Chapter 1

Introduction

Globally connected networking are revolutionizing the way we live, work and play, and
transforming how we communicate. Over the past two decades, we have seen tons of
innovation in the devices we use to access the network, the applications and services we
depend on to run our lives, as well as the computing and storage solutions that we rely
on to hold data for all the services. As a result, the number of the network users steeply
rises, and the Internet applications and services are becoming ever more demanding. At
the end of 2017, the global internet users reached 3.4 billion [2]. According to Cisco’s
annual Visual Networking Index [2], the internet users will surge to 4.8 billions to 2022,
with 14.6 billion connected devices, leading to 4.8 zettabytes IP traffic per year, which is
over three times the 2017 rate.

To handle the exploding volumes of data traffic, complex network architecture and
growing demands to improve network performance, the network operators are consider-
ing new technologies. Software-Defined Networking (SDN) [3] and Network Functions
Virtualization (NFV) [4] are the two new network infrastructures to scale and support
dynamic computing environments. Compared with the traditional network infrastruc-

tures which are built with custom silicon (ASICs) and purpose-built hardware, these
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Introduction Chapter 1

two shift the control from hardware to software, and run on commodity, general purpose
hardware. In this way, they are able to give the customers more control, allowing telcos
to rapidly adjust to the dynamic markets needs in a lower-cost and scalable way.

The rapid change of the networks makes the traditional network designs less effective.

Limitations of the Traditional Network Design. Traditional network designs
generally leverage the per—sessionlr] and manually configured rules to make decisions. For
example, classic TCP congestion control relies on human-picked constants (e.g., init
cwnd, AIMD parameters) and is driven by feedback (e.g., acks, ECN) observed within the
current flow. These rules are generated through years of experience in operations. There
are three main reasons of why traditional network designs become less effective to handle
today’s network: First, as the networked system is getting complicated, the heterogeneity
in operating conditions increases and the decision space to optimize the service quality
grows. Human understanding of the complex system becomes harder and costly. Second,
as new technologies such as SDN and NFV coming in, we need domain knowledge of the
new systems. The trial-and-error strategies used in the traditional design paradigm are
fundamentally inefficient and slow in exploring the decision space. Third, we see growing
demands to improve network performance, the conventional approaches that worked well
for a “best effort” mentality are no longer good enough. Thus, we need new network
designs.

Data-Driven Network Design. Data-driven paradigm has been proposed to fill
gaps in human understanding of complicated tasks. Compared with the conventional
paradigm, data-driven paradigm is directly built on the data produced in the task, in-
stead of pure mathematical models with artificial assumptions. A key of the data-driven
techniques is to use the state of art machine learning technology. Over the years, ma-

chine learning has shown advantages in dealing with complex problems such as natural

LA session can be a transport session (e.g. TCP session), or an application session (e.g.web session).
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Introduction Chapter 1

language processing, image recognition and bioinformatics. Given the complexity in the
networked systems, it is promising to apply machine learning into the network domain
for higher network performance.

Specifically, data-driven paradigm is suitable for networking due to: First, as the best
capacities of machine learning, classification and prediction can play basic but important
roles in network problems such as traffic classification [B], attack detection [6] and per-
formance prediction [7]. Second, given the various network characteristics/parameters in
the decision space, machine learning is able to identify the key features as the inputs, and
construct a generalized model via a uniform training method for different scenarios. Re-
cently, several studies [8, @, [10, 11} [12] have shown the potential of applying data-driven
paradigm in the network designs. For example, Remy [§] is proposed to learn to auto-
matically generate congestion control algorithms given current traffic data. Experiments

show that Remy outperforms traditional TCP in different congestion settings.

Data-driven Network Design in Real-World Network Tasks. While existing
studies have shown the feasibility of applying data-driven paradigm to networked systems,
it’s not clear how to fully realize it in practice. This dissertation tackles the following
three challenges when applying data-driven approaches to real-world network tasks:
First, the measurement data collected by network monitoring tools can be unreliable.
The unreliability may come from measurement bias, hardware, environment or human
artifacts. For example, the GPS signals collected from a low-end device or in an indoor
environment can be extremely inaccurate. The unreliable data can play a role in tripping
up data-driven conclusions. A recent study from Oxford Economics and ServiceNow [13]
characterized “data gone wrong” as machine learning’s biggest risk factor. In this survey,
51% of CIOs cited data quality as a substantial barrier to their company’s adoption data-
related services. However, most of the current data-related network services are not be

able to handle the unreliable data.
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Second, regardless of the data issues coming from the measurement, the real-world
network data itself can be complicated. Bias is one of the most common data issues
happened in the real-world networked systems. For example, in cellular networks, events
of service down are relatively rare compared with normal operation events. However,
these rare events are extremely critical to service providers and they want to learn the
patterns of the rare events for future fast detection. Given machine learning is notorious
for requiring of a large dataset for training, the small volume of the anomalous events
makes it hard for machine learning to study. Thus, we need to carefully design the
machine learning algorithms to deal with the rare yet critical events happened in the
real-world systems.

Third, the pattern of the measured network data could vary from time to time, lo-
cation to location, and device to device. Clearly, one-model-for-all cannot be applied
in most cases, and we need to customize models for different context. Training models
for different context requires a great amount of training data. However, data collec-
tion may take a long time, which definitely makes the data-driven approach inefficient.
Data-driven network designs need to consider solution (model) scalability for practical
usage.

The contribution of this dissertation is a suite of algorithms and solutions driven
by domain-specific insights to make the data-driven network design practical and high-
performing. Specifically, we propose practical data-driven designs for three real-world
network tasks: Radio-Frequency (RF) transmitter localization, network anomaly detection
and spectrum anomaly detection. This thesis addresses the challenge of data quality in
the RF transmitter localization task, and the challenges of data bias and model scalability

in the rest of the two tasks. We briefly describe the designs below.



Introduction Chapter 1

1.1 Data-driven RF Transmitter Localization

Radio spectrum is a fixed and increasingly sought after resource. Licenses to existing
spectrum bands are auctioned off by the Federal Communication Commission (FCC) for
billions to cellular carriers. To open up allocated spectrum for next generation wireless
devices, the FCC creates tiered spectrum access models [14, [I5] where primary and
secondary users can take advantage of the spectrum. Basically, primary users will have
the highest priority and secondary users could use the spectrum without interfering with
primary users. The new model creates a contentious environment between different types
of wireless devices, and adds further urgency to the development of spectrum monitoring
tools to be used for transmitter detection, location and avoidance.

Here, we focus on the transmitter localization which is a major problem in the spec-
trum monitoring. Typically, transmitter localization is decided by a mount of received
signal measurements based on signal propagation properties. Conventional spectrum
monitoring is done by the FCC by war-driving with high-end spectrum analyzers. The
cost is high and the localization result is limited by the war-driving route. Our goal here
is to build a better spectrum monitoring platform, which is a distributed system built on
commodity smartphones and embedded low-cost spectrum sensors. In general, the net-
work providers pay non-network users to do the measurement tasks, and the non-network
users will run a crowdsourcing daemon and listen for locally broadcast measurement re-
quests. At the same time, we require to obtain accurate localization results, even if the
low-end measuring devices could have large noises.

We propose the distributed spectrum monitoring system in the first part, and show
that the low-data quality of the low-end devices becomes the major blockage for accurate
localization. We propose a technique to identify and overcome errors and uncertainty in

the data in a statistic manner. The first part contains a relatively small-scale measure-
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ment study, in the second part, we study the quality of crowdsourced signal measurements
using large-scale international public datasets. We aim at helping understand the value
and limitations in crowdsourced network measurements. Our goal is to optimize the ser-
vice of transmitter localization by inferring the quality of the measurement data and then
doing localization with the high-quality measurement data only. What’s more, we want to
understand the key features of the measurements that directly affect localization results.
To do that, we propose feature clustering, a novel application of unsupervised learning
to detect hidden correlation between measurement instances, measurement character-
istics, and localization accuracy. Our results identify two measurement characteristics
as the key features that correlate with highly predictive measurement samples for both
sparse and dense measurements respectively. We show how optimizing crowdsourcing
measurements for these two features dramatically improves localization accuracy and re-
duces variance, and the proposed solution is able to generalize across datasets and even

different networking tasks.

1.2 Data-driven Network Anomaly Detection

Recent deployments of Network Function Virtualization (NFV) [4] architectures have
gained tremendous traction. Different from the traditional network architectures, NFV
provides a new way to create, distribute, and operate networking services. It is the process
of decoupling the network functions from proprietary hardware appliances so they can
run in software on standardized hardware. NFV is able to simplify the deployment of
new functionality and provide easier and more flexible management.

However, today’s newly implemented virtualized network functions (VNFs) and their
host commodity servers are more failure prone than dedicated hardware [4, [16, 17]. And

it is challenging for NF'V to do network management (e.g.quick troubleshooting) as the
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virtualization introduces more layering and reduce transparency into faults at lower lay-
ers. These downsides might negatively impact NFV deployment. For example, a critical
question for NFV systems is whether they can provide availability similar to that of
traditional carrier-grade systems, with up to five 9s (99.999% of uptime).

Thus, network trouble detection and prediction become extremely important for NF'V.
However, network troubles are relatively rare compared with the normal events happened
in the network, which makes it hard to study the patterns. What’s more, since the
architecture is so new, people haven’t got a good understanding of the system yet.

In this work, we leverage machine learning to capture the faulty patterns of the system
from the system log data. We want machine learning to help us better understand the
new network architecture and automatically generate rules for network failure prediction.
We focus on one of the important VNF types - vPE (virtualized Provider Edge router)
which is deployed on the edge of IP backbone network of a large ISP (AT&T) in the
US. Given the real-world measurement data, we face three challenges for the prediction
system design: First, since failures are relatively rare, our data is extremely imbalanced,
making it very difficult to train a supervised learning model for fault ticket prediction.
Second, since each VNF has its own specific configuration and traffic characteristics, it is
likely that no single model will work well across VNFs. Third, periodic software updates
constantly alter system functionality and traffic characteristics on the data plane. Thus
we do not have the luxury of collecting a large training set to build a model for long term
use. Instead, models must be built quickly using short windows of data, and deployed
before they are made obsolete by the next software update or configuration change.

To address the data bias, we treat it as an unsupervised anomaly detection problem.
We propose a deep neural network model utilizing Long Short-Term Memory (LSTM),
to model the system log as a natural language sequence. It can automatically learn

log patterns from normal execution, and detect anomalies when the log patterns deviate
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from the model trained from log data under normal execution. The abnormal log patterns
will be treated as the trigger predictions of network faulty conditions. To address VNF
diversity, we use clustering to identify VNF's with similar configuration and log behaviors,
and aggregate them. To address the temporal dynamics of infrastructure changes, we use
incremental training that resembles transfer learning. This helps us to quickly bootstrap
a model after software updates, without incurring extended delays for collecting training
data. We evaluate our methodology using the real-world measurement data. The results
show that the detected anomalies can help operators to understand the faulty system, as
well as to optimize trouble ticket generation and processing rules in order to enable fast,

or even proactive actions against faulty conditions.

1.3 Data-driven Spectrum Anomaly Detection

Cellular providers spend billions of dollars acquiring radio spectrum for network capac-
ity and coverage. However, spectrum management, specifically detection of faults from
transmitter misconfigurations and spectrum interference, still remains a costly and ad
hoc process, often involving manual diagnosis following customer complaints and oper-
ational failure logs [I8]. The end result is that service outages can go for hours or even
days.

What’s more, these problems will grow in severity and scale in the near future. First,
advances in both reconfigurable radio hardware [19, 20] and spectrum usage policies [15]
make it easy to misuse spectrum without authorization. Second, cellular interfaces for
[oT devices are coming. While they are optimized for the network and energy needs of
IoT devices [21], adoption of these interfaces has the side effect of increasing security
risks for LTE and nearby spectrum bands. A compromised device working on behalf of

an attacker or botnet [22] 23] can perform jamming or denial of service attacks on cellular
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bands.

Clearly, cellular networks (and authorized wireless providers in general) need more
robust and flexible tools to detect faults and misbehavior in radio spectrum usage, which
we hereby refer to as spectrum anomalies. To do that, recent research works have pro-
posed to integrate distributed spectrum measurement with deep learning. Basically, they
demonstrated that Deep Neural Network (DNN) models are better at capturing the com-
plex pattern of spectrum usage than other simpler models. However, their model is built
for observers at static locations and only able to capture locale-specific spectrum usage
pattern.

In this work, we focus on the development of practical DNN models that can be run
at different observers (static or moving) to detect (and diagnose) spectrum usage anoma-
lies from real-time spectrum measurements. First, we propose the spectrum usage model
and anomaly detection system, using a combination of Recurrent Neural Networks (RNN)
and transfer learning. The result is a set of unified regional RNN models that can be
deployed at spectrum observers in each LTE cell, regardless of their mobility context (sta-
tionary, walking or driving). Second, we explore the feasibility of using transfer learning
to minimize model training time and data requirements, so that we can quickly adopt
the model to new LTE cells. Finally, we evaluate our RNN based spectrum anomaly
detection against a range of failure modes, including failure, frequency and power mis-
configuration, and intentional spectrum misuse. Our system can effectively detect but
also recognize these spectrum usage anomalies. To the best of our knowledge, this is
the first work to show the feasibility of building practical and general spectrum anomaly

detection systems for large-scale LTE networks.
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1.4 Organization

The remainder of this dissertation is organized as follows. Chapter 2 describes how we
identify values for crowdsourced wireless signal measurements and use it to improve RF
transmitter localization accuracy. In Chapter 3, we show how we build network trouble
detector/predictor for the new network architecture - Network Function Virtualization
(NFV) and help understand the system. In Chapter 4, we design practical spectrum
DNN models that scale with the underlying distributed spectrum measurement system.

Finally, we conclude the thesis in Chapter 5.
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Chapter 2

Data-driven RF Transmitter

Localization

In this chapter, we explore the data-driven designs for the networking task of RF trans-
mitter localization. Recently, distributed/crowdsourced spectrum monitoring systems
built on commodity smartphones and embedded low-cost spectrum sensors have shown
to be more effective than traditional approaches. In the first part, we demonstrate the
feasibility of deploying this kind of spectrum monitoring system(]] for TV band transmit-
ter localization. We show the crowdsourced measurement can be unreliable and data
quality could be a severe problem for service performance. We propose a technique to
identify and overcome errors and uncertainty in the data in a statistic manner. To under-
stand the limitation of the crowdsourcing measurement better, then in the second part,
we proposed a new approach named feature clustering?| to identify measurement values.

Then by filtering out the bad measurements, we are be able to improve the transmitter

LA. Nika, Z Li, et al, Empirical Validation of Commodity Spectrum Monitoring, Proceedings of ACM
Conference on Embedded Networked Sensor Systems (SenSys 2016) Stanford, CA, November 2016.

27. Li, et al, Identifying Value in Crowdsourced Wireless Signal Measurements, Proceedings of the
26th World Wide Web Conference (WWW), Perth, Australia, April 2017.
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localization performance. We show that this approach works well for not only cellular

measurement datasets but Wi-Fi measurement datasetfl as well.

2.1 Empirical Validation of Commodity Spectrum

Monitoring

2.1.1 Introduction

Radio spectrum is a fixed and increasingly sought after resource. Licenses to existing
spectrum bands are auctioned off by the FCC for billions to cellular carriers. To open
up allocated spectrum for next generation wireless devices, the FCC is developing new
tiered spectrum access models at multiple frequencies [14, [I5]. Secondary devices can
reuse “old” spectrum as long as they do not interfere with any primary (or legacy) users.
Some secondary devices can become protected entities [15], who receive spectrum access
free from interference by unlicensed secondary users.

The new model creates a contentious environment between different types of wireless
devices, and adds further urgency to the development of spectrum monitoring tools to
be used for transmitter detection, location and avoidance. Given the high cost in hard-
ware and human resources for traditional spectrum monitoring, the FCC is partnering
with industry to deploy online spectrum databases [24, 25] that maintain records for all
primary transmitters, protected entities, and high power secondary transmitters. Sec-
ondary users can identify usable spectrum by querying the database by location and radio
configuration. Spectrum databases are transparent, and easy to understand and utilize

by secondary devices without paying for costly hardware to sense and detect primary

37. Li, et al, Adversarial Localization against Wireless Cameras, Proceedings of 19th International
Workshop on Mobile Computing Systems and Applications (HotMobile), Tempe AZ, February 2018.
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users [20].

However, deploying spectrum databases does not address the difficult challenge of
spectrum monitoring. Databases provide a simple way to catalog legacy wireless devices
that are largely stationary, but do not simplify the task of sensing and locating new
wireless devices that can be dynamic in both geographical and spectrum domains, e.g.
portable access points for health and public safety entities, connectivity hubs for utility
agencies, and interim cellular base stations to cover sudden traffic surges [14] 15]. As
these devices continue to grow in number over time, the cost of spectrum databases
will shift from the physical database to the cost of maintaining and updating entries to
accurately reflect the frequency and physical location of active users. Exacerbating this

challenge is the FCC’s stringent location accuracy requirement of 50 meters [27].

A Case for Commodity Spectrum Monitoring.  To date, spectrum monitoring
is done by government agencies or cellular providers who perform measurements while
driving around an area with specialized hardware such as spectrum analyzers. This
method does not scale well for real-time, large-scale spectrum monitoring, given its costs
in hardware and manpower [28]. As a result, measurement coverage is porous and sparse
in many locations, making it simply impractical in less densely populated areas. Many
transmitters would then evade detection, leading to large location errors in spectrum
databases and undetected spectrum violations. One recent approach sought to address
this problem by attaching spectrum analyzers to buses [29], but the system was severely
constrained by bus routes and availability.

As flexible spectrum access policies grow in adoption around the world, it is clear
that dedicated spectrum monitoring efforts will not achieve the scalability or coverage
required. Instead, we believe such a system must include low-cost, commodity hardware,
and leverage the growing population of active mobile devices, e.g. smartphones with

embedded low-cost spectrum sensors. Such a distributed system, perhaps incentivized
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Registered Unregistered

(a) Proof-of-concept platforms (b) Collective spectrum measurements

Figure 2.1: Commodity spectrum monitoring using collective measurements on low—
cost commodity devices.
by network providers seeking to reduce spectrum monitoring costs, would have the key
advantage of tying measurement density to user usage, where the system would generate
the most dense measurement values and accurate sensing results in areas heavily fre-
quented by users. Sensing results would be reported in real-time to a monitoring agency,

which would process it to identify registered transmitters and locate usage anomalies.

Viability of Smartphone-based Spectrum Monitors.  Deploying a highly accu-
rate commodity spectrum monitoring system is challenging. Low-cost spectrum sensors
have limited sensitivity and bandwidth compared with specialized hardware [30]. User
contributed data also suffers from unpredictable mobility and human error. These sources
of noise and variance can be largely addressed by taking more samples. But doing so
incurs additional costs in user participation (and possible incentive costs) and energy
dissipation on user devices.

The goal of our work is to validate the viability of a future measurement platform
based on smartphones and commodity sensors. We believe that as demand for wireless
capacity continues to grow, next generation smartphones will come embedded with flex-
ible radios that expose more low level RF data to the OS. To validate this approach to

spectrum monitoring in the absence of prebuilt devices, we are using a prototype that
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combines commodity smartphones and an external RTL dongle interconnected via USB,
monitoring a wide spectrum range of 52-2200MHz. Our platform, while impractical for
today’s cellular users, provides a lower-bound for analysis on the possible efficacy of
spectrum monitoring using cognitive radio embedded smartphones. We hope this study
and follow-ups can provide early validation for the viability of the smartphone-based
spectrum monitoring platform. Finally, we also note that US government agencies have
included ultra low-cost sensors like RTL dongles as potential candidates for spectrum
monitoring [31]

We implement a “proof-of-concept” sensing platform by connecting $20 USB RTL
dongles to today’s smartphones (Figure , and collect 17 hours of outdoor spectrum
measurements on TV bands from 48 volunteers. We identify in our monitoring data
multiple sources of error, including RTL hardware noise, dynamic context, user mobility
bias, and RF interference. Untreated, these artifacts lead to large errors (200 meters)
in transmitter location estimation. To address this, we design multiple mechanisms to
effectively remove artifacts of commodity measurements, producing accurate estimates
of transmitter location (<40 meters error) from a few minutes of user measurements.

Most prior work on spectrum measurements focus on spectrum occupancy and not
transmitter location, and rely on specialized, high-cost hardware [32] 26} 33] 29, 34]. We
show that despite a variety of error sources and hardware limitations, low-cost commodity
devices can be an effective approach to baseline spectrum monitoring. We believe our
findings can generalize to systems using other low-cost sensor platforms (e.g. [35] [36]),
which might experience different levels of hardware noise, but face the same challenges

from user context, mobility bias, RF interference, and energy overhead.
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2.1.2 Basic Design

We seek to study the basic viability of spectrum monitoring using collective user measure-
ments with low-cost commodity devices. In this section, we set the context for our work
by describing our “proof-of-concept” measurement hardware, and our basic monitoring

system.

2.1.2.1 Measurement Hardware

While today’s smartphones have multiple built-in radios, e.g. WiFi, Bluetooth, cellular,
they only cover a very limited range of radio spectrum, e.g. 2.4GHz. To cover other
frequencies, especially TV whitespaces (54-698MHz), our current platform leverages an

external spectrum sensor.

Smartphone + $20 RTL. Our proof-of-concept platform consists of a commodity
smartphone and an inexpensive Realtek dongle (RTL for brevity) [37] that connects to
the smartphone via a USB cable. The RTL behaves as a spectrum sensor and collects raw
spectrum usage signals; while the smartphone collects GPS data and acts as a “data pro-
cessor”, translating the raw data into a data stream that is more compact and meaningful
for the monitoring system. We pick RTL because of its low cost (<$20), portability (<20z
weight), wide availability, and superior frequency coverage — it operates in 52-2200MHz
with a sample rate up to 2.4MHz, and transfers raw 1/Q samples to the connected host
on the fly.

We built an Android app to run real-time spectrum measurements, by specifying
frequency range, sampling rate and time duration. During a spectrum measurement,
the smartphone obtains the I/Q samples from the RTL every 1ms and calculates the
corresponding RSS value. To account for the impact of channel fading, the smartphone
averages over all the RSS values gathered in a measurement cycle. For our basic design,
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we configure the measurement cycle to 1 second, compute 1000 RSS values (one per
Ims), and record the average. Thus the app generates a (time, GPS, RSS) tuple per
second, amounting to 192KB of data per hour. In this case, the RTL is always on during
a spectrum measurement, mapping to a 100% duty cycle.

Later we show that our design allows the RTL on time to be significantly reduced
without affecting the monitoring result. For example, we can configure each cycle to be
10 seconds but within each cycle the RTL only performs measurements for the first 1
second, mapping to a 10% duty cycle. This generates 1000 RSS values which are then
averaged to produce a (time, GPS, RSS) tuple once every 10 seconds.

Measurement Precision. Prior work [30] has shown that RTLs face two key dis-
advantages compared with conventional spectrum analyzers. First, RTLs have limited
sensitivity and range, failing to detect weak signals. Our experiments on TV bands show
that its sensing range is roughly 150m when detecting transmitters with 20dBm EIRP
(100mW power) and 1500m for those with 1W power. Second, RTLs have a limited
sensing bandwidth of 2.4MHz compared with USRP’s 20MHz. To monitor a wideband,
we can segment the target band into multiple 2.4MHz sections and allow RTLs to hop

across the sections. Each hop faces a small frequency switching delay (up to 50ms [30]).

2.1.2.2 Spectrum Monitoring

Leveraging user measurements, we design our spectrum monitoring system to not only
record the current utilization of each spectrum band, but also identify and locate active
transmitters. Transmitter localization is a basic component of spectrum monitoring, and
critical to the task of interference management and dynamic spectrum allocation.

Transmitter Identification.  The first step to localizing a transmitter is to identify

its signal. For TV whitespaces, the FCC requires that all (high power) devices transmit
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identifying information conforming to a standard, allowing observers to identify the device
and its location [27]. Because the identification standard is not yet defined, in this paper
we consider a simple and available solution: embedding a unique transmitter identifier
(defined by the FCC) inside data transmissions as cyclostationary features [3§].

Cyclostationary features are created when signals across some sequence of radio fre-
quency segments are repeated, generating an easy to detect energy peak in the spectral
correlation function (SCF) map.

Prior work [38] developed a simple technique to achieve fine-grained control over
positions of these signal peaks, encoding unique transmitter identifiers as cyclostationary
features. The result is visible to any monitoring device that can sense signals on the
transmitter’s frequency, without decoding data.

In our system, the measurement devices can detect each feature by first capturing
the RF signal on the transmitter’s frequency and applying FFT to compute a normal-
ized, discretized version of the SCF map, and then locating the feature peak using a
correlation-based detection method [39]. This eliminates noise and random occurrences

of cyclostationary property in the packet data itself.

Transmitter Localization Our basic design uses collective measurements from mo-
bile users. While walking, a user uses her smartphone and RTL to collect spectrum
measurements in the local area and submits the results in real-time to a monitoring
agency, e.g. in snapshots of a few minutes each. The agency then analyzes these mea-
surement snapshots to produce a complete view of the spectrum usage in a wide area,
e.g., the physical and frequency location of each detected transmitter. As users move
(and start or stop their measurements), the system obtains a dynamic view of spectrum
readings that scales with the number, density, and physical reach of users in the network.
Our design does not require any specialized movement patterns for users.

Locating Registered Transmitters. When a registered transmitter embeds a valid ID
18



Data-driven RF Transmitter Localization Chapter 2

(as cyclostationary features) in the monitored frequency, our devices can identify the
feature location and extract its RSS traces. To locate a detected transmitter, we can
apply a RSS-based transmitter localization algorithm on the collected data.

Locating Unregistered Transmitters. In the absence of any registration ID, the esti-
mated transmitter location can be noisy, because the RSS can come from one or multiple
transmitters. Assuming only a single transmitter is present, we can estimate its loca-
tion based on RSS measurements. We leave the task of isolating and locating individual

unregistered transmitters to future work.

2.1.2.3 Incentivizing User Participation

Our design assumes the agency can recruit mobile users at targeted monitoring areas.
There are multiple forms of recruitment, including crowdsourcing and incentivizing in-
network users [30]. Here a practical challenge is how to ensure adequate coverage. One
potential solution is to leverage an ecosystem of network providers, where each provider
leverages its own users (and their commodity mobile devices) to perform spectrum mea-
surements. These service providers are active spectrum users who seek reliable spectrum
usage to support/augment their services, and thus are incentivized to participate in spec-
trum monitoring and protect their own usage.

Spectrum measurements will come from two distinctive groups of users. First, passive
measurements will be collected from each provider’s own user population, by energy-
efficient background app running on mobile devices. To incentivize participation, a
network provider can reward participating users with small credits to network charges
commensurate with actual measurements performed. Recent studies [40, 41] have shown

that small monetary incentives will increase user participation in crowdsourcing tasks.
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2.1.3 Quality of User-Contributed Measurements

For spectrum measurements contributed by end-users and low-cost commodity hardware,
there exists obvious doubt on data quality and the impact on spectrum monitoring. In
this work, we take a data-driven approach to study this concern. In the following, we first
describe our efforts on collecting real world user measurements, then present our analysis
on the quality of these measurements, and their impact on the accuracy of transmitter

localization.

2.1.3.1 Real World Measurements

We recruited 48 volunteers via email announcements in our local area. They are between
the ages of 20 and 40 and have different body shape and height. Each user was given a
Galaxy SIIT smartphone with our measurement app installed and an attached RTL device.
In each experiment, the users walked (as they normally do) in a large neighborhood of
the target transmitter, at least 200mx200m in size. No further instructions were given
and the users had no knowledge of the transmitter location. For our measurements, we
configure the RTLs to operate in 100% duty cycle. Participants used phones provided
by us and walked along areas we specified, thus no personal information was leaked.
There is no active TV whitespace transmitter in our area with ground truth location
information. Thus we set up our own transmitter using a USRP N210 radio, emitting
OFDM signals on a 2.4MHz band or a 6MHz band (for wideband experiments). We
place the transmitter roughly 4m above the ground in each experiment. We consider two
available TV whitespace bands (569MHz and 653MHZ)EI The majority of our experiments
were on 569MHz. We configure our transmitter to emit at 100mW (20dBm), thus the

signal detection range of a RTL is roughly 150m.

4We select the TV whitespace bands by querying two different whitespace databases, Spectrum
Bridge [24], and Google Spectrum Database [25] to identify the available bands in our local area.
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Measurement Environments. We performed extensive measurements at four out-
door environments, representing scenarios where users perform spectrum measurements
during daily (walking) activities. Each experiment round involved at most 6 randomly

selected volunteers.

e Open area — An open lawn area with minimum obstacles beside our users. Thus,
RSS measurements are mostly in line of sight to the transmitter, except that the

user body can block the signal.

o Areas around buildings — A complex area where users walk in alleys between build-
ings and parking lots. Both static (buildings, parked cars, trees) and mobile obsta-

cles (pedestrians, moving cars, and bikes) were present during the measurements.

e Downtown sidewalk — A complex area where users walk on sidewalks between out-

door shopping stores with various obstacles (e.g. buildings, trees, and pedestrians).

e Qutdoor plaza — An outdoor food court area plus a pathway to the outdoor parking

lot, where users walk around during busy lunch hours.

RSS Dataset. Our measurements took place between January and March 2015
and generated a dataset of more than 17 hours of measurement data or 360,000+ (time,
GPS, RSS) tuples. Among them, 1 hour of measurement data was collected by setting
up two transmitters, one as a registered user who embeds its registration ID inside the

transmission and another as an unregistered (and interfering) transmitter.

2.1.3.2 Data Quality Analysis

Our analysis on the RSS dataset identified a large amount of noise and inconsistency

across measurements. We also identified four key sources for these artifacts. The first
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Figure 2.2: Artifacts of commodity spectrum measurements. (a)-(b) RTL receiver
noise varies over time and frequency and is device-dependent. (c¢) Dynamic user and
environment context leads to sudden changes in RSS measurements.
three factors are responsible for creating inconsistent and noisy RSS values, while the
last factor leads to uncontrolled and biased spatial coverage.
1. RTL Receiver Noise.  The low-cost RTL devices are not calibrated and have a
high receiver noise figure (also reported by other studies [42]). We found that the noise
level is device-dependent, and varies over time and frequency, making it very hard to
model and predict. To illustrate this, Figure [2.2)(a)(b) plots the measured instantaneous
noise power over time for four randomly-chosen RTL devices at 569MHz, and for one
RTL device at three different frequencies (569MHz, 653MHz, 920MHz).
2. Dynamic Context. Unlike war-driving with a vehicleemounted antenna, our

measurements are carried out by walking users holding smartphones and RTLs. Changes
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Figure 2.3: Sample user routes and RSS measurement results. The reported noise
floor is in between -30 and -35 dB.

in user movement pattern, body posture and local environment translate into random
fluctuations in the data. Figures [2.2c) shows an example where a user’s reported RSS
increases abruptly when her body orientation changes (from blocking the transmitter to
unblocking), and later drops significantly when she walks behind a building.

3. RF Interference. @ When an interfering transmission is present, the measured RSS
captures the aggregate power of the original signal and the interfering signal, and thus
is very noisy. This is particularly harmful when unregistered transmitters “hide” behind
a registered transmitter, i.e. using spectrum without registering as an authorized user.
The corresponding RSS data will produce a wrong location of the registered transmitter.
4. Coverage Bias. Since we do not control user mobility patterns, user routes and
measurement locations are uncontrolled and unpredictable. For example, Figure 2.3 plots
the 3-minute routes taken by three RTLs for two scenarios, and the measured RSS values.
For both routes, coverage around the transmitter is unbalanced. Such uncontrolled user

routes create sampling bias, which is highly undesirable for transmitter localization.
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W.Centroid | W.Centroid P. Gradient Ecolocation
max mean | max Inean | max Iean | max mean
100% DC w/o int | 82.6  43.1 | 81.7 35.4 1971 478 | 117.3 41.2
100% DC w/ int | 96.3 68.1 | 101.7 57.4 | 193.3 113.8 | 102.1 65.7
10% DC w/o Int | 121.7 41.3 | 103.1  35.7 | 173.2 483 | 111.7 425
10% DC w/ int | 136.2 71.2 | 113.6 67.5 183.4 143.8 | 121.9 70.1

Table 2.1: Localization error (in meters) obtained by applying conventional solutions
on our RSS dataset. 100% DC references to 100% duty cycle, and w/o int refers to
in absence of external interference.

2.1.3.3 Impact on Spectrum Monitoring

Together, these factors generate a considerable amount of noise and artifacts in RSS
measurements. They are difficult to model and calibrate, leading to new challenges not
found in conventional spectrum monitoring, i.e. via war-driving with high-end spectrum
analyzers [33, 29]. To quantify their impact on transmitter localization, we applied five
popular transmitter localization methods to our data directly. We organize the dataset
into 960 snapshots of 5 minutes each, and perform localization on each instance. We
pick 5 minutes because it is roughly the time a user takes to walk 300 meters, i.e. twice
of the RTL sensing range. Thus, it represents the duration that a RTL can capture the
transmitter’s signal.

We consider five popular localization algorithms: centroid, weighted centroid [43],
weighted centroid with Gaussian prediction [44], gradient [45], and ecolocation [46]. We
also examined other well-known solutions like trilateration [47] and calibrated propaga-
tion model, and found they perform much worse. Furthermore, we study the impact of
RTL duty cycle. Since our measurements were taken by RTL being always on, i.e. 100%
duty cycle, we emulate 10% duty cycle by subsampling the dataset by a factor of 10.

Table 2.1] lists the maximum and mean localization errors under three different con-

ditions. We omit the Centroid result since it is worse than weighted Centroid. Overall,
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the maximum localization error can easily reach 100-200 meters, which is too coarse
for common monitoring tasks, and clearly cannot meet the FCC requirement of accuracy
within 50 meters [27]. Furthermore, the accuracy varies significantly across measurement
instances, again confirming the large uncertainty on the data quality. Finally, we see that

the localization error degrades largely under 10% duty cycle.

2.1.4 Dealing with Noisy Data

Clearly the existing localization algorithms are unable to handle the noisy RTL measure-
ments. To overcome this problem, we propose a robust spectrum monitoring system that
combines de-noising, interference removal with fidelity prediction. These components al-
low us to remove the key noise and interference components from the RTL measurements,
apply an existing transmitter localization on the cleaned data, and predict the accuracy

of the localization result. As a result, our proposed solution provides three key benefits:

e Improving localization accuracy — By suppressing the noise and interference

contribution, our solution effectively reduces the localization error.

¢ Overcoming uncertainty — By predicting the fidelity of each localization result,
we enable effective decision-making in spectrum monitoring. The system can act
based on fidelity levels to obtain quality results; precautionary measures may in-
clude skipping a particular measurement snapshot, or sending police devices with

sophisticated hardware to do close-range verification.

e Reducing RTL duty cycle — By aggregating measurements across space, our
solution reduces the amount of data required for accurate localization. This trans-
lates into significant reduction of RTL duty cycle, e.g. from 100% to 10%, with

little impact on localization.
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In the following, we describe the three components in detail. But to provide context,
we start from briefly describing ecolocation [46], an existing transmitter localization
algorithm used in our design, followed by a quick summary of our key contributions

beyond ecolocation.

2.1.4.1 Background: Ecolocation

Ecolocation [46] is a widely-known algorithm for transmitter localization. The high-
level idea is to capture the abstract relationship between RSS and link distance: the
longer the link distance, the lower the RSS value. Unlike trilateration that represents
the relationship via a propagation model, it applies a probabilistic approach to count, for
each candidate transmitter location, how often the RSS-distance relationship is satisfied.
The candidate location with the highest satisfaction rate is the final transmitter location.

Specifically, given a candidate transmitter location [, the algorithm calculates the
distance between [ and each measurement location 4, referred to as D;;. Consider a
pair of measurement locations ¢ and j (¢ # j). The pair satisfies the RSS-distance
relationship if one of the three conditions is met: (RSS; > RSS;) & (D;; < Dy;),
(RSS; < RSS;) & (Dy; > Dyj), as well as (RSS; = RSS;) & (D;; = D;;). The
satisfaction rate F'(I) of the transmitter location [ is the ratio between the number of
measurement location pairs that meet one of the three conditions and the total number
of distinct pairs. And the final transmitter location is TX = argmax; F'(1).

As we will show below, our design leverages ecolocation as the underlying transmitter
localization algorithm. We pick ecolocation over other candidates because it works well

with small amounts of measurements and offers certain degree of robustness against noise.

2.1.4.2 Overview of Our Contributions

We make four new contributions beyond ecolocation.
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e Denoising & Localization (§2.1.4.3) — To reduce the impact of noise, we partition
the RTL data into context-based segments, apply ecolocation in each segment and
aggregate the satisfaction rate across segments. Since the noise profile is much
more consistent within each segment, this leads to a much more reliable estimate

of the satisfaction rate, thus a more accurate localization result.

e Predicting localization fidelity (§2.1.4.4)) — By comparing the measured sat-
isfaction rate to the ideal value, we predict the fidelity of the localization result,
and use it to aggregate localization results over time. This effectively reduces the

uncertainty of the monitoring result.

e Removing external interference (§2.1.4.5) — By detecting and extracting the
cyclostationary features of each registered transmitter, we can separate the RSS
contribution of the registered transmitter and the interference, thus localizing them

individually following the above two steps.

2.1.4.3 De-noising & Localization

After collecting a measurement snapshot (i.e., x minutes of RSS measurements), we first
partition the data into multiple segments (to isolate the noise), apply ecolocation on each
segment S to obtain a per-segment satisfaction map {Fs ()}, and then aggregate maps
of multiple segments (and RTLs) into one ultimate satisfaction map F(l) = ﬁ > s Fs(l).
We then determine the transmitter’s location using {F'()}.

Context based Data Segmentation. As a user walks around, the RSS value should
vary smoothly over time unless the user moves behind a large obstacle or suddenly changes
her body orientation (e.g., from facing the transmitter to facing backwards and blocking
the signal). When these happen, the RSS value will experience a sudden change. With

these issues in mind, we segment the data whenever two consecutive RSS observations
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10% duty cycle (DC) | 100% DC w/ local avg | 100% DC w/o avg
max mean max mean max mean
52.6 18.4 44.7 17.3 71.3 214

Table 2.2: Localization error (in meters) for 10% and 100% RTL duty cycle (DC).

differ by more than 8dB. We choose this threshold because our benchmark measurements
show that human body blockage introduces at least 8dB loss in RSS (at least for the TV
band). This value could be further optimized, which we leave to future work. Finally, we
apply ecolocation on each segment S, producing a corresponding satisfaction map Fg(l)

per segment.

Reducing RTL duty cycle. By effectively combining data across space, we can
reduce the amount of data required for accurate localization. Specifically, we find that
building a good estimate of the satisfaction rate map {Fs(l)} does not require RTL
measurements at 100% duty cycle. This is because when computing the RSS and distance
relationship for each location pair (i and j), ¢ and j need to be sufficiently separated to
minimize noise impact (as discussed in . Thus having fine-grained RSS data over
time is only helpful when we take local average to reduce noise impact, e.g. averaging 10
seconds of measurements into 1 RSS value. But since each original RSS value is already
an average over one second, the additional temporal average over a longer time window
has limited benefits. For example, Table lists the localization performance for 10%
and 100% duty cycle values where 10% duty cycle refers to measuring every 1 second out
of 10 seconds, while 100% refers to measuring in each of the 10 seconds. We see that

10% duty cycle performs similarly to 100% duty cycle with local averaging.

2.1.4.4 Predicting Localization Fidelity

After getting a localization result (from the above step), we wish to predict the fidelity

(or the level of accuracy) of the result. For this we leverage the spatial distribution of
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Figure 2.4: The satisfaction heatmaps used for transmitter localization and confidence
computation.
the satisfaction rate {F(I)}.

Consider an ideal scenario where the RTL measurements are free of any noise, inter-
ference and dynamic context, i.e. the RSS value follows an ideal propagation model, and
the measurements are evenly distributed around the target transmitter, e.g. a dense grid.
The resulting satisfaction rate over space, hereby referred to the satisfaction heatmap, is
shown in Figure [2.4a). Here the target transmitter is located in the center (0,0), and
F(0,0) =1, and we assume a log-normal propagation model (for outdoor scenarios).

For comparison, we also plot in Figure 2.4(b) and (e) two (measured) satisfaction
heatmaps built from two real RTL measurement sets on the same transmitter. For each,
we center the heatmap at the estimated location. Clearly, we can observe a distinct dif-
ference between the two measured heatmaps, and their difference from the ideal heatmap

(which is the same for both RTL measurements). These differences are caused by both
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the noise in the RTL measurements, but also the difference in user route (or coverage
bias). To further illustrate these, we also plot in Figure 2.4c) & (f) two route heatmaps,
produced from using the actual RTL measurement locations but replacing each measured
RSS with a model-generated value. By comparing these heatmaps, we can see that the
difference between the ideal and route heatmaps is mostly on the heatmap structure,
capturing the impact of user route (coverage bias). The difference between the route and
measured heatmaps is the satisfaction value, reflecting the impact of measurement noise.

Motivated by these observations, we compute the location fidelity as the normalized

(f(zy)=9(z.y)—9)

Y
Of0g

cross-correlation between the ideal and measured heatmaps: A = %Ew
where f(z,y) and g(z,y) are the values of point (z, y) in the ideal and measured heatmaps,
n is the heatmap size, f is the average of f and o} is standard deviation of f. Fig-
ure 2.4](d) plots A for both snapshots, 0.7 for snapshot A (13.3m location error) and 0.52

for snapshot B (51.7m location error).

Fidelity-Guided Temporal Combining. The above discussion shows that the
monitoring performance depends on the coverage of user routes which varies over time.
Thus we propose a temporal combining mechanism to further improve localization. For
example, we can partition a 5-minute monitoring snapshot into 3 overlapping 3-minute
slots, apply the above described method to estimate the transmitter location and its

fidelity value, (I;,\;), i = 1,2,3. We estimate the location as % and the new

AZ4+A3+22

ﬁdehty asS m

2.1.4.5 Removing Interference

Under interference, our RTL devices would observe a single transmission formed by the
union of the registered and unregistered transmissions. The resulting RSS captures the
sum of signal and interference power. Localization based on such data is obviously

unreliable.
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Figure 2.5: Raw received and estimated signal strength without and with interference.

Feature based Interference Isolation. At each measurement location, if the
amount of interference is moderate, our RTL devices can observe a valid cyclostationary
feature (related to a registration ID). From the cyclostationary feature’s peak strength, we
can estimate the RSS of the registered transmission that actually carries the registration
ID. This allows us to separate registered transmissions from those unregistered ones,
i.e. the interference, thus locating the registered transmitter reliably in the presence of

interference.

Specifically, the strength of the cyclostationary feature that carries the valid regis-

tration ID, is proportional to ; fgj}[ﬁR [38]. At each measurement location, we estimate
the RSS of the registered transmitter S* from its detected feature strength s and the
raw RSS Sy: S* = % - So, where p is the maximum detectable feature strength that is

hardware dependent; p=0.99 for the RTL radios in our experiments. Our approach can
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detect features using very few raw I/Q samples, thus reducing RTL duty cycle has no
impact here.

As an example, Figure shows the measurement results at 40 locations, comparing
So (raw RSS) and S* (feature estimated RSS) under three scenarios: no interference,
weak interference, and strong interference. The interfering transmitter is placed 90m
away from the registered transmitter, whose power level is either the same as (weak
interference) or 30dB higher than the target (strong interference).

In the absence of interference, S* is almost identical to Sy. As the interference strength
elevates, Sy grows higher than S*, and the difference increases gracefully with the interfer-
ence strength. At locations where interference is strong, we are unable to extract features
and mark S* as the noise level -40dB. Overall, as long as we can detect the feature, S* is
a reasonable replacement of Sy, the raw RSS value, which we use to locate the registered
transmitter. Our results in §2.1.5| also confirm that even under strong interference, our
method can still locate the registered transmitter reliably.

Finally, we can estimate the total interference RSS at each location as Sy — S* and

use it to approximate the interferer location assuming only one interferer is present.

2.1.5 Evaluation: Localization Accuracy

In this section, we evaluate the proposed spectrum monitoring system, focusing on the
localization accuracy. We use our RTL RSS dataset described in §2.1.3] and 17 hours
of measurements (16 hours without interference, and 1 hour with interference). We
organize the dataset into 960 snapshots of 5 minutes each, performing localization on
each snapshot. By default, we assume RTLs operate at 10% duty cycle, i.e. scan for 1s

and then stay idle for 9s, which we emulate by subsampling our data by a factor of 10.
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Figure 2.6: The localization accuracy of our proposed algorithm. (a) Quantiles (min,
25%, 50%, 75%, max) of the localization error across 960 snapshots. (b)-(c) Im-
pact of measurement count and average distance from the transmitter on localization
accuracy. (d) Our fidelity metric offers a good prediction of the accuracy level.

2.1.5.1 Accuracy in Absence of Interference

We start from the narrow band (2.4MHz) scenarios in absense of external interference.
Figure (a) plots the quantile distribution of the localization error (min, 25%-tile, me-
dian, 75%-tile, max). Here we compare our proposed solution, our solution without
temporal combining, the original ecolocation, and the best of the conventional localiza-
tion methods, i.e. weighted centroid with Gaussian Prediction (as shown by Table [2.1)).
Compared to the two conventional localization methods, our proposed solution signifi-
cantly reduces the localization error. The maximum error is bounded by 53m while the

other two reach 112m and 103m (for 10% RTL duty cycle). When we increase RTL duty
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cycle to 100%, ours reduces to 44.8m while the best conventional method provides 82m.

Figure 2.6[a) also illustrates the breakdown of performance improvement by two
components: denoising via segmentation and fidelity guided temporal combining. The
difference between the original ecolocation and our proposed solution without temporal
combining demonstrates the effectiveness of segmentation. The difference between our
proposed solution w/ and w/o temporal combining shows the contribution of temporal

combining. We can see that both components contribute to the accuracy improvement.

Performance Variance and Fidelity Prediction. We are also interested in un-
derstanding why the localization accuracy varies considerably across snapshots. For our
solution, it varies between 5m to 53m, by a factor of 10. First we look at the number
of measurements in the snapshot. Figure 2.6(b) shows that a snapshot with a smaller
number of measurements (mostly because the number of RTLs is small) is likely to pro-
duce less accurate result, but the overall correlation is weak. A deeper analysis on the
traces shows that the average distance to the transmitter is a more important factor
(Figure [2.6[c)). As the user gets further from the transmitter, the impact of noise and
sampling bias elevates, which degrades the localization performance.

We handle such variance by predicting the result fidelity. Figure (d) shows the
predicted fidelity as a function of the localization error. We observe a good pattern
between the two — higher confidence values (> 0.7) indicate more accurate localization
(< 30m).

Effectiveness of Fidelity Guided Combining. We first consider temporal combin-
ing for narrowband monitoring. Figure plots the quantile distribution of localization
errors of the following four configurations for each 5-minute snapshot: fidelity (our pro-
posed solution), (2) averaging the results of the 3 snapshots, (3) dividing the data into

three 3-minute snapshots and selecting the localization result with the highest fidelity,
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Figure 2.7: The effectiveness of our fidelity guided temporal combining.

and (4) no temporal combining. We see that weighted combining performs the best and
significantly reduces the error tail. Compared with no combining, it reduces the maxi-
mum localization error from 75m to 52m. This result demonstrates the effectiveness of

the fidelity guided temporal combining.

2.1.5.2 Robustness to Interference

We now consider scenarios where both unregistered and registered transmitters are
present. We setup a (registered) transmitter to emit OFDM signals with embedded
features. After a few minutes, we turned on an interferer that is about 90m away. Users
walked by the area (without the knowledge of the two transmitters) recording raw and
feature-estimated signal strength. We repeated this experiment multiple times using
different power levels at the interfering transmitter.

Figures [2.§ show 3-minute snapshots of two user routes in three scenarios: no in-
terference, weak interference (the interferer has the same power level as the registered
transmitter), and strong interference (the interferer’s power is 30dB higher). We see that
when there is no interference, the feature is always extracted (Figure 2.§(a)). Next, Fig-
ure [2.8(b) shows that under weak interference, at locations near the interferer the RTLs

detect the difference between the raw RSS and the feature estimated RSS and mark
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Figure 2.8: Locating transmitters when both registered and unregistered (interfer-
ing) users are present. (a)-(c) The RTL interference measurement results under no
interference, weak and strong interference. (d) The localization error when using
feature-estimated RSS to locate the registered transmitter.
the locations as “interference”. Finally, as the interferer becomes stronger, the number
of “interference” locations increases and they are located closer to the registered user
(Figure [2.8(¢)).

Finally, we use the feature-estimated signal strength to locate the registered trans-
mitter. Figures [2.8(d) shows the localization results under weak and strong interference
using each 5-min snapshot. The error tail increases by Hm when the interference level
increases. This is because as the interferer becomes stronger, the number of locations

where a feature can be detected reduces, thus providing less input to the localization

algorithm. But overall, despite strong interference, our system can locate the registered
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user at an accuracy similar to that of the scenario without interference.

2.1.6 Related Work

Spectrum Sensing & Measurements.  Existing studies develop spectrum sensing
techniques on narrowband [48, 49] and wideband signals [50, [51], [34], and improve robust-
ness and scale using compressive sensing (e.g., [52]) and collaborative sensing (e.g., [32]).
There are also multiple spectrum measurement platforms [32, 26, B33, 29] and some of
them are used to refine TV propagation models [53, 33, 29]. Yet they all require spe-
cialized and costly spectrum analyzers (>$3500). Our work differs by using low-cost
commodity radios (<$20) and collective user measurements.

Recent works implement low-cost “spectrum analyzers” using RTL and smartphone [54]
30], RTL and Raspberry Pi [35] or smartphone (WiFi) and frequency translator [36].
They also report the receiver noise caused by the low-cost radio. Another recent work [54]
examines the energy consumption of RTLs when attached to smartphones. Our work dif-
fers by designing robust algorithms to deal with the noisy measurement data, sampling
bias and RF interference, and by examining in detail the tradeoff between localization
accuracy and energy and user cost.

Spectrum Misuse Detection. Existing studies examined spectrum misuse detection
where secondary users interfere with an active primary user. They consider transmission
characteristics such as the RSS distribution over space [55 [56], RSS variation [57] and
physical channel features [58]. These studies either require dense sensor deployments
or the availability of a sensor near each legitimate transmitter, infeasible for large-scale
spectrum monitoring. These works also use data generated by propagation models. In
contrast, our work uses collective measurements by low-cost RTLs to achieve real-time

spectrum monitoring and transmitter location, and our evaluation is based on measure-
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ments from real-life scenarios.

Crowdsourcing Measurements. Recent efforts have leveraged crowdsourcing to
collect large-scale wireless measurements, using them to characterize signal propagation
and user mobility [59, 60], to understand network performance and coverage [61], (62,
63], and to improve indoor localization accuracy [64], 65]. Our work adopts a similar
crowdsourcing approach but focuses on achieving real-time spectrum monitoring using

low-cost commodity radios.

2.1.7 Conclusion & Future Work

In this section, we propose real-time spectrum monitoring measurements using low-cost
commodity devices where measurements scale naturally with the number, density and
physical reach of mobile users in the network. We use a proof-of-concept platform, i.e.
smartphone + RTL dongle, to perform empirical validation of the platform. We show
that robust data analysis can help commodity measurements overcome a variety of error
sources and produce meaningful results

Moving forward, we plan to perform experiments and take a data-driven approach to
multiple issues. First, we plan to expand our tests by locating and verifying existing TV
whitespace transmitters beyond current measurements. This requires ground truth data
on transmitter locations, which we hope to collect from industry partners. Second, we
plan to expand our energy analysis using other RTL models, and optimize the measure-
ment app to reduce energy consumption. Third, we will expand our work to account for
false or incorrect data measurements from failures or malicious attackers, and develop

mechanisms to identify and remove such anomalous reports.
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2.2 Identify Values in Crowdsourced Wireless Signal

Measurement

2.2.1 Introduction

As wireless networks continue to grow in size and coverage, network monitoring and
management is becoming an increasingly costly and resource intensive task [66]. While it
used to be a standard practice to measure wireless performance by covering an area with
vehicles and specialized equipment, that is simply impractical today. Instead, companies
and research firms are turning to crowdsourcing as a cheap and scalable way to perform
network measurements at scale [67].

But just how reliable are these user-contributed measurements? There are obvi-
ous reasons to doubt the accuracy and the consistency of user-contributed wireless net-
work measurements. First, unlike specialized measurement tools deployed by network
providers, user-contributed measurements tend to be generated using commodity equip-
ment with less accuracy. Second, users are often less tech-savvy, and more likely to in-
troduce errors during operation or through user contexts (e.g. driving, phone in pocket).
Third, crowdsourced measurements are constrained by the mobility patterns of contribut-
ing users. Therefore, measurements will follow user mobility, and are likely uneven in
coverage.

With this in mind, it is critical for network providers to understand the value and
limitations in crowdsourced network measurements. While crowdsourced measurements
can be used for a number of management functions (e.g. network performance and
coverage measurements [68, 69, [70], transmitter localization and radio map construc-

tion [71, [65] [72] [73], spectrum anomaly detection [74]), they are generally not amenable
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to quantitative analyses, because of the dearth of both measurement data and ground
truth datasets.

In this work, we are taking a data-driven, quantitative approach to answering some of
these questions, by focusing on the specific application of basestation localization. Bases-
tation or transmitter localization is a basic operation in wireless network management,
and critical to providers interested in locating misbehaving transmitters or mapping out
potential holes in basestation coverage. Besides, nowadays many mobile applications rely
on cell tower triangulation to determine user position [75] for lower energy consump-
tion than GPS. However, the public sources of cell tower location are incomplete and
inaccurate [72], [76]. Like other management applications, basestation localization uses
received signal strength (RSS) measurements gathered by mobile devices. Unlike other
applications, analyzing localization performance is tractable today, given the availability
of both crowdsourced RSS datasets and ground-truth data on basestation locations.

We are interested in answering several critical questions about user-contributed signal
measurements. First, how accurately can we locate wireless basestations using RSS
measurements and known algorithms, and does accuracy correlate strongly with intuitive
properties such as number or density of measurements? Second, can machine learning
classifiers help improve location accuracy? Third, can we develop techniques to identify
features or properties of highly accurate measurement instances, and use them to build
adaptive crowdsourced measurement techniques that produce more accurate results?

Our study uses several large public datasets of crowdsourced RSS measurements
gathered by user smartphone apps around the globe through the OpenCelllD [72] and
OpenBMap [73] projects. They are unique for two reasons: they provide raw signal
measurements (compared to aggregate coverage maps), and include ground truth of real
basestation locations. In total, we analyze ~1M cells and 419M signal measurements.

Using the ground truth data and existing localization algorithms, we first quantify the
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predictive quality of crowdsourced data, i.e. how accurately can each measurement in-
stance predict the basestation location? We then try to identify and improve the poor
localization results by applying supervised learning. Finally, we try to identify key prop-
erties of measurement instances that correlate well with localization accuracy, by taking
a novel application of unsupervised learning technique we call feature clustering.

We summarize our findings as follows:

e We apply seven popular basestation localization algorithms to our ground truth
datasets, and find that localization results have very high variance across a number
of factors, including algorithms, datasets, and scenarios. In addition, there is a

significant variance in error even across cell instances in the same dataset.

e We apply ML classifiers to improve localization accuracy. While overall accuracy is
higher, error variance remains high, and our attempts to find key impactful features

produce no clear results.

e We then take a novel application of unsupervised learning to identify hidden cor-
relations in the data, which we call feature clustering. We define a distance metric
between measurement instances based on similarity of their values in key features.
Clustering the entire dataset based on pairwise distances produces key clusters
that correlate features with localization accuracy of data inside them. From this,
we identify RSS standard deviation and RSS-weighted dispersion mean as indepen-
dent features that identify highly predictive data instances for sparse and dense

measurement datasets.

e Finally, we develop an adaptive crowdsourcing technique using these two features.
Applying this technique produces dramatic improvements in both increased lo-

calization accuracy and reduced variance. We also show that our results could
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# of Measurements # of Cells
Germany | Poland | Russia | USA || Germany | Poland | Russia | USA
OpenCellID 390M 7.9M 4.7M | 15.1M 564K 87K 157K | 146K
OpenCellID-GT 13.4M 2.9M 109K 0 10.6K 21.6K 3.5K 0
OpenBMap 1.2M 58K 124K | 317K 32.4K 1.9K 991 5.2K
OpenBMap-GT 36.6K 8.2K 1.3K 0 773 294 55 0

Table 2.3: High-level summary of OpenCelllD and OpenBMap datasets. Each cell
here is uniquely defined by its Cell ID.

generalize across datasets and geographic regions.

2.2.2 Datasets

Among various public datasets on crowdsourced cellular measurements |72, (73], (77, [78, [79],
we use OpenCellID [72] and OpenBMap [73], for our analysis. These two datasets offer

raw signal measurements, while the other ones only provide aggregated coverage maps.

OpenCellID. Created to maintain a global database of cellular basestations (identified
by their Cell IDs), this dataset was collected by volunteers running a smartphone app that
records information of their cellular connections. Each data entry is a single measurement
at a particular time and location, containing information on the basestation (country,
provider, Cell IDE], network type) and the signal (timestamp, GPS, RSS). No user ID is
included in any entry.

We group the data by country and select four countries for our analysis (Germany,
Poland, Russia and USA). We pick the first three since their datasets come with the
ground-truth locations of a portion of the basestations (provided by cellular service
providers). We select US because it is similar to Poland in data volume. In terms
of sheer volume, Germany is the largest within OpenCelllD, and more than 10x larger
than the #2 country; Poland and US are among top 10, and Russia ranks #20. To-

gether, these four countries form the OpenCelllD dataset, including 418M measurements

5Each Cell ID represents a sector of the base station, i.e. the antenna. A base station composed of
multiple sectors will have multiple Cell IDs.
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Figure 2.9: The ground-truth locations of the cells covered by OpenCellID-GT,
marked by red dots. They are centered around four major cities in Germany. We also
include the estimated locations of the residue cells covered by OpenCelllD, marked
by blue dots. In the figure, the pink curve marks the country border.
and 954K cell IDs. Later in §2.2.3] we use this dataset to identify key characteristics of
crowdsourced measurements.

We also create a smaller dataset OpenCelllD-GT. It is a subset of OpenCelllD
and contains only measurements on cells with ground-truth basestation locations. The
dataset includes 16.4M measurements and 35.7K cell IDs. We use it to study crowd-based
basestation localization (§2.2.4] §2.2.5)).

Table 2.3l summarizes the datasets in terms of the number of measurements and cells

covered. We also include for each, the percentage of measurements with RSS and the

percentage of cells with at least three RSS measurements per year. For a more graphical
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Weekly Monthly Yearly
GSM | UMTS | GSM | UMTS | GSM | UMTS
OpenCelllD 16.7M | 1.8M 54M | 1.2M 725K | 481K
OpenCellID-GT | 883K | 14.8K 292K | 104K 448K | 5.5K
OpenBMap 18.3K | 52.9K 15.5K | 43.5K 11.2K | 28.3K
OpenBMap-GT | 2K 201 1.6K | 171 1K 109

Table 2.4: Per-cell crowdsourcing instances generated from the four signal measure-
ment datasets in Table 1.

view, we plot in Figure the cells covered by both OpenCellID (red & blue dots) and
OpenCellID-GT (red dots). For cells without ground-truth locations, we estimate their
locations as the centroid of their measurements. OpenCelllD cells are spread widely in
each country, except for Russia where they are concentrated in the south-west corner.
In OpenCellID-GT, the cells are clustered around major cities (4 for Germany and 1 for
Russia), but are widely distributed across Poland. Despite such difference, we found that

the two datasets display similar structural patterns (§2.2.3)).

OpenBMap. This dataset is similar to OpenCellID, but significantly smaller in size
(4% of OpenCellID). Its data entry has a similar field but no ground-truth basestation
locations. We will use it as a secondary dataset to verify our analysis on OpenCellID.
Specifically, we consider the OpenBMap data for Germany, Poland, Russia, and USA,
in 2014 and 2015. We created two datasets, OpenBMap with 1.6M measurements and
40.5K cells, and OpenBMap-GT with 46K measurements and 1.1K cell IDs. For the
latter, we search for the ground-truth basestation locations from OpenCellID-GT based
on their unique Cell IDs.

Per-cell Crowdsourcing Instances. From each dataset, we create crowdsourcing
instances for each cell ID over different time windows (week, month, and year). For
each window size, we partition the 2-year data into individual instances for each cell,
and remove the empty instances. As a result, each cell will have multiple crowdsourcing

instances for a given window size, i.e. up to 104 weekly instances, 24 monthly instances,
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and 2 yearly instances. We also group instances based on their network type (GSM,
UMTS?], LTE, CDMA etc). We find that GSM and UMTS cells dominate in both the
OpenCellID (99%) and OpenBMap (95%) datasets. Table summarizes the number
of instances for these four datasets. The vast majority of basestations with ground-truth
locations are GSM based, i.e. 88%-98.8% for OpenCellID-GT and 90% for OpenBMap-
GT.

Google Basestation Location Database. We use Google’s basestation location
database as a reference for our localization analysis. Since 2008, Google has been collect-
ing CelllD-GPS pairs for its location-aware services [80), [81]. Also using crowdsourced
measurements, they estimate each basestation (identified by the Cell ID) location as the
centroid of its measurements [82]. Each estimate comes with an accuracy value ranging
from 500m to 5000m, but the metric is undefined. Leveraging Google’s Map Geolocation
API [83], we crawled the estimated basestation locations for all the cells in OpenCellID-

GT and their accuracy level.

2.2.3 Initial Analysis

We analyze our datasets to identify key properties of crowdsourced cellular measure-
ments. We examine and compare the datasets on measurement count, spatial, and RSS
statistics of per-cell measurements. We also present and contrast key results observed
on OpenCellID] and OpenBMap, as well as consistency of results across countries and
between GSM and UMTS cells.

Measurement Count. The number of measurements varies significantly across

cells and across instances of each cell (between 1 and 10000), where each instance is a

60penCellID defines UMTS to include UMTS, HSPA and HSPA+.
"While OpenCellID-GT is a small subset of OpenCellID, our analysis shows that its structure prop-
erties are completely identical to those of OpenCellID (results omitted for brevity).

45



Data-driven RF Transmitter Localization Chapter 2

collection of measurements taken over some time window. The majority of cells have
a small number of measurements — even over a year, more than 50% of cell instances
have less than 20 measurements (for GSM) and 10 (for UMTS). Across countries, cells

in Germany tend to have more measurements, and those in Russia have much fewer.

Spatial Distribution. To understand the spatial layout of measurements in each
cell, we consider several widely used metrics [84]: average pairwise distance between
measurements, diameter, dispersion (the spread of measurements around their center)
standard deviation Iﬂ and index of dispersion that quantifies the existence of clusters. For
these metrics as well, we observe significant variance across cell instances. For GSM, the
diameter ranges from bmm (i.e. measurements from a single stationary user) to 68km,
while the dispersion is between 0.1km (measurements are near the center) and 10km
(measurements are widely scattered and form irregular shapes). While these spatial
metrics are highly correlated, they have low correlation with the measurement count
(0.02 — 0.1). For UMTS, while the cell size is smaller, these spatial metrics still vary
widely across cell instances.

Across countries, the cells in Germany tend to have larger diameter, higher dispersion,

and more clustered cells than others. For example, more than 55% of GSM cell instances
have diameters larger than 4km, which reduces to 6%, 20% and 29% for Russia, US, and
Poland, respectively.
RSS. Across all measurements, RSS values were evenly distributed between (-112dBm,
-51dBm)) for GSM and (-120dBm, -60dBm) for UMTS, and distributions were similar
across four countries. Per-cell mean RSS and RSS standard deviation values both vary
widely across cell instances.

Intuitively, RSS values should correlate inversely with distance to the basestation. We

8The standard deviation of the distance between measurement point and their centroid center, a
commonly used dispersion metric.
9The RSS value is capped by -51dBm in all GSM measurements.
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test this hypothesis using ground-truth basestation locations in OpenCellID-GT. Since
basestations are generally configured with the same transmit power, we look for this
relationship using the Pearson correlation coefficient . Ideally, v should be close to
-1. Instead, a large portion of the cells (50% for Germany, 40% for Poland and Russia)
display weak correlation (—0.5 < v < 0.5), while 10% of cells in Poland and Russia even
display strong positive correlation (y > 0.5).

This highly unpredictable relationship between RSS and distance to basestation is
somewhat expected in crowdsourced measurements, since so many other factors can
have strong impact on RSS values. This underscores the level of randomness present
in crowdsourced measurements, and is a key reason why these datasets are less useful
than controlled datasets.

User Context. 22% of OpenCelllD measurements contain information on moving
speed and phone direction. Our analysis on these data shows that the vast majority
of measurements came from moving users. For Germany and Poland, many users were
traveling at high speeds (in vehicles). The reported phone directions were uniformly
distributed. Finally, 3% of measurements report estimated GPS error but the data

volume is too small to offer representative results.

OpenBMap vs. OpenCellID. While much smaller in data volume, the OpenBMap
datasets have similar per-cell characteristics as those of OpenCellID. The key difference
is that for Germany, the measurement diameter and average pairwise distance are much
smaller than those in the OpenCelllD Germany datasets. As a result, the spatial prop-

erties in OpenBMaps become much more consistent across the four countries.

47



Data-driven RF Transmitter Localization Chapter 2

Localization Methods Estimated Basestation Location

Centroid (C) [43 Geometric center of all the measurements
Non-RSS J Center of the minimum enclosing circle of all the

Minimum Enclosing Circle (MEC) [85 £

i * | measurements
Weighted Centroid (WC) [43] RSS-weighted geometric center of all the measurements
. . Location of the measurement with the strongest RSS

RSS-based Highest RSS [86] value

Location of the strongest RSS predicted by the
calibrated propagation model

Center of the grid with the highest likelihood of RSS to
be the strongest RSS

Location with the highest value on the statistical
RSS-distance relationship heatmap

Model-based [87] B8]

Grid-based [89]

Ecolocation [46)

Table 2.5: Summary of seven commonly-used base station localization methods.

2.2.4 Localization Performance

We now examine whether crowdsourced signal measurements can be used to accurately
locate basestations. Our analysis uses the OpenCellID-GT dataset, which we have shown
to closely mimic OpenCellID in terms of structural characteristics. We also use the
OpenBMap and Google datasets to validate our findings.

We consider seven commonly known transmitter localization algorithms, summarized
in Table . Two methods (Centroid and MEC) only use spatial data, i.e. measurement
location, and the rest five methods use both spatial and RSS data. We also consider the
“Oracle” method, which, for each crowdsourcing instance, outputs the best localization
result across the seven algorithms. It provides the upper bound on localization accuracy
assuming one can always pick the best localization method for a given instance. We
apply these algorithms on the OpenCelllD-GT dataset, focusing on cell instances with
at least three valid RSS measurements. We evaluate these algorithms in terms of the
localization error, 7.e. the distance between the estimated and ground-truth basestation
locations. We separate our analysis for GSM and UMTS cell instances, but find that
they lead to consistent conclusions. For brevity, we only show the results for GSM cells

since they dominate the dataset.
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Figure 2.10: (a) Comparing Centroid, Weighted Centroid and Oracle (best of 7 al-
gorithms), in terms of quantiles (5%, 25%, 50%, 75%, 95%) of the localization error
distributions. (b) The localization error of Oracle for different time window sizes.

2.2.4.1 Key Results

Across the seven algorithms, we found that no single algorithm is consistently the best,
but Weighted Centroid is more likely to be the best. As an example, Figure 2.10|a)
plots the distribution quantiles (5%, 25%, 50%, 75%, 95%) of the localization error
based on weekly measurements, where Weighted Centroid already closely approximates
“Oracle” (the best of the seven algorithms). We also observe that for 67% of the cases,
RSS methods outperform non-RSS methods. As shown by Figure (a), Centroid
has a much longer tail than Weighted Centroid. This means that RSS data does help

localization but must be handled carefully.

Large Variance across Cell Instances. The most significant observation from
our analysis is that for all the localization algorithms including “Oracle”, the localization
error varies significantly across crowdsourcing cell instances. For example, Figure (b)
plots the quantiles of the localization error of “Oracle”, for weekly, monthly, and yearly
cell instances. The localization error varies significantly between 0.01km and 6km. The

gap between the 75- and 95-percentile values is particularly large, often more than 6x

larger than the median error value. The same applies to the other seven localization
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Figure 2.12: Comparing performance of sector-combining methods.

algorithms.

To understand whether the good (or poor) performance “sticks” to individual cells,
we study localization error distribution across each cell’s weekly crowdsourcing instances
(for cells with at least 4 weekly instances). Figure plots the quantiles of each
cell’s localization error, sorted by the median value. The error varies significantly across
crowdsourcing instances, often by more than a factor of 10. The same applies to monthly
and yearly instances (results omitted for brevity).

Together, these results show that when localizing basestations using crowdsourced
signal measurements, the performance varies significantly across cells and crowdsourcing
instances within each cell. Such significant variance translates into large, undesirable

uncertainty in localization accuracy.
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2.2.4.2 1Is Sectorization Information Useful?

So far, we experiment on individual cells defined by their unique Cell IDs. In practice,
a Cell ID often represents a single sector (or antenna) of a physical cell site, i.e. each
physical cell can have multiple sectors. If the sectorization information, 7.e. the set of
Cell IDs associated with a single physical cell site, is available, we can perform local-
ization by combining the measurements across their sectors. Since these sectors cover
different angular regions of the cell, sector-combining can remove potential angular bias
and improve localization accuracy. For our experiments, we manually[| combine sectors
by comparing the ground-truth location of each Cell ID. Together, we map 35.7k Cell
IDs into 8.4k “sector-combined” cells.

We apply the same localization analysis on the combined cells. For more than 80%
of cases, sector-combining improves localization accuracy by up to a factor of 10. On the
other hand, sector-combining becomes harmful when noises accumulated across multiple
sectors produce a strong negative impact on localization. Figure plots the quantiles
of the localization error across each Cell ID (sector) when we do not combine sectors,
combine raw data across sectors, or simply average the localization result across sec-
tors. It shows that combining raw data is more effective. But more importantly, even
after combining sectors (in both ways), the localization result varies largely across cell

instances.

2.2.4.3 Validation via Secondary Datasets

We validate our observations using the OpenBMap and Google datasets. First, we con-

sider the Cell IDs covered by OpenBMap-GT, and use their crowdsourced measurements

OPrior works [90] suggest that it is possible to discover sectorization information from Cell IDs, e.g.
the prefix of a cell ID up to the last digit is the same for all cells belonging to the same cell tower. We
do not observe such pattern in our dataset. Instead, we map two Cell IDs into one cell site if they are
co-located and have the same service provider and network type.
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Figure 2.13: Validation using the secondary datasets (OpenBMap and Google).

to perform basestation localization. Since OpenBMap has a small data volume and al-
ways offers RSS, we create cell instances using the entire 2 years of data and apply all
seven algorithms. Second, for the same set of Cell IDs, we also perform localization
using the 2-year data in OpenCellID-GT. We also compare their locations in the Google
database to the ground-truth locations to derive the accuracy of Google’s crowdsourcing
approach.

Figure (a) plots the quantiles of the localization error across all the Cell IDs, using
OpenCellID, OpenBMap, and Google crowdsourced measurements, with and without
sector-combining. For Google, we implement the sector-combining by averaging the
localization results across the sectors. While the localization accuracy varies across the
datasets and algorithms, they all display significant variance across Cell IDs.

Finally, we compare Google and OpenCellID by using the Cell IDs covered by OpenCelllD-
GT. This is a larger dataset with 23.3K Cell IDs. Figure 2.13|b) compares the per-Cell
ID localization error for Google, and OpenCellID (Oracle, Weighted Centroid, and Cen-
troid). The Google’s result is on par with OpenCellID Centroid. But overall, they again

display significant variance across Cell IDs.
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2.2.4.4 Summary of Observations

e Significant performance variance across crowdsourcing instances —This ap-
plies to multiple scenarios (w/ and w/o RSS, w/ and w/o sector-combining), local-
ization algorithms (7 algorithms and Oracle), and datasets (OpenCellID, OpenBMap,

Google).

e Large uncertainty in localization performance — Such significant variance
translates into large uncertainty in localization performance across crowdsourced

instances.

e Information about RSS and sectorization help only if treated with care

— Extra data does not always translate into improved localization performance.

2.2.5 Predicting Localization Performance via Classification

We have observed significant variance in crowdsourced localization errors. For crowd-
sourced measurements to be useful, we must find techniques to distinguish “predictive”
quality measurement samples from others, where “predictive” is the ability to produce
localization values with low error. Our goal is to answer the question: can we develop
techniques to identify the predictive ability of crowdsourced measurement samples, and
what if any “features” can help? The most intuitive feature is the number of measure-
ments in each cell instance, 7.e. the more the measurements, the better the prediction.
However, we confirmed across all of our datasets that measurement count is not a re-
liable metric, and shows no detectable relationship to localization error. The Pearson
correlation coefficient between measurement count and localization accuracy lies between
[-0.06, 0.02] across different scenarios and datasets.

In this section, we search for good indicators of a instance’s prediction accuracy, by
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Dimension

Feature Class

Details

measurement count

diameter

clustering: index of dispersion [91]

Spatial clustering: nearest-neighbor index
minimum enclosing circle radius
dispersion max, min, median, mean,
angular coverage StdDev, coefficient of variance
standard deviational ellipse [92] StdDev(major), StdDev(minor),
StdDev(major)/StdDev(minor)

RSS max, min, median, mean,

RSS RSS (power level, dB) StdDev, coefficient of variance
% of RSS (power level)> ~ ~=-55, -60, -65, -70
# of RSS (power level)> v and -80dB

Algorithm | distance between algorithm M and N’s

location estimates

RSS-Spatial

RSS-weighted dispersion

max, min, median, mean,
StdDev, coefficient of variance

RSS-weighted standard deviational ellipse

StdDev(major), StdDev(minor),
StdDev(major)/StdDev(minor)

correlation between measurement distance
to center and RSS

spatial autocorrelation [93]

estimated path loss exponent

Table 2.6: Features considered in our analysis.

applying a variety of machine learning classifiers using features of the crowdsourced mea-

surement samples to distinguish between “high quality” and “low quality” measurement

instances. Not only do we seek to develop tools to identify predictive instances, but we

also wish to identify key features associated with accurate measurement data samples.

2.2.5.1 Feature Selection and Training

The complex structure of crowdsourced data means that it is unlikely that the localization

accuracy is controlled by a single property. Thus we consider a classifier-based approach.

For a given localization accuracy requirement, e.g. the localization error < x, we seek

to predict whether a crowdsourcing instance can produce localization results meeting

such requirement, while identifying the key features that lead to such good (or poor)
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w/0 sector-combining w/ sector-combining

RSS-weighted dispersion mean RSS-weighted dispersion mean
RSS-weighted dispersion StdDev | RSS-weighted dispersion StdDev

RSS StdDev RSS StdDev
RSS-weighted
StdDev(major)/StdDev(minor) Max uncovered angular

(define as directional bias)
distance of localization results of | distance gap between Centroid
Centroid and Weighted Centroid | and Weighted Centroid (CWC)

- RSS >-60dB

Table 2.7: Features selected by CFS.

performance.

Feature Extraction. = We build four categories of features to characterize the crowd-
sourcing datasets: spatial, RSS, localization algorithm, and combined RSS and spatial.
The spatial features are those used by common spatial analysis [84]. The RSS features
represent the statistical distribution of the RSS within each cell. The algorithm fea-
tures look at the difference between results of different localization algorithms. And
the combined RSS and spatial features capture the joint distribution of RSS and spatial
properties, and the spatial properties of the strong measurements. Table lists the
features and the detailed descriptions are in the Appendix.
Feature Selection. Our initial feature set in Table is large, and may contain
features that are either redundant or irrelevant. To prevent overfitting, we first apply
the correlation feature selection (CFS) [94] to identify a subset of relevant features for
the classifier. CFS selects features independent of the classifier, and applies two criteria:
the feature must be highly indicative, and must be highly uncorrelated with the features
which are already selected. Table [2.7]lists the set of features selected via CFS, which are
consistent across countries and time windows.

The selected feature set is dominated by RSS related features. When applying sector-

combining, the feature set differs slightly. This is because combining sectors largely
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increases the spatial (especially angular) coverage of the measurements. As the coverage
is no longer an “eclipse” away from the base station, but a complex ring structure around
it, the angular coverage is more important. Finally, it is interesting to see that the
distance between the localization results of Centroid and Weighted Centroid becomes
a key feature. Since Centroid only focuses on spatial characteristics while Weighted
Centroid utilizes both RSS and spatial properties, this feature will likely capture the

complex interaction of spatial and RSS factors during localization.

Classifier Training and Testing.  Using the above features, we build our classifier
using multiple methods including Decision Tree, Random Forests (RF), and Support
Vector Machine (SVM)E For a given localization accuracy requirement, e.g. localization
error < z, we prepare the training data based on the localization error obtained using a
specific localization algorithm, e.g. Weighted Centroid. We label a cell instance whose
localization error is less than z as 1 (good) and otherwise as 0 (bad). The trained classifier
will output whether a testing instance is good or bad.

Following the above process, we train and test our classifier using 10-fold cross-
ValidationE, and report classification accuracy, precision, recall, F-measure and area
under ROC curve (AUC)H As expected, Random Forests produce the best classification
result, since the crowdsourced data is complicated and noisy. Random Forest is better
to handle noise in the data because of ensemble technique.

Table[2.8)lists the top features selected by Random Forest and their ranking in terms of

the permutation importance. For comparison, we also list their ranking values computed

'We use the implementation of these algorthms in WEKA [95] with default parameters.

12The 10-fold cross-validation is a commonly used method to train classifiers and validate their pre-
diction accuracy in practice. It is designed to limit problems like overfitting, and give an insight on how
the classifier will generalize to an independent, unknown dataset. It partitions the dataset randomly into
10 equal sized (non-overlapping) subsets. Of these 10 subsets, 1 subset is used as the validation data to
test the model, and the remaining 9 subsets are used to train the classifier. This process is repeated 10
times, with each of the 10 subsets used only once as the testing data.

BHigher AUC values indicate stronger prediction power. AUC>0.5 means the prediction is better
than random guessing.
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Foature Feature ranking methods
Information Gain (CFS) Random Forest
RSS-Weighted Dispersion Mean 0.18 0.27
RSS StdDev 0.15 0.21
RSS-Weighted Dispersion StdDev 0.14 0.18
Directional Bias 0.09 0.20
CWC Gap 0.04 0.13

Table 2.8: Feature rankings and importance.

G-1km G-0.5km P-1km P-0.5km R-1km R-0.5km  US-lkm  US-0.5km
w /o0 sector-combining

Accuracy 0.84 0.84 0.84 0.88 0.82 0.80 0.81 0.82
Precision/Recall  0.84/0.85 0.84/0.84 0.84/0.84 0.87/0.88 0.81/0.82 0.79/0.80 0.81/0.80 0.82/0.82
AUC 0.91 0.92 0.92 0.93 0.88 0.88 0.88 0.88

w/ sector-combining

Accuracy 0.85 0.83 0.85 0.88 0.85 0.81 0.82 0.83
Precision/Recall  0.85/0.85 0.83/0.84 0.85/0.85 0.87/0.88 0.85/0.85 0.81/0.82 0.82/0.82 0.83/0.84
AUC 0.91 0.92 0.93 0.93 0.93 0.91 0.92 0.91

Table 2.9: Classification results for the Weighted Centroid localization algorithm for
G(Germany), P(Poland), R(Russia) and US.
from CFS, i.e. the information gain. For both methods (CFS and Random Forest), the

features have similar weights, making it hard to further locate top features among them.

2.2.5.2 Classification Results

We now present the detailed classification results using different datasets and scenarios.
We build classifiers for each country separately. Our experiment uses OpenCelllD for
training and testing, and OpenBMap only for testing since OpenBMap does not have
sufficient data.

Table shows the classification results when using Weighted Centroid and sector
combining to perform localization, with either x = 0.5km or x = 1km as the accuracy
requirement. The results are consistent across countries — the classifier has a reasonable
accuracy around 85%. The performance of Russia is slightly worse, potentially due to its

smaller data size (10% of the other two countries).
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Figure 2.14: The distribution of the per-CellID localization error for cell instances
classified as Good (<1km) and Bad (>1km).
Poland-1km Poland-0.5km US-1km US-0.5km
Accuracy 0.87 0.83 0.78 0.79
Precision/Recall /F-measure  0.86/0.87/0.87 0.83/0.84/0.83 0.81/0.76/0.78 0.79/0.78/0.79
AUC 0.93 0.92 0.88 0.88

Table 2.10: Classifier accuracy as a function of the amount of training data.

Figure [2.14|a) plots the quantile distribution of the actual localization error for the
good and bad instances predicted by the classifier. Overall, we observe clear separations
between the two classes. Using the classifier trained for 1km accuracy, we can identify
good crowdsourcing instances that lead to no more than 3km localization error, while
the majority (>75%) of these instances produce less than 1km error.

We also repeat our analysis for Oracle (the best of the 7 localization algorithms). Be-
cause the corresponding localization algorithm is unknown and will likely be much more
complex, the predictability of its localization outcome reduces. As a result, the accuracy,
precision, recall, f-measure reduce 2%-7% and the AUC reduces 1%-4%. Figure [2.14|b)
shows the quantile distribution of the actual error for both classes. We see that the
distinction between good and bad cases is more clear in [2.14|(a) than [2.14(b).

Figure [2.15] shows the result of sector combining. It has slightly better performance

than w/o sector combining, and the two classes can be clearly separated as well.
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Figure 2.15: The distribution of the per-CellID localization error for cell instances
classified as Good (<1km) and Bad (>1km) - Weighted Centroid, Sector-combining.

Training— Testing Germany Poland Russia
1km 0.5km | 1km  0.5km | 1lkm  0.5km
2014 — 2015 0.83 0.80 0.84 0.86 0.80 0.77
2015 — 2014 0.84 0.82 0.84 0.85 0.81 0.79
Operator 1 — 2 0.82 0.81 0.83 0.85 0.80 0.75
Operator 2 — 1 0.81 0.80 0.82 0.83 0.81 0.79
OpenCelllD — OpenBMap 0.84 0.79 0.82 0.85 0.84 0.81

Training | Germany Poland Russia
Testing Poland  Russia | Germany Russia | Germany Poland
1km 0.81 0.81 0.82 0.83 0.77 0.76
0.5km 0.80 0.80 0.81 0.80 0.78 0.78

Table 2.11: Cross-validation accuracy across time, cellular operators, datasets, and countries.

Impact of Training Data.  We experiment with our classifier using different amount
of training data. Table lists the classification accuracy obtained using 10%, 50%,
80% and 90% of data for training. The results show that accuracy begins to reduce when
there are not enough data volumes.

We also experiment with different types of training data. These include, using the
data in one year to predict another year (2014— 2015, 2015— 2014), using the data from
one cellular operator to predict another, and using the data from one country to predict
another country. Table lists the classification accuracy result. Overall, the accuracy
of prediction across time and operators is on par with the original result in Table 2.9

Both Germany and Poland can well predict the other two countries, while the accuracy
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reduces to 0.77 when training with Russia. This is mostly because the Russia dataset is

10 times smaller than the Germany and Poland datasets.

2.2.6 Feature Clustering

Despite good classifier performance, our efforts to identify and understand key features in
predicting localization accuracy using standard ML were unsuccessful. Both information
gain metrics and classifiers such as Random Forests produced feature importance rankings
that did not clearly distinguish between key features. While these classifiers can identify
instances likely to predict location within some error, they do not shed insights on the
fundamental features that are indicative of predictive measurement instances

In this section, we introduce a different approach that applies unsupervised learning
to identify underlying correlations between key features and a measurement instance’s
predictive accuracy of Weighted Centroid. We define a distance metric that captures the
similarity between key features of any two data instances. By computing the similarity
metric between all pairs of instances, we can apply clustering algorithms to detect clusters
of instances that capture features that tend to occur simultaneously. We call our approach

unsupervised feature clustering.

2.2.6.1 Algorithm

Feature clustering groups data instances together based on their similarity across a small
group of key features. In doing so, we are searching for possible clusters of measurement
instances in the feature space, indicating a natural correlation between key features that
may not be clear from other types of analysis.

By avoiding user-defined assumptions or constraints, feature clustering reveals in-

herent correlations between features, and allows us to identify natural combinations of
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features that produce highly predictive samples. Intuitively, this approach makes the
assumption that a specific combination of features tends to coexist in highly predictive
samples. If this assumption holds, then clusters of these features will be easily identi-
fiable, and examining clusters will reveal key features that most strongly correlate with
highly predictive measurement instances.

The process is as follows:

1. Select a small group of representative features from measurement data.
2. Define a pair-wise similarity metric between two instances based on these features.

3. Identify clusters in the measurement dataset using the similarity metric using either
deterministic or heuristic clustering methods.

4. Search for correlation between identified clusters and intended outcome (in this
context, prediction accuracy).

5. If strong correlation exists, use features in cluster to develop predictors for predic-

tion accuracy.

Features and a Distance Metric. To identify a set of representative features from
our measurement data, we rely on our prior results for feature selection using correlation-
based feature selection (CFS) [94]. Applying CFS to a wide range of features produced a
small set of features, including RSS standard deviation, RSS-weighted dispersion mean,
RSS-weighted dispersion standard deviation, RSS-weighted directional bias, and CWC
Gap (distance between Centroid and Weighted Centroid localization results).

To combine the selected features into a single distance metric, we compute a five-tuple
for each measurement sample (all measurement values pertaining to a single basestation).
We normalize values for each feature using min-max normalization, i.e. normalized to the
max value across all tuples. Finally, we generate a single distance metric by computing

the (unweighted) Euclidean distance between the feature vectors of any two instances
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(the L2 norm of feature vectors).

Clustering. Given the distance metric, we can detect the natural clustering of
measurement instances relative to our chosen features. A number of clustering algorithms
are available, including hierarchical clustering [96], K-means, and METIS [97]. Since we
wish to find natural correlation clusters, i.e. not a specific target number of clusters,
we use hierarchical clustering, and optimize for modularity across all clusters. As we
computed clusters for larger datasets, hierarchical clustering became a computational
bottleneck. We switched to K-means for all results in this section and beyond, because
it achieved nearly-identical results with an order of magnitude lower computation. We
chose these clustering methods because they are commonly used and perform well in our
experiments. While the choices of clustering methods could be further optimized, we
leave this to future work.

After clusters are generated, we identify the most important features by computing
each feature’s chi-square statistics [08] and its difference between clusters. This quantifies
how different the feature’s values are distributed inside and outside a cluster, and in effect
captures how important each feature is to distinguishing instances in a given cluster from

the rest.

2.2.6.2 Results

We perform clustering on measurement datasets for Germany, Poland and Russia (w/o
sector combining) respectively, and plot key results in Figure[2.16] First, Figure[2.16/a)(c)(e)
show that each of our three key datasets are dominated by 2 or 3 large clusters. More
importantly, these clusters correlate strongly with our primary outcome, localization
accuracy. In each case, one of the feature clusters identifies a group of measurement
samples that produce localization results with both low error and low variance (there are

two such clusters in Germany). Measurement instances in the remaining clusters produce
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Figure 2.16: Clusters and top features using OpenCellID-GT (candlestick graphs).

both much higher errors and higher error variance in their localization results. These

results are extremely promising, because they point to the strong correlation of these key

features with localization accuracy.

A closer look at the clusters shows that the key feature distinguishing the clusters

is RSS standard deviation, and RSS-weighted dispersion mean also plays a role. This is

somewhat unexpected, as intuition says that signal dispersion or directional bias might be

better indicators for predictive measurement instances. We plot the values for top three
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features: RSS standard deviation , RSS-weighted dispersion mean and RSS-weighted
directional bias in Figure [2.16b)(d)(f) (we omit the other two features because their
values are similar across clusters). In all three datasets, it is very clear that the cluster
with the lowest localization error and lowest error variance is defined by RSS standard
deviation. In Germany, we also find a second highly predictive cluster defined by low

values for RSS-weighted dispersion mean and RSS standard deviation.

Two Primary Features. These results indicate that two primary features can ef-
fectively distinguish predictive measurement instances from others. First, RSS-weighted
dispersion mean is a feature that measures the mean distance from each measurement
location to the estimated location of the basestation, weighted by each measurement’s
RSS value. So a high value is not likely generated by measurements near the basesta-
tion with high RSS values. It effectively captures the ideal scenario, where there are
sufficient strong measurements close to the actual basestation. We note that this cluster
only appears in our Germany dataset, which is dense, and contains a large number of
measurements in urban settings. In contrast, the Poland and Russia datasets don’t show
this cluster in our results, because they are much sparser, and much less likely to have
samples of dense measurements close to the basestation.

In the absence of well placed measurements with sufficient strong RSS values, our
results show that a crowdsourced instance can produce accurate results if the measure-
ments contain high standard deviation in RSS values. This is not an obvious result,
but captures the idea that RSS measurements near the actual basestation are more di-
verse. The diversity comes from the signal propagation in which RSS value changes more
dramatically as the receiver (smartphone) gets closer to the signal source (basestation),
and user context. Regardless of whether measurements are dense (Germany) or sparse
(Poland and Russia), RSS standard deviation provides a strong signal to help guide the

search for predictive instances.
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2.2.7 Implications & Applications

Given our insights from the previous analysis, we now consider implications on analysis
of crowdsourced wireless measurements. In this section, we consider two questions. First,
how can we use our insights to improve crowdsourced measurements for better accuracy?
Second, we wish to test the generality of our findings by extending our approach to larger

datasets in Europe and the US.

“Filtering” Crowdsourced Instances. Our key result is that RSS standard de-
viation and RSS-weighted dispersion mean are dominant features for detecting an in-
stance’s predictive accuracy. Generally, high RSS standard deviations and low mean
RSS-weighted dispersion are both indicative of accurate localization results.

Here, we leverage these features to adaptively improve the quality of crowdsourced
measurements. Our methodology is to adaptively monitor these two features as crowd-
sourced measurement values are gathered over time. Once a measurement instance has
met either one or both of these features, we consider it sufficient. For measurement in-
stance who has met neither target, we consider it a low-confidence instance and wait for
additional measurements. We will design more complicated noise/anomaly detection in
crowdsourcing measurement as a future work.

From results in Section [2.2.6] we set the bar of RSS standard deviation as 100k, and

65



Data-driven RF Transmitter Localization Chapter 2

500k 6
400k t 57
4 +
300k |
3 L
200k
2 r H
100k | ] O
0 -t 0 &
RSS StdDev Weighted Dispersion

Mean (Km)

Figure 2.19: Distribution of top features for clusters in OpenCellID US.

the bar of RSS-weighted dispersion mean to 0.5km. We use monthly data and look at
instances that fail both targets in the three countries. We gradually add more data in
the following months until the bar is reached. When getting more data, we combine
the measurements of different months that maximize the RSS standard derivation and
minimize the RSS-weighted dispersion mean. Figure shows the results after this
“instance filtering” process. It is clearly evident that across all countries, our filtering
process dramatically lowers mean error (often by over 50%), and lowers error variance
even more significantly (often by over 60%). The resulting instances are more accurate
and predictable.

Next, we compare the accuracy improvements gained by instance filtering against
various localization methods, for ground truth data in Germany (results for Poland and
Russia are also consistent). In Figure , we use a CDF to show the accuracy improve-
ment across all portions of the error distribution. Not only does cleaning reduce error for
the bulk of all instances, but it dramatically reduces the long tail of high error instances

compared to all methods.

Generalizing Results.  Despite these results, one might question whether our findings
are a result of artifacts specific to a given dataset or location. Our hypothesis is that

our conclusions are general, and high RSS standard deviation and low RSS-weighted
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dispersion mean should be sufficient to identify highly predictive measurement instances
in different settings.

To test this, we extend our methodology to different and larger datasets. In Fig-
ure [2.19, we apply our feature clustering technique to the OpenCellID US dataset. While
we do not have ground truth values for this dataset, we can see that the clustered results
match Germany almost perfectly (Figure 2.16|(b)). There are three clusters, two clus-
ters with low localization errors that match the high RSS standard derivation and low
RSS-weighted dispersion mean features, and one cluster with high localization error.

Finally, we test our methodology on the whole Germany dataset (all measurement
samples, including those without ground truth locations). In Figure , we compare

the properties of the clusters produced from the whole dataset to those from the ground
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truth samples. The whole dataset produced the same number of clusters as the dataset of
samples with ground truth, and all key properties of each cluster match the ground-truth
clusters nearly perfectly.

While these results are not as strong as our earlier results because we lack ground
truth, they clearly support our hypothesis that a) the clustering results and key features
are not specific to the ground truth data subsets, and b) the results could generalize

across datasets and geographic regions.

2.2.8 Identify Values for Adversarial Wi-Fi Localization

We further use feature clustering to identify values for Wi-Fi signal measurements. Basi-
cally, we target at improving the effectiveness of adversarial localization attacks against

wireless ToT deviced™

2.2.8.1 Adversarial Localization.

Digital homes are becoming increasingly commonplace. Some of the most popular prod-
ucts today are for home security. Companies like Ring and Google Nest offer cheap, high
quality wireless video devices for surveillance and intruder detection. They offer users a
sense of security, especially when homeowners are away from home.

As these devices gain in popularity, their widespread deployment means any security
vulnerability in their design will have large-scale impact across a large user population.
For wireless home cameras, one key vulnerability comes in the form of signal leakage
and remote localization by external attackerd™’} From outside the home, a burglar can

use wireless measurements to detect the likely location of wireless security cameras,

147 Li, et al, Adversarial Localization against Wireless Cameras, Proceedings of the 19th International
Workshop on Mobile Computing Systems and Applications (HotMobile), Tempe, USA, Feb 2018.

150ther extensions of this attack include jamming or even modifying the camera’s wireless signal. In
this paper, we focus on the attack to localize the camera rather than changing its signal.
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and can then plan their intrusion to avoid detection. Studies have shown that nearly
60% of home burglars will consider the presence of cameras or other video equipment
when selecting targets [99]. Others show that burglars (even shoplifters) are adept at
identifying and leveraging cameras’ blind spots to evade detection [100, T0T]. This type of
attack is sometimes called adversarial localization, where an attacker applies localization

techniques to locate third party wireless transmitters.

Adversarial Model. We consider an adversary who physically moves outside the
target house/apartment /office, seeking to localize WiFi cameras behind the walls. While
moving, the adversary uses a standard WiFi receiver, e.g. a laptop or a smartphone,
to passively sniff transmissions from nearby WiFi devices. From the sniffed data, the
adversary extracts non-payload information like MAC address, RSS and frame length.
With these information, the adversary can identify WiFi cameras by directly matching
their MAC addresses if she is knowledgeable enough or by analyzing traffic patterns, e.g.
traffic volume and packet types. After recognizing each target camera, the adversary
builds a signal trace per target, i.e. a set of tuples (time, position, RSS) along a moving
trajectory, and applies TX localization to estimate the target’s position.

TX Localization. = We consider RSS based passive TX localization, which does not
require the adversary to communicate with the victim (for stealthiness). After de-noising
RSS trace using window-based averaging, we apply the log-distance path loss model to
estimate the camera location. We chose this method because it is simple, widely used,
and has been shown to be robust against biased spatial coverage [65]. Thus our results
provide a lower-bound on the accuracy of adversarial localization using COTS WiFi

sniffers.
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WiFi Camera TX Power | Avg. Packet | Packet Rate
(dBm) Size (bytes) | (pkt/s)
Yi Home Camera (720p, 2.4GHz) 16-18 650 60
Yi Home Camera2 (1080p, 2.4GHz) 16-18 645 75
Amcrest ProHD (1080p, 2.4GHz) ~19 1190 80
Samsung SmartCam (1080p, 5GHz) ~19 900 50

Table 2.12: WiFi cameras used in our experiments.

Environment Adversary Behavior
Apartment | Adversary walks on the outdoor hallway.
House Adversary walks on the lawn and sidewalk.

Office-a Adversary walks on the indoor hallway.
Office-b Adversary walks both inside & outside the building.

Table 2.13: Environments where we performed the attacks.

2.2.8.2 Experiment

Measurements. We performed measurements on four WiFi security cameras with
the highest ratings on Amazon (see Table . They use different WiFi chipsets and
frequency bands (2.4GHz and 5GHz). We placed these cameras in rooms of resident
houses, apartments and office buildings, and varied their locations (3 locations per room).
In each experiment, the camera and the adversary were separated by walls (of different
building materials). Table summarizes the settings.

The adversary uses a laptop (Macbook Air) to sniff WiFi traffic and a smartphone
(Samsung Galaxy SIII) to track moving trajectory. The adversary applies dead-reckoning
on smartphone sensor data, using the accelerometer readings to track walking distance
and the orientation readings to track angles. We performed experiments to confirm that
the trajectory error has negligible impact on localization performance.

Our experiments were carried out by six people with different heights, weights and
walking behaviors. Since they lead to consistent results, we did not differentiate them
in our following discussions. Overall, our experiments produced more than 1.2k walking

traces (each of 25-60 meters long), mapping to more than 2.6 million (time, position,
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Figure 2.21: Localization performance in terms of quantile (5%, 25%, 50%, 75%, 95%).

RSS) tuples.
Attack Effectiveness. We quantify the accuracy of adversarial localization by abso-
lute localization error, i.e. the distance between the estimated transmitter location and
the ground truth. Figure 2.21f(a) plots the quantiles (5%, 25%, 50%, 75%, 95%) of the
localization error for each camera across all the walking traces. We see that the local-
ization performance is similar across the four cameras (who use different WiFi chipsets
and carrier frequencies). The median error is around 4-5 meters, which is within the
room level. Yet the variance is significant, and the error can reach 12 meters. This is as
expected since previous works have shown that transmitter localization is highly sensitive
to measurement coverage, environmental dynamics, noises and RF interference [65].
Figure 2.21f(b) then plots the localization error quantiles for different environments,
mixing all the camera results. Interestingly, the accuracy varies across the environments.
The error is particularly large for “house” due to more complex fading profiles and longer
distance between the camera and the adversary compared to the other environments. In
this case, the median error rises to 6.8 meters, while the rest three environments remain

4 meters. But a consistent trend is that the variance of localization error is large.

2.2.8.3 Advanced Attacks via Feature Clustering.

Given the large variance in localization accuracy, the basic adversarial localization faces

heavy uncertainty on its effectiveness. To reduce variance, the most intuitive method is to
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perform multiple rounds of measurementﬂ and aggregate the raw data or the localization
results. We tested this approach on our dataset and found that the improvement is limited
and often saturates after three rounds. Furthermore, repeatedly wandering around the
target home will easily raise red flags.

Instead, we propose to use feature clustering to predict the localization accuracy or
fidelity of any measurement instance, using unsupervised learning analysis. It allows the
attacker to separate high-quality measurements from noises and carry out the attack
more effectively.

We start from four groups of features extracted from the raw measurement data:
packet features on traffic statistics, spatial features used by common spatial analysis [84],
RSS features on RSS statistics, and combined features that capture the fitting error of
the localization model and the joint distribution of packet/RSS and spatial properties.
We also included the environment type as a feature.

The feature clustering results are shown in Figure[2.22] We observed there are natural
clusters on localization accuracy. Basically the results confirm the strong tie between
feature clusters and localization accuracy. Figure [2.22|(a) shows that the measurement
instances in our dataset are divided into 3 clusters. Cluster A (49% of instances) produces
fairly accurate localization results (2.5 meters and 5.5 meters for median and 95%-tile,
respectively). Cluster B (35%) and C (16%) have relatively high localization errors
(almost all > 5 meters).

Figure M(b) shows that two key features, RSS standard deviation and fitting mean
squared error (MSE), can be used to distinguish cluster A from the others. Measurement
instances in cluster A display large RSS standard deviation but low model-fitting MSE.

This is because RSS standard deviation increases as the adversary moves closer to the

16We assume that the attacker walks in the same area across measurement rounds, since his moving
space within the camera’s WiFi signal coverage is often limited, e.g. sidewalks, hallways etc.
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Figure 2.22: Feature clustering performance.

transmitter (camera). In this case, RSS measurements become more reliable in the pres-
ence of environmental artifacts. The next key feature is model-fitting MSE. Intuitively,
this value should be small to have desirable localization accuracy. The exception is clus-
ter C which has low values and yet bad localization results. This is because cluster C
mainly consists of measurements that are far away from the transmitter and the RSS
readings are flat across the trajectory. This type of data leads to a good model-fit, but
is unsuitable for localization (since they do not capture the distance-RSS relationship).

We also observe that the clustering results and feature properties are consistent across
all environments, cameras types and locations. Such consistency greatly facilitates the
attack. An adversary can use offline, local measurements to build clusters and determine
the key features used to identify high quality measurement instances. It can then derive
the fidelity level instantaneously during the actual attack.

Based on this observation, we configure the feature thresholds to identify a high-
fidelity measurement instance (i.e. those in cluster A) as RSS standard deviation above
5 and fitting MSE lower than 6. These feature thresholds do not change when we only

use data from any individual environment or camera.

Attack Performance - Gain of pruning. We now show the localization perfor-
mance when the adversarial uses fidelity estimation to prune the data, i.e. only using a

measurement instance if its fidelity value is sufficient. As baselines, we also include results
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Figure 2.23: Localization performance of advanced localization attacks.

of the basic attack and data combining where we aggregate three rounds of measurements
since the performance saturates at this point.

We first look at the “house” environment, which has the worst localization perfor-
mance of the four environments. Figure [2.23|a) shows the localization performance for
basic attack, after combining, and after pruning. Consistently across all four cameras,
pruning offers significant performance improvement, reducing the median error from more
than 6.8 meters to 4.2 meters, and bounding the error by 6 meters (compared to 15 me-
ters in the basic attack). Next, Figure 2.23(b) plots results of the four environments
while mixing results of all four cameras. Again pruning leads to significant improvement
in localization accuracy, reducing variance from 6.4 to 1.8. This shows that identifying
useful data is much more effective than blindly adding data.

Attack Performance - Minimizing Measurement Distance.  The attacker can
continuously monitor the fidelity level of the current measurement. After a sufficient level
of fidelity is reached, he can terminate the measurement (for stealthiness and efficiency).
Figure (b) plots the localization accuracy with the moving distance. We normalize
the x-axis by the distance where the required fidelity level is achieved (Distance-fidelity).
We see that our fidelity estimation can accurately identify the “stopping point”. Across
all the high-fidelity instances (766), the min, median, max of Distance-fidelity are 6.1,

23.9, and 53.2 meters, respectively. Similarly, the attacker can use fidelity to terminate
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“unsuccessful” measurements.

Together, our experiments on the advanced attacks show that adversarial localization
is highly effective against WiFi cameras (behind the walls). By walking around the
building/house briefly, the attacker can estimate the locations of indoor WiFi cameras

with room-level accuracy (median of 2.7 meters), and identify unreliable measurements.

2.2.9 Related Work

Localization using Wardriving. Initial studies explored wardriving as an approach
to collect RSS measurements for localizing WiFi Access Points (AP) [43] 45, 102, 103]
or cellular towers [104] [86l 90]. Kim et al. [102] concluded that state-of-art localization
algorithms can produce erroneous results and this will cause inaccurate estimates of WiFi
coverage. Yang et al. [90] studied the accuracy of cell tower localization using wardriving
data and showed that frequency, antenna height, and propagation environment make cell
tower localization different from WiFi AP localization.

Localization using Crowdsourcing. Since wardriving is cumbersome and does not
provide large-scale coverage, recent studies leverage crowdsourcing for indoor localization
of WiFi APs [71], [105, 106] or outdoor cell tower localization [107, 108, 109]. [107]
examined several localization algorithms using only 950 measurements and showed that
the grid-based approach is the best. [I08] studied cell tower localization using the
OpenCelllD dataset and validated the results with data from only 250 users.  [109]
applied different localization algorithms on a small portion of OpenCellID dataset. Unlike
prior studies, we examine and compare seven popular localization algorithms on two large-
scale datasets and show that there is no algorithm that performs consistently the best.

We also examine the key factors that lead to such performance variance.
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Quality of Measurements. A few works addressed issues and challenges in crowd-
sourcing measurements. [69, 110] studied the impact of user context in crowdsourcing
based cellular network measurement systems. [L1I] considered the problem of crowd-
sourced measurement distribution and data density in network coverage prediction. Li
et al [65] identified that data density and environment diversity have major impact on
indoor WiFi localization. In contrast, our work examines the quality issues of outdoor
cellular crowdsourced measurements using large-scale datasets, focusing on basestation
localization. We found that data density does not matter much to localization results.
[T12] investigated ways to identify true information and reliable users in real-world crowd
sensing applications like air quality sensing. They require users to take measurements at
the same locations which is not practical in our scenario.

For applications like web page mining, existing works (e.g. [113| 114, 115]) tried to
remove noise and anomaly in data. Our work differs by providing a systematic framework
to examine the key characteristics of crowdsourced cellular measurements and to quantify
the usability of this data for basestation localization. To the best of our knowledge, we
are the first to provide a comprehensive study on the usefulness of crowdsourced wireless

measurements.

2.2.10 Conclusion

Our work analyzes the value of large user-contributed signal measurements in the con-
text of basestation localization, using large-scale RSS datasets from OpenCellID and
OpenBMap. We find that even machine learning techniques cannot reduce the variance
in localization results, nor can they identify key features (RSS StdDev, RSS-weighted
dispersion mean) that correlate strongly with highly predictive data instances. Instead,

we apply a feature clustering technique to detect natural correlation patterns between
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measurement features, and use them to identify types of measurement data that corre-
late well with high or low prediction accuracy. We show that these clustering results are
general across datasets, and that we can dramatically improve localization results using
our identified features. We hope these results shed light on other types of crowdsourced
measurements, and will test the applicability of this approach to other applications in

ongoing work.
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Chapter 3

Predictive Analysis in Network

Function Virtualization

Recent deployments of Network Function Virtualization (NFV) architectures have gained
tremendous traction. While virtualization introduces benefits such as lower costs and eas-
ier deployment of network functions, it adds additional layers that reduce transparency
into faults at lower layers. To improve fault analysis and prediction for virtualized net-
work functions (VNF), we envision a runtime predictive analysis system that runs in
parallel with existing reactive monitoring systems to provide network operators timely
warnings against faulty conditions. In this chapter, we propose a deep learning based
approach] to reliably identify anomaly events from NFV system logs, and perform an
empirical study using 18 consecutive months in 2016-2018 of real-world deployment data
on virtualized provider edge routers. Our deep learning models, combined with cus-
tomization and adaptation mechanisms, can successfully identify anomalous conditions

that correlate with network trouble tickets. Analyzing these anomalies can help opera-

17. Li, et al, Predictive Analysis in Network Function Virtualization, Proceedings of 18th ACM
SIGCOMM Internet Measurement Conference (IMC), Boston, USA, Nov 2018. This is a collaboration
work with AT&T Labs Research.
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tors to optimize trouble ticket generation and processing rules in order to enable fast, or

even proactive actions against faulty conditions.

3.1 Introduction

Recent deployments of Network Function Virtualization (NFV) architectures [116] have
gained tremendous traction. NFV allows network functions previously handled by hard-
ware to be implemented as software running on commodity servers. Its advantages in-
clude simplifying deployment of new functionality, easier management through hosted
VMs, and lower costs from using commodity hardware. The downsides are that 1) to-
day’s newly implemented virtualized network functions (VNFs) and their host commodity
servers are more failure prone than dedicated hardware [4], [16], [17], and 2) virtualization
introduces more layering and less visibility into lower layer events, e.g. faults. These
downsides might negatively impact NFV deployment. For example, a critical question
for NFV systems is whether they can provide availability similar to that of traditional
carrier-grade systems, with up to five 9s (99.999% of uptime) [117].

In this paper, we describe our efforts to predict network failures and reduce downtime
on one of the largest known NFV deployments to date, deployed on the edge of IP
backbone network of a large ISP in the US. We focus on one of the important VNF types
- vPE (virtualized Provider Edge router). We explore the design and performance of a
system that would allow us to identify potential signatures for predicting trouble tickets
in near-real-time, by applying a combination of deep learning models (LSTMs), model
customization and sharing via transfer learning to syslogs.

While applying machine learning (including deep learning models) to failure pre-
diction itself is not new [I18], 119, 120], our work faces a unique combination of three

challenges. First, because failures are relatively rare, our data is extremely imbalanced,
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making it very difficult to train a supervised learning model for fault ticket prediction.
Second, since each VNF has its own specific configuration and traffic characteristics, it is
likely that no single model will work well across VNFs. Third, periodic software updates
constantly alter system functionality and traffic characteristics on the data plane. Thus
we do not have the luxury of collecting a large training set to build a model for long term
use. Instead, models must be built quickly using short windows of data, and deployed
before they are made obsolete by the next software update or configuration change.

Our solution includes several techniques as follows:

e To address the data imbalance, we use an unsupervised anomaly detection approach
to train a Long Short-Term Memory (LSTM) network [121] model with “normal”

logs. Abnormal log patterns trigger predictions of network faulty conditions.

e To address VNF diversity, we use clustering to identify VNFs with similar configu-
ration and log behaviors, and aggregate them (treat them as a single unit with the

combined syslogs).

e To address the temporal dynamics of infrastructure changes, we use incremental
training that resembles transfer learning. This helps us to quickly bootstrap a model
after software updates, without incurring extended delays for collecting training

data.

We evaluate our methodology using network trouble tickets collected over a 18-month
period on vPE routers deployed in production environments. Our evaluation results
demonstrate that syslog anomalies often occur before network trouble tickets are gen-
erated. We can filter through these anomalies to identify any potential early warning

signals or predictive signatures.
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Figure 3.1: From dedicated hardware-based appliances for network services, such
as firewall, Content Delivery Network (CDN), Network Address Translation (NAT),
Deep Packet Inspection (DPI), Virtual Private Network (VPN), IPTV, router, Packet
Data Network Gateway (PDN-GW or PGW) and IP Multimedia Subsystem (IMS),
to software-based NFV solutions.

3.2 Network Function Virtualization

NFV transforms how network operators architect their infrastructure by leveraging the
full-blown virtualization technology to separate software instance from hardware plat-
form and by decoupling functionality from location for faster networking service provi-
sioning [122]. Figure shows NFV implements network functions through software
virtualization techniques and runs them on commodity hardware (i.e., industry standard

servers, storage and switches).

3.2.1 NFV Architectural Framework

The NFV framework consists of three main components. We illustrate the high-level
architectural framework of NFV in Figure |3.2|

Virtualized network functions (VNFs) are software implementations of network func-
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Figure 3.2: High-Level ETSI NFV Framework [I].

tions that can be deployed on a network functions virtualization infrastructure (NFVI).
The network service being virtualized may be implemented through a single VNF, or it
may require multiple VNFs. When multiple VNF's are implementing the network service,
it is possible that some of the functions have dependencies on others, in which case the
VNF needs to process the data in a specific sequence (referred as service chaining).

Network functions virtualization infrastructure (NFVI) is the totality of hardware
and software components that build the environment where VNFs are deployed. NFVI
consists of three distinct layers: physical infrastructure, virtualization layer and the
virtualized infrastructure. The virtualization layer abstracts the physical resources and
anchors the VNFs to the virtualized infrastructure. It ensures that the VNF lifecycle is
independent of the underlying hardware platforms. This type of functionality is typically
provided in the forms of virtual machines and their hypervisors. In an NFV context, it is
the responsibility of the hypervisor (or the underlying host together with its hypervisor)
to perform the hardware failure detection.

Network functions virtualization management and orchestration architectural frame-

work (NFV-MANQO) is defined as a separate block in the architecture, which interacts
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with both the NFVI and VNF for management.

Though the NFV framework is well established, the standardization of NF'V building
blocks is an ongoing effort. In this paper, we focus on the failure management, which
should be one of the critical functions in NFV-MANO.

Current NFV Implementation: Instead of deploying network functions spanning
across physical and virtual host boundaries, the current deployment uses the simplest
approach by installing it into a virtual machine (VM) image and executing it on virtual

resources provided by the hypervisor.

3.3 Initial Analysis

Using data from a real-world NFV deployment, we study different types of network
failures and their spatial and temporal patterns. We also examine patterns of the syslogs

at the VNF layer, which we will use to predict network failures.

3.3.1 Datasets

Our dataset includes both network trouble tickets and VNF syslogs collected from 38
vPEs (virtualized Provider Edge routers), deployed by a tier-1 ISP’s backbone network,
over a time period of 18 months. vPE degradation can cause service impairments on
customer networks. Predicting these trouble events allows operators or closed-loop au-
tomations to trigger mitigation actions prior to each event and help minimize its impact.
Network Trouble Tickets. Trouble tickets capture actionable network events. Each
ticket includes the time of occurrence, the root cause, and the ticket duration. Basically
when a service anomaly event is detected either by various monitoring tools or customer

complaints, a trouble ticket is generated and sent to the network operators. The network
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operators will then look into this ticket and determine whether the service deterioration
was indeed caused by the suspected root cause, and record this event in a failure ticket.
Thus the tickets can be used the ground-truth network failures in our case. Our dataset
includes the entire set of trouble tickets at these 38 vPEs, a total of a few hundred tickets,

with the following six categories of root causes:

e Maintenance: expected or scheduled network actions or changes;
e (Clrcuit: connection between two devices (on specific interfaces) is down.
e (able: cable disconnection due to environmental or human artifacts.

e Hardware: failures of cards that constitute the chassis system and components that

constitute a card.
o Software: failures due to software issues.

e Duplicate: follow-up failures when the original issue is not resolved.

For each trouble ticket, we track both the ticket report time and the repair finish
time. Trouble tickets are triggered by signals from various network monitoring systems
matching against known problem signatures, via a series of ticket processing logic, such
as pattern matching and event correlation. Thus the ticket report time is often at or
after the first occurrence of a symptom of the network fault. Since the ticket generation
process is imperfect, it may miss early symptoms and introduce significant delays between
the first occurrence of symptoms and the actual generation of a ticket.

VNF Syslog. Syslogs are complex, unstructured, free-form texts generated by the
systems to describe a wide range of events [123, 124]. One vPE could have millions
of syslog messages per year. Both keywords and relationships among different types of

log messages [118, [124], [125] [126] define the key structural patterns of syslogs. We use
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Figure 3.3: Ticket analysis of aggregated vPEs.

the well-known Signature tree [124] approach to transform raw syslogs into a structured
representation for convenient relationship modeling.

We also compare our vPE syslogs to those of pPEs (physical Provider Edge routers)
with similar number of network tickets. We observe that vPE syslogs have 77% less
volume than pPE syslogs, and contain many fewer log messages on physical layer. This

confirms our intuition that NFV reduces each vPE’s visibility of lower layer events.

3.3.2 Trouble Ticket Analysis

To help understand the predictability of trouble tickets, we focus our analysis on (1) ticket

temporal distribution/frequency and (2) similarity of ticket patterns between vPEs.

Temporal Distribution. Figure [3.3(a) shows tickets with different root causes
over time. We found that maintenance is the dominant factor, but they are predictable
(since they are prescheduled events). Duplicated tickets and circuit tickets are the next
two major contributors. Overall, the ticket data is highly skewed. Figure [3.3|b) plots
the distribution of inter-arrival time of non-duplicated tickets per vPE. We see that
non-duplicated tickets arrive more than 40 minutes apart. 80% of time gaps between
consecutive tickets are longer than 10 hours, and 25% of gaps between consecutive tickets

are longer than 1000 hours (42 days). Finally, we observe that duplicated tickets often
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Figure 3.5: Cosine similarity of syslog
distribution between all vPEs and indi-
vidual vPE.

Figure 3.4: Tickets distributed across
time and vPEs.

arrive in bursts.

Per vPE Ticket Behaviors. Figure [3.4] shows non-maintenance trouble tickets
across VPEs (sorted by their ticket volume per vPE). Each point indicates that the
corresponding vPE (y) has ticket on a given time interval (z). Clearly the ticket pattern
is non-periodic and vPE-dependent — a few vPEs have far more tickets than others.
There is no obvious bias in time or towards any specific vPE. Another observation is
that sometimes, multiple vPEs experience network faulty conditions in the same time
interval (marked by the vertical bar). A deeper look at the data showed that these
tickets are triggered by issues of core routers that led to disruptions at all attached
vPEs. However, such cases are very rare, and only contribute to a very small percentage

of trouble tickets.

3.3.3 VNF Syslog Analysis

We perform temporal and spatial analysis on VNF syslogs collected at vPEs. To analyze
“normal” syslog entries unrelated to network failure events, we prune the log to remove
any entries that are within 3 days of a ticket’s active period (the period between a ticket’s

arrival time to when it is marked as resolved).
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Figure 3.6: Cosine similarity of syslog distribution between this and next month.

Correlation across vPEs. We first ask the question: do vPEs’ syslogs display
similar behaviors during normal operations (i.e., no failures)? We compute the cosine

similarity [127] of syslog distributions for each vPE v, and that of the aggregated syslog

X s(v)is(V);
/B s(0)2 /D1 s(V)?]
We use a sliding time window of one month across syslogs, and calculate the normalized

over all vPEs V| i.e where s(-) denotes the syslog distribution.

frequency distribution.

Figure shows the quantile values (0%, 25%, 50%, 75%, 100%) of the cosine sim-
ilarity across time. Only one third of vPEs have a similar syslog distribution (cosine
similarity > 0.8), and there are 5 vPEs that have < 0.5 in cosine similarity. This indi-
cates that syslog patterns vary across vPEs, possibly due to differences in server roles,
configurations and traffic. Therefore, we will need per-vPE customized models to detect
anomalies on vPE syslogs.

Impact of System Updates.  Another key finding is that some vPEs’ syslogs had
sudden changes between late 2017 and early 2018, triggered by system updates that
changed the syslog distribution. We compute the cosine similarity of syslog distributions
between consecutive months. Figure [3.6| shows the averaged results. We found that

before the system updates, cosine similarity is consistently above 0.8, but drops below
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0.4 following a system update. This means that we need to update models of vPE syslogs

quickly (using short windows of data), so that they do not become obsolete.

3.4 Predicting Tickets from Syslog Anomalies

In this section, we describe our effort to identify specific (or anomalous) patterns in vPE
syslogs that may potentially serve as early detection or warning signatures for (trouble)

ticketing conditions.

3.4.1 Methodology

Our empirical analysis in identifies three key challenges for predicting trouble tickets
via VPE syslogs. First, trouble tickets are relatively rare across our vPE syslogs. With
such imbalanced data, it is very difficult to train a supervised learning model for fault
prediction. Second, the volume and complexity of syslog data make it difficult to manually
select the feature set necessary to train ML models on log behavior. Third, since syslog
distributions vary across vPEs and over time, we need to customize machine learning
models for each vPE, and re-train them after system updates. Both can lead to large
overheads in terms of data collection delay.

To address the first two challenges, we build a Long Short-Term Memory (LSTM)
network [121] that automatically learns syslog patterns during normal operations (§3.4.2)).
Instead of supervised training, we take an anomaly detection approach using a baseline
model trained using “normal” syslog data. Thus we are unaffected by the rarity of trouble
ticket events. Each detected anomaly can potentially serve as an indicator for network
faulty conditions. To address the third challenge of data collection latency, we apply both
clustering and online learning techniques to reduce the amount of training data required

to customize models for individual vPEs (§3.4.3)).
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Figure 3.7: Mapping syslog anomalies to trouble tickets.

time window ahead of the ticket generation as the predictive period, and the time
between ticket report and repair finish as the affected period. As shown in Figure |3.7], if
an anomaly is detected during the predictive or affected period of a ticket, we associate
that anomaly to the ticket. Specifically, an anomaly detected during the prediction
period of a ticket is treated as an “early warning signal,” and those detected during
a ticket’s affected period are treated as “post event symptoms.” Although there are
many reasons why anomalies may occur before the ticket time, some of the early warning
signals may be converted into alternative ticket-triggering signatures. Anomalies which
are not associated with tickets will be treated as false alarms. We vary the length of the

predictive period to see performance changes in Section [3.5]

3.4.2 LSTM-based Anomaly Detection

As a language for communication between users/programs and the system, vPE syslogs
display sequential patterns. An accurate model of syslogs must be able to capture those
sequential patterns. Thus we consider the Long Short-Term Memory (LSTM) network,
which is well-known for its capability of capturing the comprehensive and intricate pat-

terns embedded in sequential dataE|. With sufficient training data, LSTM can automati-

2LLSTM is a special case of Recurrent Neural Networks (RNN). It is equipped with explicit memory
cells that have the ability to remember long-term dependencies over sequences. [121] provides a detailed
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cally learn normal patterns of syslogs, and flag deviations from the norm as anomalies. In
fact, LSTMs have demonstrated great success in detecting a wide range of anomalies, such
as server faults in distributed systems or anomalies in sentiment analysis [128, [126], [125].
Unlike traditional linear classifiers, our approach does not rely on feature engineering.
For the input of LSTM, we use each individual log m;, which captures system events for
a specific interval ([t;,t;_1)) (m; appears at t;). Instead of using just raw log entries,
we apply the aforementioned signature tree approach [124] to extract and categorize a
specific template (or signature) from the raw data, marked by a tuple of (m;,t; — t;_1),
m; € S, where S is the template collection. Given k syslog tuples, we train our LSTM
model to predict my,1. This is a multi-class classification problem where the output is a
probability distribution over the template set S.
Model Training. We train the LSTM network using syslogs produced during “ticket-
free” network operations. As mentioned in Section [3.3.3] we prune syslog entries that
occur within a 3-day buffer around the active window of actual tickets. We also experi-
mented with larger window sizes but did not observe notable differences.
Detecting Anomalies. Using a trained LSTM model, we detect an anomaly as
follows. To determine whether an incoming syslog my.1 is normal or abnormal, we plugin
the previously observed k syslogs into the model and derive the probability distribution
of prediction of the (k+1)th log. If my; is normal, then the corresponding log-likelihood
value should be high (above a threshold), and abnormal if not. By changing the threshold
value, we can derive a precision-recall curve (PRC), which is the most widely used measure
to evaluate anomaly detection systems [129].
Learning Minority Syslog Patterns. = While LSTMs are designed to automatically

learn patterns of normal syslog entries, minority patterns are generally hard to learn

tutorial of LSTM.
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given their rare appearances in the training data. The result is a high false alarm rate.
We address this by over-sampling the minority (normal) patterns [130]. Specifically, we
use month ¢’s syslog to train a LSTM model that will be used to detect anomalies during
month (i + 1). We apply the LSTM model training in multiple rounds, using month #’s
normal syslog as training data. After each round of training, we test the model using
the original training data and identify normal syslog patterns that are misclassified as
anomalies. We then over-sample these patterns and randomly sample all other patterns,
and use the resulting data to adjust the model weights. The process exits when the false

positive rate cannot be further improved.

3.4.3 Customization and Adaptation

Since the syslog distribution varies across vPEs, a general LSTM model will likely achieve
suboptimal accuracy. The ideal solution is to build a customized model per vPE, but the
resulting training overhead and data collection latency are unacceptable. We address this
tradeoff between model accuracy and data collection latency using vPE grouping [I31].
We apply K-means [I132] to group vPEs and choose the number of groups K based on
modularity. vPEs in the same cluster show similar patterns in syslog distributions, and
their training data will be aggregated together to build a unified model for the group.
For our dataset, we produced 4 vPE clusters, which led to 4 LSTM models.

We also reduce the latency of training data collection using online (or incremental)
learning. Specifically, each month we perform a round of incremental training by updating
the model weights using the newly arrived syslog entries. Since the syslog distribution is
relatively stable, we do not observe significant changes in model weights.

The exception is that between late 2017 and early 2018, the vPE network had a

system upgrade, and some vPEs’ syslog distributions were significantly modified. As a
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result, the number of false alarms increased by a factor of 14, indicating that the model is
out-of-date and required updating. The naive solution is to retrain the entire model, but
rebuilding a reasonable training dataset takes more than 3 months. We want a solution
that can retrain the models in a much shorter time window.

To address this challenge, we consider transfer learning [I33], where a pretrained
neural network model (i.e. a “teacher model” that was trained before the system update)
is adapted using limited training data to a student model that can respond to new syslog
behavior. Specifically, we build the student model by first copying the teacher model,
then training the student model using new syslog data to fine tune the top layers of the
model. For our cases, one week of new training data is sufficient to quickly update the

model after a major software update.

3.5 Evaluation

In this section, we evaluate our LSTM-based anomaly detection system, and the feasi-
bility of using vPE syslog anomalies as (early) warning signatures of network trouble

tickets.

3.5.1 Experimental Setup

We implemented our anomaly detection system using Keras [134] with Tensorflow [135]
as the backend. For model optimization, we varied model parameters to minimize the
categorical cross entropy [136], but found that model performance is generally insensitive
to parameter choices. Our final LSTM model consists of 2 LSTM layers and 1 dense
layer.

Estimating Ground Truth of Syslog Anomalies. Evaluation of our anomaly

detection system requires ground truth of syslog anomalies, which we approximate using
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Figure 3.9: Anomaly detection perfor-

Figure 3.8: PRC for 1-day predictive period. mance of different approaches.

trouble tickets. For each trouble ticket, we define a time window before its generation
time as the predictive period, and the time window after its generation till the reported
ticket repair time (ticket duration) as the affected period. As shown by Figure [3.7] if any
syslog anomaly falls into the predictive period or the affected period of a ticket, we will
treat it as a true anomaly. So one ticket can possibly have multiple (early) signatures.
On the other hand, any anomaly outside of these periods is treated as a false positive.
We tried multiple values of predictive periods, from 1 hour to 2 days, and found that the
detection performance converges at 1 day.

Another interesting observation is that after matching syslog anomalies with non-
duplicated tickets, each ticket is associated with at least two anomalies (in the predictive
period). These anomalies are close to each other, less than 1 minute apart on average.
Thus we configure the detection system to report a warning signature for network trouble
tickets upon detecting a small cluster of two or more anomalies.

Training and Testing. We use syslog data from the first month of the 18-month
data for initial model training. At the end of each month, we update the LSTM model
using fresh data from the previous month, and test the updated model using data from
the subsequent month. Both initial model training and monthly model updates complete

in less than one hour.

93



Predictive Analysis in Network Function Virtualization Chapter 3

3.5.2 Accuracy of Anomaly Detection

Precision, Recall, F-Measure. @ We start with three standard metrics on anomaly
detection [I37]. Precision shows the percentage of true anomalies among all anomalies
detected; Recall measures the percentage of anomalies in the data set (tickets as the
ground-truth) being detected; and F-measure is the harmonic mean of the two.

Figure plots the Precision-Recall Curve (PRC) produced by adjusting the afore-
mentioned threshold in LSTM log probability (§3.4.2). Our final operating point is the
one that maximizes the F-measure, with precision at 0.8 and recall at 0.81. In this case,
our system can effectively identify anomalies while achieving low false positives at 0.6

per day for all vPEs.

Comparison to Existing Methods. @ We consider two existing methods on anomaly

detection:

o Autoencoder [13§] is a feed-forward multi-layer neural network in which the de-
sired output is the input itself. After training the auto-encoder with normal data,
the reconstruction error can be used as an anomaly indicator. We use the TF-
IDF (term-frequency, inverse document frequency) Features [139] as the input to

Autoencoder.

e One-Class SVM [140] uses shallow learning to build a model of the normal syslog
training data, which requires feature engineering (mapping the data into a high
dimensional feature space via a kernel). If a new syslog entry deviates significantly

from the model, it is marked as anomaly.

For a fair comparison, we applied the same customization and adaption mechanisms

(§3.4.3) on all three approaches.
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Figure 3.10: Effectiveness of different components.

Figure 3.9 shows the performance of the three approaches. The two deep learning ap-
proaches (LSTM, Autoencoder) largely outperform the traditional classification approach
(one-class SVM), because feature engineering is highly challenging given the volume and
complexity of the vPE syslogs. LSTM slightly outperforms Autoencoder (a precision of

0.82 vs. 0.77), by capturing sequential patterns of the syslogs.

Gains of Customization and Adaptation. We use microbenchmarks to understand
the contribution of model customization (a single model for all vPEs vs. customized
models per vPE) and fast model adaptation (following a system update). Figure [3.10)
plots the model F-measure across the 18 month period. Model customization produces
significant improvement in model F-measure and precision (results not shown due to
space limits). Our model adaptation component allows the system to quickly recover
from disruption caused by software updates using just 1-week of training data. Using
training data longer than 1 week does not produce significant improvements.

Reducing Training Overhead. Our design uses both vPE clustering and transfer
learning to reduce the amount of syslog training data (for constructing and adapting the
LSTM model). We evaluate their effectiveness by comparing each to their corresponding
baselines. Using vPE clustering, we are able to reduce the amount of (initial) training

data from 3 months to 1 month. Using transfer learning, we reduce the recover time (from
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Figure 3.11: Anomaly detection for different types of tickets: X time after ticket generation.

software updates) from 3 months down to 1 week. This means we can build and maintain
a high-quality prediction model without incurring expensive delays for collecting training

data.

3.5.3 Trouble Ticket-based Evaluation

We use trouble tickets as approximate ground truth to evaluate how effectively our
method can discover anomalous syslog conditions. Figure [3.11| shows the probability
of detecting any anomaly related to a ticket (at least 15 minutes prior to the ticket ar-
rival, at least 5 minutes prior, 0 minute prior, until 5 minutes after, and until 15 minutes
after) for each individual (non-duplicated) ticket type, and across all the tickets.

We seek to answer the following questions:

Q1: What types of network trouble tickets show early signs in VNF syslogs?

Answer: We discover VNF syslogs appear before multiple trouble ticket types (e.g.,
Circuit, Software, Cable and Hardware). Syslogs related to circuit failure tickets have
the highest probability of occurrence before the ticket generation (74%), followed by
Software (55%), Cable (40%) and Hardware (28%). This indicates that despite reduced

visibility into lower faults caused by virtualization, VNF syslogs do capture anomalous
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conditions related to network trouble tickets.

Q2: For failures that do not display syslog anomalies before ticket generation, will any of

their anomalies show up to the syslog shortly?

Answer: Yes, for majority of tickets (80%), vPE syslogs will display anomalous patterns
within 15 minutes after the ticket generation. This means that patterns of failures become
visible at the NF'V layer after a small delay, which can be leveraged by NF'V for trouble

ticket analysis, diagnosis and management.

Q3: How early do we observe syslog anomalous conditions compared to ticket generations?

Answer: The majority of detected syslog anomalies are 5 minutes ahead of the ticket
generation. For Circuit, 36% of syslog anomalies are 15 minutes ahead, and the ratio is
even higher for Cable (39%) and Hardware (38%) categories.

Although more in-depth investigation is required, these results indicate the possibility
that operators may be able to leverage these syslog anomalies to either improve their

ticketing process, or identify predictive or early conditions indicative of network failures.

Q4: Can a single or group of anomalies serve as warning signatures for a group of

near-term trouble tickets?

Answer: This is related to the question of whether a single syslog anomaly (or a cluster of
syslog anomalies) can be associated with multiple trouble tickets. Based on our current
dataset, this has never happened, mostly because the tickets are rare and well-separated.
We plan to confirm this finding using larger-scale studies in the future.

Operational Findings. The anomalies identified by our model can be categorized
into four scenarios. First, the detected conditions are likely true predictive signals for
near-term network problems. For example, we identified a condition that involves a

management daemon error message about some peer session connection failures with a
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particular controller (”invalid response from peer chassis-control”). When an anomaly
with this condition was observed, it was typically followed some time later by a trouble
ticket. We need to investigate this apparently predictive signature further to understand
the underlying vPE behaviour. Second, the detected conditions can be analyzed and
turned into early detection signatures on faulty conditions. For example, we found that
a storm of protocol session flaps ("BGP UNUSABLE ASPATH: bgp reject path”) across
multiple peers within a short time interval can be turned into a quick detection signature
(with minimum false positives). This anomaly detection outperforms existing service level
monitors, which normally have a longer detection delay. Third, the detected conditions
could be part of the events that triggered the trouble tickets. This may be due to event
response procedures in existing ticketing process flows, such as intentional delays added
to suppress transient issues. Our findings may help operations to further optimize such
ticketing process flows. Fourth, the detected conditions are coincidental to the ticket
(i.e., involving unrelated syslog anomalies). This scenario is relatively rare and should
be carefully managed, e.g., through adding suppression rules in ticket processing flows. In

future work, we will further categorize the detected conditions into these four scenarios.

3.6 Related Work

Reliability and Fault Management in NFV.  [I4]] [142] addressed the necessity
and challenges of reliability, resiliency and fault management in NFV, showing that one
of the key challenges is the cooperation and latency between layers. [143] studied the
correlation among network resource alarms and produced rules for root cause analysis.
[144], [145] leveraged Self-Organizing Map (SOM)-based clustering to identify different
types of network failures based on SNMP measurements, but requires sufficient samples

of each failure type in advance. [146] collected metrics from both hypervisor and VM
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layers, and applied Random Forest to classify VNF behaviors. All of these evaluated

small-scale, self-defined network failures.

Trouble Prediction/Detection in Networking. = While existing works [131], [147]
achieve trouble detection based on Key Performance Indicators (KPIs), such as CPU
utilization and packet loss, our work focuses on VNF syslogs. The majority of existing
works apply supervised trouble prediction/detection, by building binary classifiers that
are trained with both normal and abnormal events. [148| 149, 150] applied simple fail-
ure prediction methods based on characteristics of failure events, and developed Hidden
Markov Model (HMM) and shallow machine learning approaches for network failure pre-
diction. To capture sequential patterns in the monitoring data, [IT18] designed sequential
features and applied Random Forest to learn omen and non-omen patterns for switch
hardware failures in data centers. [139] applied LSTM to detect a single type of failure
for server cluster down. The key challenge faced by the above supervised methods is
that they require sufficient anomalous data to train the model, which takes a significant
amount of time to collect, e.g. multiple years according to the above studies.

To reduce data collection latency, several works resorted to unsupervised approaches.
[123] extracted features on state variables and identifiers, and applied PCA to perform
anomaly detection. [126] 125] applied LSTM on network intrusion detection for Linux
system calls and OpenStack experiments on CloudLab. While we also take an unsuper-
vised learning approach, our work differs from existing works by focusing on predictive

analysis of failures in NFV systems.

3.7 Conclusion

We use system log and network trouble tickets in a real-world deployment to study the
problem of failure prediction in NFV networks. We propose a new method to detect
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anomalies from NFV syslogs that can potentially be used as early indicator of network
issues that would typically result in trouble tickets. We validate our methodology using
a sample dataset collected over 18-months on virtualized provider edge (VPE) routers in
a production NF'V environment. We observed that our LSTM-based anomaly detection
system discovers syslog anomalous conditions that often occur before the trouble tickets.
We believe our methodology can help the network operations teams to either (a) identify
predictive or early warning signals, or (b) improve upon the current ticketing process

that will enable timely response to NFV failures.
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Chapter 4

Scaling DNIN Models for Spectrum

Anomaly Detection

Spectrum management in cellular networks is a challenging task that will only increase
in difficulty as complexity grows in hardware, configurations, and new access technology
(e.g. LTE for IoT devices). Wireless providers need robust and flexible tools to monitor
and detect faults and misbehavior in physical spectrum usage, and to deploy them at
scale. In this chapter, we explore the design of such a system by building deep neural
network (DNN) models[] to capture spectrum usage patterns and use them as baselines
to detect spectrum usage anomalies resulting from faults and misuse. Using detailed
LTE spectrum measurements, we show that the key challenge facing this design is model
scalability, i.e. how to train and deploy DNN models at a large number of static and
mobile observers located throughout the network. We address this challenge by building

context-agnostic models for spectrum usage and applying transfer learning to minimize

17. Li, et al, Scaling Deep Learning Models for Spectrum Anomaly Detection, Proceedings of
20th ACM International Symposium on Mobile Ad Hoc Networking and Computing (MobiHoc),
Catania, Italy, July 2019. Our proposed spectrum model, code, and test dataset are available at
https://github.com/0x10cxR1/spectrum_anomaly_detection/.
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training time and dataset constraints. The end result is a practical DNN model that
can be easily deployed on both mobile and static observers, enabling timely detection of

spectrum anomalies across LTE networks.

4.1 Introduction

Cellular providers spend billions of dollars acquiring radio spectrum for network capacity
and coverage. Yet spectrum management, specifically detection of faults from spectrum
interference, remains a costly and ad hoc process, often involving manual diagnosis fol-
lowing customer complaints and operational failure logs. What makes detection hard is
that interference can come from a variety of complex sources at any physical location,
ranging from intentional spectrum misuse and misconfigured transmitters to RF leak-
age from cable plants and connectors. For example, interference from a misconfigured
amplifier led to persistent quality-of-service issues for a tier 1 service provider [I51].

These problems will grow in severity and scale in the near future. Advances in both
reconfigurable hardware and spectrum usage policies make it easy to misuse spectrum
without authorization. There is already evidence of these misuse attacks in China, where
growth in unauthorized transmissions has prompted new initiatives to outlaw spectrum
misuse [[52]. Furthermore, cellular interfaces for IoT are coming, optimized for the
network and energy needs of [oT devices. Adoption of these interfaces has the side effect
of increasing security risks for LTE and nearby spectrum bands. A compromised device
working on behalf of an attacker can perform jamming or denial of service attacks on
cellular bands.

Clearly, cellular networks need robust and flexible tools to detect faults and mis-
behavior in spectrum usage, which we hereby refer to as spectrum anomalies. Despite

open calls for automated management tools by the 3GPP standards body, current pro-
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Figure 4.1: Spectrum anomaly detection by multiple observers.

posals are still limited to simplistic fail-stop fault models, and only on faults within the
LTE infrastructure [153, [I§]. Cellular carriers often evaluate physical spectrum usage
by wardriving with specialized devices, and these activities are severely limited by high
human and equipment costs [154].

Instead, we believe that cellular networks require general solutions capable of detect-
ing a range of radio spectrum anomalies, from transmissions at unexpected power levels,
to interference from misconfigured devices and unauthorized transmitters. Anomalies
can appear anywhere in the physical network, and their detection requires a large-scale,
distributed spectrum monitoring system.

In this paper, we explore the design of a general, scalable system for detecting spec-
trum anomalies in wide-area LTE networks. As shown in Figure [£.1], the system consists
of two components: (1) a scalable, distributed spectrum monitoring system that mea-
sures physical spectrum usage using both static and mobile observersﬂ distributed across

the network, and (2) a general anomaly detection system that builds deep neural network

2Spectrum monitoring requires both static and mobile observers to enforce coverage and scale. We
assume that these observers are recruited by the carriers to perform spectrum monitoring and anomaly
detection, and are well-behaved. This simplification allows us to focus on the problem of scaling DNN
models for anomaly detection.
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(DNN) models using these measurements, and runs them at each observer as baselines
to detect spectrum usage anomalies. Our work builds on multiple prior efforts: some
of which examined the feasibility of distributed spectrum monitoring using commodity
devices [I55] [156], while others validated the benefits of DNN-based spectrum anomaly

detection using a single static observer [I57), [158)].

Why DNNs? Wide-area spectrum measurements collected by observers are highly
complex, thanks to unpredictable signal propagation, frequent link adaptation, and traffic
dynamics. Traditional models are unable to capture such complexity. DNN models, on
the other hand, are known for automatically capturing complex patterns in the target
data. Recent works have demonstrated the advantages of using DNNs to model spectrum
usage [157, 15§].

Despite significant progress, a large gap remains between current proposals and a
feasible system for cellular networks. Since spectrum measurements generally depend on
the context of the observer, i.e. time, location, and mobility status, each observer should
ideally run a model tailored to the current context. But this renders our system imprac-
tical, given the amount of training overhead and run-time complexity it requires, .e. it
is impractical to assume that the system must build models for each physical location,
and that each observer must change its model whenever it moves. A practical alternative
is to explore a context-agnostic model for all observers, and whether such models can be
trained, deployed and validated. But will the elimination of “context-awareness” from
DNN model designs degrade the accuracy of spectrum anomaly detection?

We answer these questions through an empirical study on LTE networks, using de-
tailed spectrum measurements across multiple LTE bands and cells. Our efforts lead to

three key findings:
e Within each LTE cell, it is feasible to build a single, context-agnostic DNN model

104



Scaling DNN Models for Spectrum Anomaly Detection Chapter 4

that accurately models normal spectrum usage pattern for the task of anomaly
detection. Our DNN model does not use supervised learning to classify an event as
normal or anomalous. Instead, we train a long-short term memory (LSTM) model
on sequences of spectrum measurements. It recognizes events as anomalies when
they deviate significantly from events expected or predicted by the model. Our
model runs on both mobile and static observers to detect spectrum anomalies on
the fly without any modification, putting a hard limit on the training overhead and
run-time complexity. Deep autoencoder, another DNN model, can be designed to

offer the same properties.

e Across LTE cells, the DNN model trained for a given LTE cell is not directly
reusable at the other cells, but can be used to quickly train their models through
transfer learning. Only a small amount of local spectrum measurements at the
target cell is required. Our results show using transfer learning instead of training

from scratch reduces required training data by a factor of 288.

e Since different LTE bands (frequency carrier, downlink or uplink) display different
spectrum patterns, they require different DNN models customized for that band.
The same transfer learning method can be applied to quickly train the model for a

frequency band using existing models for other bands as a starting point.

Together, these findings demonstrate the feasibility of deploying a practical model for
LTE spectrum anomaly detection on top of the distributed spectrum monitoring system.
Specifically, the system first trains a general DNN model for normal spectrum usage, i.e.
the teacher model, using past spectrum measurements from trusted observers. It then
distributes this teacher model to each individual LTE cell’s basestation, who uses a small
amount of local spectrum measurements (contributed by trusted observers in the cell) to

quickly calibrate the model, and distributes a unified, context-agnostic model to all the
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observers in the cell.

The above design has two key features. First, the spectrum DNN model is context-
agnostic and can be easily deployed on a wide range of spectrum observers, static and
mobile, and adapted using a minimal amount of local spectrum measurements. Each
observer does not need to store a large number of models for each context, or switch
to a new model whenever it moves. Instead, it runs the same DNN model regardless of
its context, and only needs to switch to a new model when moving into a different cell.
Second, the anomaly detection is general in that it avoids cellular-specific knowledge and

can detect any events that affect spectrum usage.

4.2 Preliminary

To provide context for our later discussions, we present in this section the spectrum
measurement dataset used in our empirical study, and our initial analysis on patterns in
today’s LTE spectrum usage. We also present existing models for spectrum anomaly de-
tection, and evaluate their performance using our spectrum measurements in the presence

of spectrum anomalies.

4.2.1 Spectrum Anomalies

The goal of our anomaly detection system is to detect a wide range of issues ranging from
hardware and software failures, to misconfigurations and intentional misuse of spectrum.
While it may be intractable to predict all possible sources of failures or performance
issues in a cellular network, the observable impact of these faults on spectrum usage is
often easier to categorize. Here, we summarize several of the most common observable

spectrum anomalies, and where possible, we list potential causes.
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Unauthorized Transmitter. These are cases of observable active transmitters that
do not have a license to transmit. These errors can be caused by a number of faults,
including accidental misconfiguration leading to a transmitter operating outside of its
normal frequency range [159], intentional unlicensed transmissions avoiding costs of a
spectrum license, or transmissions with the intent to disrupt existing services (signal
jamming attacks). These transmissions can produce a partial or full overlap in the
frequency domain with existing transmitters, using either the same or different signal
modulation as the victim.

Misconfigured Transmitter (in power).  These are cases of transmitters licensed
to transmit on its current frequency, e.g. LTE basestations. But due to either miscon-
figurations or hardware failures, they are not operating stably at their normal transmit
power, e.g. the aforementioned incident of misconfigured amplifier [I51].
Misconfigured Transmitter (in frequency). Similar to the above, the radio
hardware fails to operate on some of its operating frequencies. In an extreme case, the

transmitter stops to operate on all its frequencies and shuts down completely (TX fault).

4.2.2 Analysis of LTE Spectrum Usage

Our Dataset. We performed signal measurements on three major LTE carriers in
the US, including three downlink (DL) bands of AT&T (880MHz), T-Mobile (729MHz),
and Verizon (749MHz), and one uplink (UL) band of AT&T (830 MHz). We used USRP
N210 devices to capture 5 MHz spectrum within each LTE band.

While prior works on spectrum misuse detection [160], 161} 162, [157] only considered
static observers, we performed measurements on LTE spectrum usage using both static
and mobile observers (walking, driving). Our measurements were performed at two

areas: a large university campus and an urban downtown area, separated by a distance

107



Scaling DNN Models for Spectrum Anomaly Detection Chapter 4

-25
o
°
(7)) '35
[%2]
[any

-45 ‘

0 5 10

Driving Time (min)

Figure 4.2: RSS varies largely over a 10-minute monitoring window, for a mobile observer.
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Figure 4.3: Spectrograms captured by spectrum observers under different contexts,
based on the measurements on the 880MHz downlink band.

of 8 miles. For each area, we verified that the observers were in the same LTE cell during
the measurement period and the measurement range is within 1 mile.

Our measurements were performed between January and March 2018, and repeated
in June 2018 to examine potential temporal variations. Specifically, we set up three
static observers (well separated) in the university campus and collected measurements
continuously for 7 days, and two static, well-separated observers in the downtown area
for 3 days of continuous measurements. Walking and driving experiments were done for
45 min per day for 8 days. In total, the dataset contains more than 20 TB of signal data,

where 32% of the data were collected at night.
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Spectrum Usage # RSS. Many prior works [160), 161, 162, 163, 164] have used
measured received signal strength (RSS) as the base for spectrum anomaly detection,
where an anomaly occurs if the current RSS deviates from a pre-defined range. Our
measurement, shows that RSS is not a viable base for mobile observers since it changes
significantly and unpredictably over time. Figure |4.2] shows a random segment of RSS
collected by a mobile observer over 10 minutes. Here the sudden rise of RSS values can
be the result of multipath fading or interference from an unauthorized transmitter in

proximity, which are indistinguishable using RSS data.

Time-Frequency Patterns of Spectrum Usage. Instead, we chose to analyze
spectrum usage using the time-frequency spectrogram of the received signal. Spectro-
grams capture fine-grained signal amplitude over time at sub-frequencies, and are widely
used for spectrum analysis. In absence of any anomaly, Figure plots a spectrogram
segment of 50ms at three observers (static, walking, driving) and another 50ms segment
at each of the same observers about 10 minutes later. Despite the large difference in
signal amplitude across users and time, we can observe visible temporal patterns from all
six segments, in the form of bursts of high-power transmission along the time dimension.

We studied these patterns in detail and arrived at two key observation. First, the
pattern is complex, especially in the temporal domain. Periodicity analysis shows that
signal fluctuation peaks reside at 1200Hz, 160Hz and 60Hz, indicating that the key pe-
riodic pattern occurs every 0.21ms, 1.6ms, and 6ms. More frequencies of transmission
bursts exist in addition to these main peaks, indicating more fine-grained temporal pat-
terns beneath the obvious bursty patterns we observed. Second, the short-term patterns
of the spectrum usage share some general shape. Carefully formed, they could serve as

reliable “fingerprints” of normal spectrum usage.

Spectrum Patterns across Time, Cells and Bands. = We also visually compared
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the spectrum usage patterns observed across time, LTE cells, and LTE bands. The
short-term usage patterns are fairly consistent over time (by comparing observations in
January-March, and June), differ slightly across cells (campus vs. downtown), but show
more visible differences across LTE bands. We also performed periodicity analysis to

confirm these observations.

4.2.3 Models for Spectrum Anomaly Detection

The above analysis suggests that it is feasible to build general spectrum anomaly de-
tection by modeling the time-frequency patterns of normal LTE spectrum usage. The
hypothesis is that the presence of a spectrum anomaly will produce visible changes to the
patterns extracted from the measured signals, which trigger the detection of the anomaly.
This type of anomaly detection prioritizes generality: training/building the model using
normal spectrum usage without requiring any knowledge or labeling on anomaly instances.

There are multiple existing approaches of modeling spectrum usage patterns from the

spectrogram, including:

e One-class SVM classifier creates a model of the normal training data by mapping it
into a high dimensional feature space via a kernel, and iteratively finds the maximal
margin hyperplane which best separates the training data from the origin [162].
New data significantly different from the model will be marked as anomaly. This
approach requires feature engineering, and we use the FFT decomposition of the

signal RSS over 256ms as the input features.

e Kalman Filter [165] is widely used for estimating the state of the system given noisy
measurements. An anomaly is detected if the predicted state deviates significantly
from the observed one. It is well-suited for detecting sudden state changes via

continuous observations.
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Figure 4.4: Anomaly detection performance of non-DNN (one-class SVM, Kalman
filter, Rule-based) and DNN (LSTM) models, based on measurements at the DL
880MHz band.

e Rule-based classifier detects anomaly when the observed RSS violates a certain

threshold [160}, 16T, 163, [166].

e Neural Network-based anomaly detector provides good models without the neces-
sity of feature engineering. Autoencoders [I58], and Recurrent neural networks
(RNNs), more specifically LSTM (long-short-term memory) models [I57] are re-

cently proposed in spectrum anomaly detection.

Yet existing works only considered static observers.

We implemented and evaluated these approaches using our LTE measurements. A
small portion of our measurements were conducted when anomalies were present. More
details on these anomalies are described later in §4.6.1 For all the experiments, the
observers were placed within 50m of the misuse transmitter.

Evaluation at Static Observers.  For all the approaches (Kalman filter, one-class
SVM, LSTM, deep autoencoder), we used as the model input the signal spectrogram
over 256ms (we have tested other segment lengths between 32ms and 256ms and found
that they do not change the conclusion). We trained the models using past spectrum
measurements in absence of anomalies at each static observer. We also included a RSS-

based method that uses a threshold to detect the presence of anomaly (Rule-based). The
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Figure 4.5: Anomaly detection performance when (re)using a LSTM model customized
for a static observer at location 1. (a) running the model at location 1 and location 2.
(b) running the model at location 1 and a mobile observer near location 1 (all based

on measurements at the DL 880MHz band).
performance of the LSTM and deep autoencoder models are similar so we only included
the LSTM result for brevity.

Figure plots the results in terms of anomaly detection rate vs. false alarm rate.
The results are similar across the four LTE bands so we only show the result in the
880MHz DL band for brevity. We see that the DNN model (LSTM in this case) largely
outperforms the three non-DNN alternatives. This finding aligns with that of recent
works [I57, [15§].

The reason behind the above result is that LTE spectrum patterns are complex due to
the compound effect of traffic dynamics, RF propagation, and link adaptation. Additional
complexity comes from possible correlations between feature dimensions. All of these
make it difficult for traditional methods (e.g., one-class SVM) to model the spectrum
usage. Manual identification of good features that capture key spectrum patterns requires

deep understanding of the data and much heavier efforts on feature engineering. And

the complexity exacerbates when building the models for mobile observers.
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4.3 Scaling Spectrum DNN Models

Our empirical analysis validates the observation of prior works [I57, 58], where each
static observer individually trains DNN models to detect spectrum anomalies. But can
such a context-specific model be deployed on a large-scale distributed monitoring system,
where the spectrum observers are distributed across a wide area, and can be mobile or
static? Next, we answer this question empirically, testing whether models trained by a
given static observer can be “reused” by another static observer at a different location
and another mobile observer. Again we observe a consistent trend across all four LTE

bands, and show the result for the 880MHz band for brevity.

Test I: Reusing Models across Locations.  Using our LTE measurements at three
static observers (in the same LTE cell), we apply the same approach of [I57, [I58] to train,
for each observer, the corresponding DNN models (LSTM and deep autoencoder). We
then run the models customized for one observer at the other two observers both with
and without the presence of spectrum anomalies. We considered a range of spectrum
anomalies in the form of unauthorized transmissions used in §4.2.3]

Our results show that when reusing a spectrum LSTM model at a different location,
the model is less accurate in capturing normal spectrum patterns. Thus the anomaly
detection rate drops considerably (Figure [4.5[a)). The same applies to the autoencoder
model.

Test II: Reusing Models at Mobile Observers. We also experimented with
“reusing” models trained for a static observer at a mobile observer (walking at 3mph).
Both observers were in close proximity (to reduce the impact of location change). Results

in Figure [1.5(b) show a similar trend of performance degradation.

Our Focus: Scaling the DNN Models. Together, these experiments suggest that
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since wireless measurements depend on the context of the observer, i.e. time, location,
and mobility status, ideally each observer should run a DNN model tailored to the cur-
rent context. Unfortunately, this is impractical under our targeted scenario because the
system must build models for each physical location in the network and user context,
and each observer must change its DNN model whenever it moves. Such requirement
leads to significant training overhead and run-time complexity.

This motivates us to explore a practical alternative: building a unified model for
all the observers, with the goal of prioritizing scale and ease of deployment, minimizing
training overhead, and maintaining reasonable accuracy. In the following sections, we
tackle this new problem in two steps: first designing a single context-agnostic DNN model
for anomaly detection in a single LTE cell (, then extending the single cell model to

train models for many other LTE cells and bands using transfer learning (§4.5)).

4.4 A Single Model per Cell

In this section, we focus on designing a single DNN model for a single LTE cell, which
will be deployed on all observers in the cell without any modification. Our hypothesis
is that within a cell, the normal downlink spectrum usage seen by each observer comes
from the same basestation, thus we could train the DNN model to capture a unified
form of spectrum pattern that is context-agnostic, i.e. does not depend on mobility
pattern and precise location within the cell. For uplink, each observer sees aggregated
transmissions from many LTE users, and the normal spectrum usage could also display
context-agnostic patterns. Thus our goal is to design models to automatically discover
these context-agnostic patterns, and to validate whether they are sufficient for anomaly
detection.

Our study considers two DNN models, LSTM and deep autoencoder. Both are known
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Figure 4.6: RNN unit and stacked RNN network.

for capturing complex, temporal patterns in the target data that can be difficult to detect
with simpler models [167, (157, [158]. In the following, we start with a brief introduction of
the two models, and then describe the steps taken to build and train a context-agnostic
version of these models using our spectrum data. We evaluate the models at both static
and mobile observers, in terms of how they predict future spectrum usage. Later in

we evaluate the corresponding anomaly detection systems.

4.4.1 Background: LSTM and Deep Autoencoder

Recurrent neural networks (RNNs) are artificial neural networks with loops, allowing
information to persist [I68]. As shown in the left portion of Figure [4.8] its consists
of multiple copies of the same network, each passing a message to a successor. Long
Short Term Memory networks (LSTMs) are a special type of RNNs, well-known for its
capability of capturing the comprehensive and intricate patterns embedded in sequential
data. This is achieved by maintaining an internal state in each RNN unit. A practical
LSTM model in general consists of multiple stacked layers, forming a more complex

architecture similar to feed-forward neural networks [167]. This allows LSTM to learn
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Figure 4.7: Autoencoder.

more complex relationships in sequential data. Normally another fully connected layer
(non-recurrent) is attached at the end of the model for classification or prediction. We
refer interested users to [167, [168] for detailed discussion on LSTM.

A stacked (or deep) autoencoder (details in [158]), as shown in Figure [4.7/is a DNN
model designed to learn efficient data representation (or encoding) in an unsupervised
way. It learns to compress the data from the input layer into representations, and then
reconstructs the original data using the representations at the output layer. This process

forces the autoencoder to extract the most useful features of the data.

Anomaly Detection. The above predictive models enable anomaly detection without
prior knowledge of anomaly. The intuition is that since each model is trained using
normal spectrum data, it cannot accurately predict data that contains anomaly, leading
to large model prediction errors that trigger the anomaly detection. Figure plots
the anomaly detection process. We first train the model using spectrum observations in
absence of anomaly, where given past values, the model predicts the next few values in

the sequential data. Next, given a present spectrum observation, we use the model (and
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Figure 4.8: Anomaly detection using DNN models of spectrum usage.

past observations) to predict the present spectrogram, and compare it to the observed
spectrogram. If the prediction error is larger than a threshold (details in §4.6), an
anomaly is present.

Finding Clean Training Data. Ideally the model should be trained with measure-
ments in absence of anomaly, which are hard to verify in practice. Fortunately, several
works have confirmed that RNN, particularly LSTM can tolerate limited presence of
anomalies in the training data without affecting anomaly detection performance [169,
170]. Under our target scenario, the system can choose training data from trusted ob-
servers who did not observe notable cellular service degradations at the time of data

collection, thus the mass majority of the training data are in absence of anomaly.

4.4.2 Unified Models of Spectrum Usage

We now describe the unique steps we take to build and train a per-cell, unified predictive
model on spectrum usage. While our description below is for LSTM, we apply the same

process to build and train the deep autoencoder model.
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Input to LSTM. We feed the raw spectrogram of the wireless signal into the LSTM
model. Our intuition is that sufficiently powerful LSTMs operating on raw signals can
extract meaningful patterns, while an alternative LSTM operating on aggregate statistics
is vulnerable to poor choice of statistics, and could miss valuable dimensions of the data.

Given our LTE measurements, we configure the LSTM model to use x = 25.6ms of
measured signal as input to predict the next y = 6.4ms. We chose these parameters
because our spectrum analysis in shows that the longest periodic pattern occurs at
6ms, thus a target frame of y = 6.4ms should be sufficiently large to include all the key
patterns. We also experimented with other z values and found that 25.6ms offers the
best performance under our target scenarios. We leave the optimization of x and y to

future work.

Making the Model Context-agnostic. = Our predictive model is context-agnostic,
so that it can be deployed on all observers in the current cell, regardless of their physical
location and mobility status. We take two steps to achieve that.

First, we apply linear transformation to expose the intrinsic spectrum usage patterns.
As mentioned earlier, the input signal data displays a large variance across observing lo-
cations, which is an inherent property of radio propagation. Such high variance can cause
LSTM (and autoencoder) to miss detailed temporal patterns and correlations among sub-
frequencies, but focus solely on absolute power values. To expose these intrinsic spectrum
patterns, we apply linear transformation, ¢.e., mean-centering and scaling, to the input
FFT amplitudes, and filter out input sequences that only contain noise (no signal at
all). As a result, each input sequence to the LTSM model now has a zero mean and a
variance of 1. This transformation is similar to the idea of contrast stretching, a common
pre-processing technique in computer vision that exposes patterns by transforming pixel
intensities to increase contrast [I71].

Second, we use as training data a mixture of spectrum measurements collected by
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both static and mobile observers within the cell. Compared to context-specific models,
this certainly minimizes the model training time and data requirements. One concern
is that mixing training data from many sources can potentially increase the ambiguity
between normal data and anomalies. For example, the normal spectrum usage seen at
observer A could be similar to the anomalous spectrum usage seen by another observer
B. When the training data includes those measurements from A, the trained model could
misclassify B’s observation of an anomaly as normal.

We took a detailed look at our measurement data (with anomalies), but did not
identify any of such events. While our anomaly instances are limited in scale, this result
suggests that the probability of such events is low in practice. An advanced attacker could
form its misuse signals to imitate normal spectrum usage, but this is challenging since
the observers will observe the aggregated signals from the attacker and the legitimate
LTE transmitters.

Model Training. To train these models, we divide our per-cell LTE measurement
data into two portions: one used for training, and one for testing. Both datasets contain
measurements collected by static, walking and driving observers. The observers in the
testing dataset do not appear in the training dataset. Overall, for each cell, the ratio
of the training data volume and the test data volume is 2.5:1. Each model is trained
to minimize the Root Mean Square Error (RMSE) between the predicted signal and the

ground-truth signal (after transformation) in the training dataset.

4.4.3 FEvaluation: Model Prediction Error

We evaluate how well the DNN models predict the spectrum usage of the immediate
future, so that they can quickly detect anomalies that disturb the spectrum usage pattern.

As an illustrative example, Figure plots the actual spectrogram (on a randomly chosen
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Figure 4.9: Spectrograms of actual and LSTM predicted LTE signal.

50 ms segment) and the output of the LSTM prediction model (after reversing the linear
transformation). To reconstruct the 50ms segment from the prediction result, we cascade
8 segments of 6.4ms prediction results, each predicted from previously observed 25.6ms
measurements. We see that the LSTM model is able to recover the key patterns in
spectrum usage across sub-frequencies and time.
Evaluation Metric: Spectrogram Prediction Error (dB). We evaluate each
model by the difference between the true signal spectrogram and the model prediction.
Specifically, we calculate the RMSE between the true FFT amplitude (dBm) across sub-
frequencies of the LTE band and the LSTM model prediction values after being inverse-
transformed back to FFT amplitude (dBm). In a nutshell, the RMSE value approximates
the amplitude spectrogram error in a single dB value. We refer to this metric as the
prediction error (dB). Because our test data has many observers, we will present the
mean and standard deviation of the prediction error across all the observations in the
test dataset.

The prediction error directly links to the accuracy of anomaly detection. The smaller

the prediction error is in absence of anomaly, the better the predictive model is and
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the higher accuracy the model has during anomaly detection. We evaluate the anomaly

detection performance later in §4.6, which yields consistent results.

Unified vs. Customized Models. = We evaluate our unified models by comparing
them to models customized to individual observer’s context. The results of LSTM and
autoencoder are similar to each other: the prediction error of autoencoder is 3-8% higher
than that of LSTM. We only show the LSTM results for brevity.

Table [£.1(a) shows the mean and standard deviation of the prediction error (dB) of
our unified model and those of the models customized to three individual locations. The
location-specific models, when running on a different location, produce large prediction
errors (5.21 dB rather than 2.5dB). But the unified model is always as good as or even
better than all the location-specific models.

We repeat the experiment in the time domain. Table (b) confirms that training
data over day and night can also be mixed together when building the unified model.
We also use data collected in June 2018 to further test our model (trained using mea-
surements from January and March 2018), and the unified model consistently provides
better prediction than those designed for specific time periods of the day. The differ-
ence between the models is less visible compared to that in Table [4.1[a), indicating that
physical location has a much heavier impact on spectrum monitoring than time.

We also experiment with the mobility context. We group the measurements by their
mobility context: static (mixed locations), walking, and driving (< 25 mph). In addi-
tion to the unified model, we also trained mobility-specific models for each of the three
contexts. Table [£.1)c) shows that the unified model and the mobility-specific models
perform similarly. For both, the average prediction error is bounded by 2.62 dB with a
very low variance (0.26).

Overall, the unified model achieves the best prediction performance, 2.58 dB (0.19),

when tested at a diverse set of observers. This can be attributed to two factors. First,
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Train .
Loc 1 Loc 2 Loc 3 Unified
Test
Loc 1 2.71 (0.38) | 5.21 (12.74) | 2.97 (0.56) 2.67 (0.32)
Loc 2 3.41 (0.64) | 2.46 (0.76) | 3.67 (1.09) 2.47 (0.24)
Loc 3 2.68 (0.46) 4.56 (7.03) | 2.63 (0.26) | 2.61 (0.29)
Mixed 3.70 (1.79) | 4.86 (13.84) | 4.07 (1.88) | 2.59 (0.23)
(a) Across Location

- Lrain Day Night Unified

Day time 2.59 (0.23) | 2.74 (0.22) 2.53 (0.18)

Night 2.63 (0.23) | 2.71 (0.27) | 2.61 (0.22)

Mixed 2.59 (0.18) 2.74 (0.18) | 2.55 (0.22)

(b) Across Time Periods

Irain Static Walking Driving Unified
Test
Static 2.52 (0.21) | 2.47 (0.23) 2.57 (0.33) 2.43 (0.23)
Walking 2.47 (0.29) | 2.62 (0.23) | 2.67 (0.27) 2.56 (0.18)
Driving 2.64 (0.29) 2.58 (0.26) | 2.59 (0.26) | 2.57 (0.23)
Mixed 2.66 (0.30) 2.54 (0.27) 2.61 (0.23) | 2.58 (0.19)

(¢) Across Mobility Context

Table 4.1: Prediction error (dB) of LSTM models under different training configura-
tion. Numbers in parenthesis show the standard deviation of prediction error (dB).
Here we show the result from the 880MHz band while the other bands lead to similar
conclusions.

the model’s timing configuration (using 25.6 ms data to predict next 6.4 ms data) allows
LSTM to capture critical spectrum usage patterns, and yet remains small enough to make
the model robust against context changes. Second, the linear transformation allows
LSTM to focus on intrinsic patterns of signal spectrogram, which remains consistent
across different mobility context, time periods, and locations.

It should be noted that a related challenge is whether and how such unified model
per LTE cell can be used near cell boundaries, where an observer can potentially pick

up signals from multiple basestations. When these basestations operate on the same

frequency band, the observer could see signal patterns that are different from those at

122



Scaling DNN Models for Spectrum Anomaly Detection Chapter 4

in-cell locations. This must be treated with care to minimize false alarms. As future
work, we plan to address this issue using dedicated measurements at cell boundaries.

Model Complexity. We implement our LSTM and autoencoder models on a NVIDIA
Titan X GPU, where it takes < 10ms for prediction on each data segment. As future work,
we plan to implement our design on commodity mobile platforms such as smartphones
and NVIDIA Jetson platforms. Existing works have successfully deployed efficient LSTM
models on mobile devices [172, [I73]. The LSTM model in [I73] has 5 layers, each with
500 LSTM units, and runs efficiently on Nexus 5 Android smartphones. In comparison,
our LSTM has fewer parameters (2 LSTM layers, 64 units each) and should also run

efficiently on common mobile devices.

4.4.4 Models for DL and UL Bands

We take a closer look at the unified models built for each of the four LTE bands. Re-
call that our analysis in shows that LTE bands display different spectrum usage
patterns. The UL band (830 MHz) is particularly different from the DL bands

Interestingly, the final model structure also differs between the DL and UL bands.
For LSTM, the three DL bands share the same structure: 2 LSTM layers of 64 units
plus 1 dense layer, while the UL band requires an extra LSTM layer. The same applies
to autoencoder: the DL models have 4 dense layers while the UL model has 6 dense
layers. This is somewhat intuitive since LTE DL signals originate from a single strong
transmitter (basestation), while UL signals are aggregates of many weak transmitters.
The UL spectrum patterns are more complex, requiring more neurons to learn.

Table lists the prediction errors of the four bands using LSTM. The three DL
bands perform similarly, while the UL band experiences larger prediction errors. We also

verified the same model using spectrum measurement data collected a few months later
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(June 2018), and the results are consistent.

880 MHz | 750 MHz | 730 MHz | 830 MHz (UL)
Testing: Early 2018 | 2.58 (0.19) | 2.70 (0.25) | 2.54 (0.26) | 3.14 (0.78)
Testing: June 2018 | 2.61 (0.21) | 2.72 (0.24) | 2.52 (0.25) | 3.11 (0.73)

Table 4.2: Model prediction error (dB) of our unified LSTM model.

4.5 Beyond the Per-Cell Model

We now consider the problem of building spectrum models for many LTE cells and
multiple bands. One can simply train a model for each LTE cell and band, but the
training overhead and data collection requirements are practically prohibitive. Like other
DNN models, LSTM and deep autoencoder require large amount of diverse training data
and can take hours and even days to finish training. Currently, our models take 2 hours
to finish with 1 day worth of training data and almost 24 hours with 8 days of training
data. Practical deployment will likely need much larger and more diverse training data,
and more frequent training to adapt the models. Thus it is critical to reduce the model
training overhead across all the LTE cells. In the following we discuss and compare

potential solutions to address the issue of training overhead.

4.5.1 Can Models be Reused?

Does reusing the model across cells and bands really work?

Test I: Reusing Models across LTE Cells. We apply the LSTM model trained
for one cell to another (same network carrier, same frequency band, same technology,
just a different basestation), and observe sizable performance degradation in both model

prediction and anomaly detection. For the 880 MHz DL band, the average prediction
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error raises to 3.36 dB from the baseline of 2.58 dB and the standard deviation jumps
from 0.19 to 0.56. This is likely because the two basestations are configured differently

so their spectrum usage patterns differ.

Test II: Reusing Models across LTE Bands. We apply the LSTM model trained
on the 880 MHz DL band to the 730 MHz DL band. The average prediction error and the
standard deviation grow to 3.54 dB (0.71) compared to 2.70 dB (0.25). This is because
the two bands show visible differences in spectrum usage patterns, which are captured
by LSTM to produce a precise model for each. Autoencoder shows the same trend.
Together, these results show that models trained for a specific LTE cell and a specific
LTE band are in general not reusable across cells and bands. This does not contradict
with our conclusion in where the per-cell model can be reused within the same cell.

In a given cell, the spectrum usage pattern is fairly consistent.

4.5.2 Fast Training via Transfer Learning

To speed up model training at many cells, we consider an alternative solution, transfer
learning [174], which adapts a pre-trained DNN model to a new scenario using lim-
ited training data. It leverages the underlying similarity between tasks associated with
two models. By transferring model architecture and weights from a pre-trained model
(teacher) to the new model (student), one can bootstrap and fine-tune the student model
with limited training data.

Transfer learning is suitable for our problem because LTE cells share similar spectrum
usage characteristics (, especially for DL bands since only LTE base stations are
transmitting. Next we show that transfer learning can be used to quickly adapt a pre-
trained LSTM model to a new LTE cell and even to a new LTE band, reducing training

data volume by a factor of 288.
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Figure 4.10: Prediction error of LSTM mod-
els transferred across different LTE cells in the
830 MHz DL band.

We note that a similar concept of “knowledge transfer” has been applied to wireless
networking design, using knowledge collected by one basestation to help configure an-
other basestation (e.g., spectrum handoff [I75], operating modes for energy saving [170]
and content caching strategies [177]). Our solution is motivated by these existing works,
but our contribution lies in the novel application of transfer learning to the problem of
spectrum anomaly detection, and a detailed validation using real-world LTE measure-
ments.

When applying transfer learning, we first build a student model by copying the teacher
model, then use local spectrum measurement data to refine the model. Here the transfer
process depends on k, the number of model layers “allowed” to be updated [I74]. The
simplest form of transfer learning updates on the last (dense) layer of the model. This is
commonly used when the student model targets very similar task or domain character-
istics as the teacher model. The more advanced ones allow more or all the layers to be
updated. The student models can better adapt to new scenarios but require more local

data to reach convergence.

Transfer across LTE Cells. To test the effectiveness of transfer learning, we transfer
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Figure 4.11: Prediction error of LSTM Figure 4.12: Prediction error of LSTM
models with different transfer options models with different transfer options
(transfer model of DL 880 MHz to DL (transfer model of DL 880 MHz to UL
730 MHz). 830 MHz).

the LSTM model trained on cell A (using 1 day of training data) to cell B (same carrier,
band, technology), and fine-tune B’s model with 5 minutes of spectrum data collected
in cell B. Here we chose 5-min because the tuning process converges. We consider the
simplest transfer option of freezing all weights of the two LSTM layers and only updating
weights in the last dense layer. For comparison, we train another LSTM model for B
from scratch using the same amount of training data as of A (1 day).

Figure shows the prediction error of the model trained from scratch (Self), the
model of the other cell (Cross), and the transferred model (Transfer). The transferred
model’s error mean (2.65 dB) is extremely close to that of the model trained with the
full data (2.59 dB). Yet this model only requires fine tuning the last dense layer using
5-min local spectrum data, comparing with 1-day worth of data for Self (a factor of 288
reduction). The same conclusion holds when we test the autoencoder model.

Transfer across LTE Bands. Since different LTE bands display different spectrum
patterns, we expect more efforts to complete the transfer learning. Since our LSTM
model has three layers, we experimented with three transfer approaches: 1L, 2L, All-L,
respectively, to reflect the number of model layers it needs to fine tune. We also include

the results of copying the teacher model (Teacher) and training from scratch (Self).
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Figure shows the quantile distribution of the LSTM model prediction error (in
absence of anomaly) by transferring the model of the DL 830 MHz band to the DL
730 MHz band, with different transfer options. Since the underlying temporal patterns
differ between these two bands, only fine-tuning the last dense layer is insufficient (the
average prediction error is 3.13 dB compared to 2.70 dB of Self) even after adding more
training data. In the end, fine tuning 2 layers with 1 hour of data achieves comparable
performance of Self. Interestingly, fine-tuning all 3 layers with 1 day worth of training
data slightly outperforms training from scratch (Self). Again the same trend applies to
the autoencoder model.

We also seck to transfer the DL model (e.g., 880 MHz) to the UL band (830 MHz). As
mentioned in §4.4.4] when trained from scratch, the 830 MHz band requires more dense
layers for both LSTM and autoencoder than the three DL bands. Thus direct transfer
between the two types of bands might not be as effective as the above case. Figure [4.12
confirms that for LSTM, even after fine-tuning all the layers (of the transferred 880 MHz
model), the prediction error is still not on par with that of Self (which needs an extra
LSTM layer). Therefore, while transfer learning can potentially be applied to quickly
customize LSTM (and autoencoder) models across bands, choosing the right teacher
model can be a critical requirement. We leave this topic to future work.

Complexity. We implemented the transfer learning process on the NVIDIA Titan
X GPU server. Across cells, the re-training took less than 5 minutes, and uses 5-minute
of local data. Across bands, the re-training took less than 2 hours, using 1-day worth of
local measurements. For both, training from scratch would take 24 hours, and use 8-day

worth of spectrum measurements.
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4.6 Evaluation: Anomaly Detection

In this section, we use real anomaly instances to evaluate our anomaly detection system
built on the DNN models. Our evaluation seeks to answer the following questions: (1)
whether our unified model performs as good as the (impractical) oracle system that builds
context-specific model for each location, (2) how models trained via transfer learning

perform in anomaly detection compared to those trained from scratch.

Choosing Anomaly Threshold. = Our DNN models detect an anomaly if the differ-
ence between the measured data and the model predicted data exceeds a threshold. The
threshold also determines the false alarm rate. To determine this threshold, we partition
the model training data to two subsets: the training set and the validation set. After
a model is trained, we use the validation data to calculate the statistics of the model
prediction error. For our dataset, these errors can be modeled using a Gaussian distribu-
tion. From this distribution we can calculate, for each false alarm rate, the corresponding
threshold on the prediction error.

Next, we discuss our experiments using two types of anomalies: unauthorized trans-
mitters and misconfigured LTE basestations. For all the experiments, the detection rate
of autoencoder is similar to that of LSTM (only 2-4% worse while keeping the same false

alarm rate). Thus we only show the LSTM result for brevity.

4.6.1 Detecting Unauthorized Transmissions

We generated anomalies in the form of unauthorized spectrum usage, where an “un-
licensed” transmitter (USRP N210) broadcasts various types of signals. Our anomaly
instances include transmissions using the entire 5MHz band and OFDM signals (like

LTE), using a portion of the 5MHz band (1, 2, 3MHz) with OFDM signals, and a nar-
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rowband misuse with QPSK and BPSK signals. When the anomaly is on, we set up
a static observer and a walking observer in proximity (within 50 meters) who collect
LTE measurements and perform anomaly detection. The walking observer follows a pre-
defined route for all the anomaly instances. We did not have any driving observers since
they quickly go out of range of our low power transmitters. In total, we performed 100

experiments, each of 5 minutes long.

Ethics. We are very aware of the potential impact of our experiments on cellular
users, and took extensive precautions to ensure that these experiments had no impact
on cellular users or basestations. First, we chose the second floor of an older campus
building with heavy concrete walls and floors as our setting. We first measured signal
propagation properties in the building by setting the transmitter frequency to 900MHz
(closest unlicensed band), and using a spectrum analyzer to measure signal strength at
numerous locations inside and outside of the building. We confirmed that the thick
concrete walls and floors completely blocked signals beyond the immediate open hallway
and adjoining offices and no signals were observed outside the building or on floors above
or below. Next, we scheduled experiments late at night and on weekends, when the
campus building is generally unoccupied. Between experiments, one student walked the
entire length of the hallway and checked to make sure no one else is on the floor. We
did not encounter any other occupants of the building during our experiments. We also
periodically used spectrum analyzers to (re)confirm that our transmissions are strictly

constrained to the second floor.

Results: Anomaly Detection Accuracy. Figure [4.13| compares the quantile dis-
tribution (5%, 25%, 50%, 75%, 95%) of the model prediction error (dB) per spectrum
observer, i.e. the RMSE between the measured and predicted spectrograms, across all the

measurement instances, with and without anomalies. The presence of anomalies largely
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alarm rate of unauthorized transmitters models are on par with the oracle design
of different bands. that uses location-specific models.

increases the prediction error. The two distributions are reasonably separated for the
three DL bands, but overlap slightly for the UL band (830MHz). Next, Figure plots
the RoC result (anomaly detection rate vs. false alarm rate) for the four LTE bands.
Here we average the detection result across all the measurement instances collected by
the static and mobile observers, producing the average detection rate per spectrum ob-
server. We see that for the three DL bands, the anomaly detection results are on par
with each other, while the UL band is less effective. Yet these results are still significant
better than non-DNN solutions (see Figure [4.4).

In our experiments, misdetection occurs when the anomaly’s signal power is low and

the observer is further away from the misuse. In practical deployment, one can improve
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the anomaly detection rate by deploying more observers for density and coverage, further

pushing the need for a context-agnostic model.

Results: Unified vs. Customized Models. We compare our unified model
(with linear transformation) and the basic version (without linear transformation), to an
context-specific system that builds context-specific models for each location. We compute
the anomaly detection result for the context-specific system by training a model for each
static observer using its own past observations, and testing the model using the anomaly
instances in range of the static observer. Note that our unified model is tested on all the
anomaly instances and on both the static and mobile observers. As shown in Figure [4.15]
our unified model (with linear transformation) performs as well as the context-specific
model.

Results: Transferred vs. Self-trained Models. We compare the anomaly de-
tection performance of models transferred from other cells with those of models trained
from scratch. Figure [4.15] shows that the transferred model achieves almost identical

performance while greatly reducing the training overhead.

4.6.2 Detecting TX Misconfigurations

We also study anomalies of basestation misconfiguration, implemented by modifying our
LTE measurement traces. This will not produce any impact on cellular services. We con-
sider two types of misconfiguration: (1) the misconfigured basestation stops transmitting
signals at some or all sub-frequencies; (2) the misconfigured basestation suddenly changes
its transmit power level. We produce both instances by modifying our LTE downlink
measurement traces, replacing them with replays of measured noise signals or increas-
ing/decreasing the amplitude of the received signals.

We note that these anomalies could also be detected by other methods, since (strong)
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static observers will likely detect changes in the spectrogram. Instead, we use these to
show that our unified model can detect general types of anomalies beyond unauthorized
transmissions. That is, the same model can detect both unauthorized transmissions and

misconfiguration of basestations.

AP=3 dB | AP=5dB | 33% F down | 66% F down | 100% F down
880 MHz 58% 78% 52% 87% 100%
750 MHz 60% 81% 57% 90% 100%
730 MHz 53% 8% 54% 88% 100%

Table 4.3: Anomaly detection rate at 1% false alarm rate.
Detection Results. Table lists the average detection rate per spectrum observer
under 1% false alarm rate for different categories of misconfiguration. Here “x% F down”
means transmissions on x% of frequency is replaced as noise. “AP =x dB” means trans-
mit power is modified by x dB. Even at a very low 1% false alarm rate, the same unified
model (as in can effectively detect anomalies caused by misconfiguration, and the
detection rate correlates with the severity of the anomaly. While linear transformation
used to build our model “suppresses” the impact of transmit power level, our model can
still detect sudden basestation power changes because it creates notable changes in the

spectrum usage pattern.

4.7 Recognizing Anomaly Types

In addition to detecting anomalies on the fly, our LSTM based approach can potentially
recognize each individual type of anomalies, by examining the temporal pattern of the

prediction error.

Spectrum Misuse. Figure 4.16/shows a sample event where the misuse starts at 4s

and the LSTM prediction error elevates immediately (from 2dB to 8-30dB), indicating

133



Scaling DNN Models for Spectrum Anomaly Detection Chapter 4

g 20 Misuse Stz
S 30! isuse Start
@ -40
-50
c . 40
28 30
2T o0t
o
2 10 f
oW 0 -

Time (s)

Figure 4.16: Unauthorized TX.

-20 \ ; > . ; .
. -20 ‘ — — — o Sudden TX Power Change
m TX TX 30 + i
C Spectrum Outage \Up 1 f; 30 \M
[)) _ [ i N '40 r b
e 6 sm ©
28 4} ST 4] | | |
%; . bttt TS o " - e
g8 27 £ &
ow g aw g ‘

0 1 2 3 4 5 6 7 8

Time (S) Time (S)

Figure 4.18: Misconfigured LTE transmit
power
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frequency.
an anomaly event. As long as the misuse is present, the prediction error remains elevated
and displays a large variance over time. Therefore, an observer can detect this anomaly
by taking a spectrum measurement at any given time.
Misconfigured LTE Transmission Frequency. Figure [4.17| shows a randomly
chosen example, where the basestation enters an outage at time 2s and recovers at time
6s. These two sudden changes trigger two sharp spikes (immediately) in the LSTM
prediction error, which remains elevated during the outage. Compared to the misuse
scenario that introduces an extra transmitter, the mean and variance of prediction error
during the frequency outage are relatively smaller. On the other hand, the unique feature
of the prediction error (a spike followed by elevated but stable values) can be used to
distinguish this anomaly from the misuse ones.
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Misconfigured LTE Transmit Power. Figure shows an example that includes
three events, each with a different amount of power change. Here the LSTM prediction
error displays a spike at the time of sudden power change, but falls back to normal values
(< 3 dB) immediately. This means that to detect such anomaly, the observer will need
to monitor the spectrum band continuously. We note that such anomaly is inherently
harder to detect without continuous monitoring, as transmissions post power change
still display similar spectrum usage patterns. By simply looking at each instantaneous
observation, such change in power can also be caused by moving to a new location or
human body blockage.

The above benchmarks indicate that each anomaly type displays unique patterns
(Figure . Furthermore, the amplitude of the prediction error also shows strong
correlation with the strength of the anomaly, which can be used to facilitate fault diag-
nosis and localization.

The same task is challenging by just observing the RSS values. For example, the
RSS patterns of the unauthorized transmission in Figure |4.16| and the sudden rising of
LTE transmit power in Figure [4.18| are indistinguishable. But the corresponding LSTM

prediction errors are largely different.

4.8 Related Work

Anomaly Detection and Diagnosis in Wireless Networks. Existing works
can be divided into three categories, depending on who runs anomaly detection and
diagnosis. The first category involves system administrators. Many [178, 179, [180, 18T],
131] use system logs or Key Performance Indicators (KPIs) to detect network outages
and performance degradations [I82]. The second category uses diagnosis by network
clients. WiFiProfiler [I83] studied 802.11 fault detection using information of client’s
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wireless configuration and measurement data from the transport layer and above. The
third category uses third-party devices to monitor and detect physical layer anomalies
such as spectrum misuse, using metrics like signal strength variations [184) [185].

Our work falls into the third category. Our key contributions are the novel application
of DNN (LSTM and deep autoencoder) and transfer learning to the problem of spectrum
anomaly detection, the design of a context-free DNN model, and the empirical study

using measurements by both static and mobile sniffers.

Misuse Detection for Opportunistic Spectrum Access. Existing works have
studied the issue of spectrum usage violation where a secondary user tries to transmit
when a nearby primary user is inactive. They consider individual features of signal
transmissions, including average received signal strength distribution over space [160, 161
162, (186, 187, 188], signal strength variation [163], [164], physical channel properties [166],
189] [190], signal amplitude difference between direct and reflected paths [191] as well
as airtime utilization [159]. Most of these designs were based on abstract propagation
models, which do not capture real world settings.

Our work considers the issue of spectrum anomalies due to unauthorized transmitters
and misconfiguration of LTE basestations. Our work differs from existing works by taking
an empirical, data-driven approach. Instead of relying on a fixed set of features, we build
DNNs to automatically extract the features required for accurate anomaly detection, and
develop context-free DNN models.

Machine Learning for Signal Classification and Anomaly Detection. Early
work on anomaly detection focused on statistical hypothesis test [I59] and threshold-
based methods [184] [161]. Recently, ML models have been applied to the problem of
signal classification (e.g. [192] 193]) and spectrum misuse detection [I57, 162} 158 194].

[157] used a small scale study to show that LSTM outperforms Kalman sequence predic-
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tor. [158] developed an Autoencoder model for spectrum anomaly detection, based on a
limited dataset (1000 samples) on the FM band. [162] applied one-class SVM to detect
spectrum anomaly (via simulations) while [194] used supervised learning to train Hidden
Markov Models.

These existing works focused on anomaly detection by a single static observer without
considering the impact of user mobility and location. They used either simulation or few
measurement data for validation. Our work has a much broader scope by developing
robust, scalable anomaly detection capable of detecting previously unknown anomalies,
for both static and mobile observers. We also collected detailed signal measurements on

four LTE bands and under different user context to drive our empirical study.

4.9 Conclusion & Future Work

We show that a scalable DNN model on LTE spectrum usage can be built and deployed
on a wide range of observers (static nodes, walking users, buses), enabling real-time
spectrum anomaly detection. Its performance matches the “oracle” design that trains
customized models for each specific user context (location and mobility). The model
remains constant for any observer in a single cell, and can be quickly trained and adapted
using a small amount of local spectrum measurements. To the best of our knowledge,
this is the first to show the feasibility of building practical and general spectrum anomaly
detection systems for large-scale LTE networks.

Moving forward, we plan to explore several directions. First, we plan to explore
other DNN models, and validate them using spectrum anomalies in the wild. Also, the
frequency-temporal pattern of the prediction error could be used to distinguish differ-
ent anomaly types. This needs to be further validated using anomaly instances in the

wild. Second, spectrum measurements at individual observers can be noisy [155], or cor-
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rupted /modified by well-equipped adversaries. We plan to refine our system to be robust
against such artifacts. Finally, the spectrum usage may change over time, e.g., upon
carrier upgrade. While our current measurements did not observe such changes, how to

update the model to the new configuration will be an interesting direction to explore.
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Conclusion

In conclusion, this thesis presents the use of data-driven network design to solve practical
networking issues. We focus on addressing the challenges caused by limited, noisy and
biased measurement data, and those arisen from making the machine learning model
scalable. We propose three data-driven designs in the area of RF transmitter localization,
network anomaly detection and spectrum anomaly detection. Our proposed systems lead
to significant improvement in network services.

This chapter summarizes the contributions of our work, along with discussions on

open problems on data-driven network design.

5.1 Summary of Contributions

Recently, data-driven paradigm has been applied to solve complicated tasks in various
areas. In general, data-driven paradigm allows the solutions to be built directly on the
data produced in the tasks. Thanks to the rapid development of network monitoring tools
over the years, we are able to obtain a large amount of network measurement data that

makes it feasible to apply data-driven paradigm in network management. While prior
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studies have demonstrated the initial feasibility of data-driven designs, applying them
to practical systems designs still faces significant challenges. This dissertation proposes
data-driven designs in three real-world network tasks, focusing on tackling three practical

challenges:

e Optimize input data - network measurement data can be unreliable, we propose
feature clustering to identify data values. By filtering out the data of bad quality,

we can able to improve the network performance.

e Optimize learning algorithms - network/spectrum anomalies are hard to be cap-
tured due to the small event volume (network data bias), we design a special ma-

chine learning algorithm to deal with that.

e Scale deep learning models - data pattern changes across different context (e.g.devices,
time and location), we apply advanced machine learning techniques to make the

model able to scale and do fast model adaptation for better efficiency.

In Chapter 2, we present our data-driven design for RF transmitter localization.
We first demonstrate the feasibility of deploying distributed spectrum monitoring system
(with RF transmitter localization as the major task), which is built on commodity smart-
phones and embedded low-cost spectrum sensors. In general, the network providers pay
non-network users to do the measurement tasks, creating a large amount of the crowd-
sourced measurements. We observe that the crowdsourced measurements can be unreli-
able due to factors of hardware, environment and human artifacts. This will significantly
degrade the localization accuracy. To solve the problem, we optimize the input data of
each localization task. Thus in the second part, we studied how to identify values in
crowdsourced wireless signal measurements using large-scale datasets. We propose fea-

ture clustering, a novel application of unsupervised learning to detect hidden correlation
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between measurement instances, their features, and localization accuracy. This approach
enables us to recognize the key features, and use the key features to identify the types of
measurement data that correlate well with high or low prediction accuracy. By only using
the measurements of high prediction accuracy, we are be able to improve the localization
accuracy.

In Chapter 3, we show how we apply data-driven approach on system log data to
achieve network trouble prediction for Network Function Virtualization (NFV). We pro-
pose a deep neural network model utilizing Long Short-Term Memory (LSTM), to model
the system log as a natural language sequence. It can automatically learn log patterns
from normal execution, and detect anomalies when the log patterns deviate from the
model trained from log data under normal execution. The abnormal log patterns will be
treated as the trigger predictions of network faulty conditions. Our proposed method-
ology enables to easily scale the model across different NFV hosts and infrastructure
changes, without incurring extended delays for collecting training data. We evaluate our
methodology using 18-month real-world deployment data provided by AT&T on virtu-
alized provider edge routers. The results show that the detected anomalies can help the
operators understand the faults, and optimize the trouble ticket generation rules enabling
faster, or even proactive actions against faulty conditions.

In Chapter 4, we explore the design of a general, scalable system for detecting spec-
trum anomalies in wide-area LTE networks. The system is consist of 1) a scalable, dis-
tributed spectrum monitoring system that measures physical spectrum usage using both
static and mobile observers distributed across the network, and 2) a general anomaly de-
tection system that builds deep neural network (DNN) models using these measurements,
and runs them at each observer as baselines to detect spectrum usage anomalies. The
model remains the same for any observer in a single cell, and can be quickly trained and

adapted using a small amount of local spectrum measurements using transfer learning.
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To the best of our knowledge, this is the first work to show the feasibility of building

practical and general spectrum anomaly detection systems for large-scale LTE networks.

5.2 Future Work & Discussion

The application of data-driven paradigm in networked and mobile networked system is
still in its infancy. There are tremendous opportunities for data-driven techniques to
help improve network services. In this section, I present several topics towards practical

data-driven designs that are related to my thesis work.

5.2.1 Address Data Issues

In the previous sections, we discussed data issues in terms of data quality and bias. In
practice, there could be other types of issues in measurement data. Here, I list some

common issues.

Data Imbalance. = We often observe data/event imbalance in the real-world system.
For example, in Section 4 and 5, we observe an extreme data imbalance between troubled
events and normal events. Further more, we observe that the even for all the network
trouble events, events of different root causes are also imbalanced ( e.g., there are much
more network trouble tickets about the routing rather than the hardware). If we want to
build a classification based on the measurement data, e.g., determining the type of the
network fault based on the log data pattern, data imbalance will be the key obstacle.
Based on how imbalanced the data is, there are different solutions. In the most
extreme cases, it may be better to think of classification under the context of anomaly
detection, like what we did in the previous sections. In other cases, we could consider
the following solutions to deal with the problem: First, we can resample the dataset,

oversample the minority classes or undersample the majority classes, to make the data
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balanced. Second, we can generate some synthetic samples by randomly sampling the
attributes from instances in the minority class. Third, we can try different classifiers
(with different configurations) and run an ensemble of the classifiers. What exactly is

the most effective approach, it depends on the dataset.

Limited Training Data. Deep learning models are notorious for performing well
only with a great amount of training data. In the low-data regime, the parameters
are underdetermined, and the learnt networks generalize poorly. However, the training
measurement data may be difficult to obtain for some networked tasks. There are two
reasons of why the data is limited: 1) The data itself is difficult to obtain. It happens
when we look at a new or unique task. For example, we want to build a classification of the
health status for Parkinson’s disease patients based on the wearable sensing data [195].
The data is limited due to the number of the patients is small. 2) The label of the data
is difficult to get. For example, in the task of activity recognition using loT devices,
the data is easy to get since the IoT devices are very common for each home. The
[oT devices monitor human’s activity every day and upload the data to the server once
detecting a motion. However, the data is uploaded without knowing the type of the
activity. Thus we need to manually label the data afterwards, which is both time and
manpower consuming. The most simple and naive way is to wait for enough labelled
data. However this will make the deep learning approach ineffective and impractical.
There are several interesting ways to solve the problem. For example, Data Aug-
mentation [196] is proposed to generate more data from the existing data. Generative
Adversarial Networks (GANs) [197] is one of the most popular data augmentation ap-
proaches. Few-Shot Learning [198], 199] and Meta-Learning [200] are proposed to speed
up the learning ability of the model, so that the model can learn new concepts and skills
fast with a few training examples. Self-Supervised Learning [201] is recently proposed as a

learning technique where the training data is automatically labelled. It is still supervised
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learning, but the datasets do not need to be manually labelled by human, but they can
e.g., be labelled by finding and exploiting the correlations between different input signals
(e.g., input coming from different sensor modalities). All of the above techniques are
widely explored in the computer vision area, but currently we don’t see much work apply
those in the networking area. Towards building a practical (fast-learning and effective)

intelligent networked system, this is a necessary and interesting direction to explore.

5.2.2 Towards Self-Driving Networking

Self-Driving Network is one of the ultimate goals for telecom network evolution. Basically
it contains three parts: 1) data sensing and collecting from the network; 2) data analysis
to infer characteristics about the network; 3) decision making of whether and how to
adapt the network’s configuration in response to changing the network conditions. Today,
the three parts are performed separately on different timescales, and often in a slow or
manual fashion instead of data-driven approaches. While in the future, the networks
should be able to combine the three parts and manage themselves autonomously. The
key point of achieving self-driving network is to learn how to sense and monitor itself, as
well as program and control itself from the data. This is challenging because the network
is becoming increasingly dynamic and the down-time tolerance is extremely low. We
need to address all of these challenges before eventually achieving self-driving network.
Here, I point out two specific directions which I'm particularly interested in.

Network Monitoring w/ Multi-Layer Measurement. In Section 4, we have
shown how to build a deep learning model to monitor/infer network status using VNF
syslogs in the NFV scenario. Our result shows that the circuit/routing network issues
are easier to be predicted than the hardware ones. The reason of why circuit/routing

network issues are easier to be predicted could be that: the syslogs we obtained is from
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the upper layer, and the lower layer issues (e.g.hardware) need time to propagate so that
the warning signals we observed haven been delayed. In order to optimize the network
issue predictor, we should use the monitoring data from multiple layers. But the challenge
here is how to combine the data from multiple layers. We can build machine learning
models for different layers separately and then combine the results, or we can directly
build one machine learning model with multiple layers. However, as the monitoring data
across layers may be measured at different frequency, it will make it hard to directly
combine all the data. How to deal with the inputs of the model and how to design the

model structure should be carefully designed.

Adaptation/Reaction Based on Network Status. Compared with network
monitoring, how to automatically react or adapt to the current network status is less
studied. What to adapt/react and how to automatically adapt/react are the key questions.

The adaptation can be separated in to network adaptation and application adapta-
tion. Network adaptation includes taking actions of re-routing based on the network
congestion or network failure. Application adaptation includes taking actions of adjust-
ing the bitrate of the transmission in response to changing network conditions. A network
operator may want the network and application to adapt to specific objectives. They
might want the network to adapt automatically, and they may also want to help an
application provider determine whether the adaptation that the application is perform-
ing is improving the performance of the application. Application providers have models
for quality of experience (QoE), and they make assessments of the effectiveness of their
adaptations based on these metrics. Currently, network operators do not have visibility
into application QoE. The network needs better models for measuring network metrics
and inferring quality of experience, but if the application provider could provide these
metrics to the network directly, the network could optimize for these metrics?perhaps

automatically.
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The ways to achieve automation are extremely challenging. The current solutions are:
when the settings are not complex, we can just use simple learning techniques to drive
protocols that automatically adapt to the network conditions; otherwise, we can even
leverage Reinforcement Learning [202] to drive decision making. For example, existing
work [203] has already considered to use reinforcement learning in internet congestion
control. However, we may not be able to achieve complete automation in a short time.
Then how to combine human intervention in the middle is also a critical problem to be

considered.

5.2.3 Machine Learning Security & Privacy

Security and privacy are important factors in practical data-driven network design. Here,
we discuss two topics.

Privacy-preserving Machine Learning.  Data-driven services require the devices
to upload data. For example, the majority of the IoT devices today collect data about
the user and transfer it to the cloud to get the services. This is because most of the IoT
devices do not have enough resources (e.g.GPU) for machine learning inference or storage
for saving the machine learning model. However, this may expose personal information
such as location, human face and activity. Thus, privacy-preserving machine learning is

recently widely studied. Basically, there are two ways to achieve that:

e From the data side: before uploading data to the cloud, we do data anonymization

using techniques such as differential privacy [204].

e From the model side: we can either compress the model [205] to make it local
inference, or we can split the model [206] into local side and cloud side so that only

the processed information can be uploaded to the cloud.
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Both approaches have the tradeoff between privacy and model accuracy. These tech-
niques are still in their infancy and haven’t been applied for real-world tasks. As for
compressing the model, recently there is a work [207] showing that we have been using
neural networks far bigger than we actually need. It means that within every neural
network, there exists a far smaller (1/10- even 1/100-times) network that can be trained
to achieve the same performance as its oversize parent. However, this is just a discovery
and the authors haven’t come up with a way to get smaller models for general cases.
But this will definitely become a popular and critical topic towards practical data-driven

network design.

Robust Model against Adversarial Attacks. In order to achieve privacy-
preserving and transmit less data, the full or partial model is downloaded at the user side
for some services. In this way, the model is exposed to the user, and the user can utilize
it to do adversarial attacks. For example, in Section 5, we build a lightweight spectrum
anomaly detection model that can be installed on commodity devices so that we can
leverage crowdsourcing to do large-scale spectrum anomaly detection. Once obtaining
the model, an attacker can then fool the model through malicious inputs. For example,
the attacker can transmit signals of some certain patterns that the model won’t be able
to detect it as an anomaly. This is called adversarial machine learning [208], and it is a
common issue in machine learning models. Currently there is no good explanation of why
machine learning is vulnerable to adversarial attacks, and there’s no available solution
to deal with the adversarial attacks in general. However, currently what we can do is
to make the model as robust as possible so that we can raise the attack cost (e.g., the

attacker needs a high-end device to transmit certain complicated signals).
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Appendix A

Detailed Description of Features in

Chapter 2.2

Dispersion: shows the spread or spatial variability of measurements and calculates

their distances to center. When weighted by RSS, the dispersion mean is defined as d =

>, d(i,center)*RSS;
> RSS;

The std is \/ Zﬂd(ivceznfeg;g?%z«zssi'

, center is the estimated basestation location using Weighted Centroid.

Angular coverage: measures how measurements distribute around the estimated center
from the angular point of view.

Standard deviational ellipse: measures the dispersion in two dimensions. The major
axis is defined as direction of maximum spread of the distribution. The minor axis is
perpendicular to major axis and defines the minimum spread.

Estimated path loss exponent: by fitting the log-normal propagation model, the esti-
mated path loss exponent shows the relationship between RSS and distance.

Spatial autocorrelation: measures the correlation among one point and its relatively

close points. Positive spatial autocorrelation occurs when similar values occur near one
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another. Negative spatial autocorrelation occurs when dissimilar values occur near one

another.
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