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ABSTRACT OF THE THESIS

Coding Theoretic Techniques

for Analysis and Mitigation of the Effects of Noise on Algorithms

by

Shahroze Humayun Kabir

Master of Science in Electrical Engineering

University of California, Los Angeles, 2017

Professor Lara Dolecek, Chair

Coding theory provides techniques which can ensure the error free transmission and storage

of data. This data is often used as input to various algorithms that run on hardware. Any

information about the algorithm can be useful in helping augment coding theory techniques

to protect the data. This thesis studies the performance of two algorithms under noise and

how coding theory techniques might be used to mitigate the effects of noise.

The first part of the thesis discusses the effects of noise on the decoding hardware. In

particular, the effect of noise due to radiation on low density parity code (LDPC) decoders is

studied. The arrival and duration of errors induced by radiation events is also modeled. We

accomplish this by proposing a multi-state radiation channel. This model accounts for the

duration and dependence of the noise due to radiation. This model also subsumes some pre-

viously studied cases and allows for a more refined analysis. We introduce a corresponding

LDPC combined Gallager B/E decoder and perform a density evolution analysis to charac-

terize the idealized decoder performance. We also present results in the finite length case.

The second part of the thesis discusses the effects of noisy feature data on the perfor-

mance of the linear regression algorithm. Machine learning requires a large amount of data

to train the learning algorithms. This data must be protected from noise when it is stored
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or transmitted. Until now, most techniques protect the data agnostic of the application for

which the data is to be use. We study the effects of Gaussian noise in the feature data on the

output of linear regression. We present coding theoretic techniques to reduce the effects of

Gaussian noise on the output of the regression algorithm. We use the expected square loss to

measure the effects of noise on the output of regression using repetition coding. We present

a technique to optimally allocate units of redundancy to different features to minimize the

expected loss given the regression coefficients. We also use submodular optimization to

jointly optimize the regression parameters and redundancy allocation at the training stage

of regression algorithm. We demonstrate the advantage of our technique in optimizing the

redundancy allocation for protecting features.
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CHAPTER 1

Introduction

This thesis primarily analyzes the effects of noise on two data processing algorithms, namely

the decoding algorithm for binary Low Density Parity Check (LDPC) codes and the linear

regression algorithm. For the LDPC decoder, we look at the effects of noise due to radiation

on the performance of the decoding algorithm. For linear regression, we study the effect of

Gaussian noise on the data for which the algorithm must make a prediction. We introduce

a metric called the Expected Noise Loss to measure the effect of noisy data on the regres-

sion algorithm. We present an efficient method to calculate this loss. We further present

techniques to create the optimal repetition code given a redundancy budget to minimize

this metric. We also introduce a technique to jointly optimize the regression coefficients and

the redundancy allocation to each feature in the dataset while training the model. In this

chapter we discuss prior works that analyze the effects noise on these algorithms and outlines

the contributions in this thesis.

1.1 Effects of radiation induced noise on decoding algorithms

Flash memory devices are increasingly being used in deep-space missions as on-board data

storage in spacecraft. On-board storage is necessary to store results, observations, and other

data. One example is the Mars Science Laboratory (MSL, also known as the Curiosity

Rover) which has an 8 Gb flash chip for its mast camera[1]. The harsh environment these

missions take place in involves high levels of radiation which can cause decoding circuitry
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failures for the device error-correction module. For this reason, the decoder must be robust

to radiation-induced errors.

Previous works have modeled the errors caused by exposure to radiation in different ways.

Exposure of data storing cells in flash memory to radiation has been modeled as another

source of noise in the memory. The authors in [3, 4, 5] discuss codes for this model. The

authors in [6] and [7] also consider general asymmetric noise in flash memories.

The operation of the decoder is critical to the performance of the device. As such,

decoder failures due to radiation are more dangerous than individual cell errors. Early

studies on noisy decoding were made by John von Neumann; he proposed the Triple Modular

Redundancy (TMR) scheme. More recently, noisy LDPC decoding has been studied in

several papers such as [8, 9, 10, 11, 12, 13] and others. The authors in [14, 15, 16, 17] study

noisy decoders with respect to data dependency and energy optimization. A study of noisy

decoding for spatially coupled LDPC codes has been performed in [18].

However, previous works do not study noise in the context of radiation errors. The

dominant assumption in these related works is that each component is independently affected

by noise; the output of each component is passed through an independent, memory-less

channel. Usually this channel is assumed to be a binary symmetric channel (BSC). In the

context of LDPC decoders, the outputs of the variable and check nodes are passed through

corresponding BSCs before being sent to the next node.

This popular approach for dealing with hardware noise does not yield a suitable model

for radiation errors. There are two reasons for this. Firstly, errors due to radiation in

different components may not be independent. This can be illustrated using Figure 1.1. The

heavy-ion track radiation is wide enough to affect several components of the memory device.

Thus the errors in these components will not be independent. The authors in [19] confirm

that radiation events can affect multiple components simultaneously. Secondly, radiation

events can have effects that may be transient such as those caused by single event upsets

(SEU). They may also be long lasting such as those caused by total ionizing dosage (TID)
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Figure 1.1: Heavy ion track affecting multiple registers.

[19, 20, 21]. As such, there needs to be a notion of duration to study the effects of radiation

on decoding circuitry.

1.2 Effects of noise on learning algorithms

The recent surge in the popularity of machine learning is a testament to the power and

flexibility of the techniques the field offers. A particularly exciting application of machine

learning relates to low-power devices, energy-efficient sensors, wireless networks, etc. For

example, such devices are involved in localization and object tracking, security and intrusion

detection, media access control, and fault detection.

Low-power devices collect data and transmit it to a central processor (sometimes called

the fusion center) where the machine learning models are trained and implemented. Due

to the low-power, cost efficient nature of the devices, the data collection process along with

the transmission link tend to be noisy. As a result, the algorithm performed at the central

processor operates on noisy data. The purpose of this paper is to detail how to tackle this

noise.

The traditional approach to dealing with noise involves applying error-correcting codes.

In our scenario, however, we face several concerns:
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• Low-power and low-cost devices may not admit a powerful (energy-consuming) error-

correction architecture,

• The measurements available at the sensor may already be noisy (e.g., due to mea-

surement noise, limited resolution sampling, etc.) and thus the noiseless data is not

available for encoding, and

• Classically, the goal is to protect all of the data equally well, but a machine learning

model may be influenced by some parts of the data far more than others, so that

traditional coding methods are not efficient.

We briefly discuss each of these issues and the role they play in the solution we propose in

this paper. We begin with the last concern. The idea here is that error-correction typically

seeks to protect all of the data. The application of this data is not considered in the error

protection strategy; in fact, the error-correction strategy typically lies in an entirely different

abstraction layer. Such an approach is sufficient for general-purpose devices, but in our case,

it is not efficient.

Consider, for example, a model with tens of thousands of binary features. A small num-

ber of these features may have a very large impact on the model output; such features require

significant protection from even a small amount of noise. On the other hand, the vast major-

ity of features may only have a very small impact on the final output, so that these features

are resilient to noise. Clearly, a different coding strategy should be implemented for the two

sets of features.

Our goal in this work is to introduce a coding strategy that takes the machine learning

algorithm into account. We assume that the fusion center has a high-quality model that

has access to noiseless training data; however, this model will operate on noisy test data

transmitted by the remote low-power measurement devices1. The noise in the test data is
1More precisely, we consider two cases. In the first case, the high-quality model is fixed and we can only
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assumed to be Gaussian in nature as the noise introduced at the output of these low power

sensors is often modeled as Gaussian. We seek to develop schemes that tailor the error-

protection strategy used by these remote sensors in order to minimize the noise impact on

the fusion center’s model output.

What type of error-correcting codes suit our needs? Here we must recall the first and

second issues described above. Firstly, low-cost devices with energy constraints imply that

we must use simple, easily-decoded classes of codes. Secondly, the fact that the noiseless

data is not available suggests the use of replication coding. With replication (repetition), the

processor can simply ask for more samples as an encoding technique, never relying on the

(unavailable) noiseless data. We will attempt to apply these principles to designing codes

for protecting linear regression test data.

Related work

There is an abundance of papers studying robust machine learning. For example, the au-

thors in [27] study the experimental performance of several algorithms with artificially noisy

datasets. Machine learning algorithms also have to deal with either missing features or fea-

tures that have been corrupted, the effects of which were studied in [28]. In [29], a game

theoretic approach to avoid an over reliance on particular features was discussed. However

these papers do not consider coding strategies for improving the performance of the algo-

rithms. In contrast, we use coding theory strategies to protect the data in our application.

Research has also been done based on measuring the “correctness" of the output of the

algorithm when the data is known to be noisy. The authors in [30] define the notion of

“same decision probability" in order to measure the probability of making the same deci-

sion for Bayesian networks when additional information is known. In [31] the authors study
change the error protection for the noisy features. Analyzing this helps us to build up to the second, more
novel scenario. In the second case, the model is jointly trained from the noiseless training data and the test
data noise characteristics in order to minimize the expected loss when using noisy data. Here too, we further
reduce the impact of noise by optimizing the error protection on the test features.
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classification techniques when the labels are known to be noisy. Our own work measure the

importance of features in terms of how much redundancy needs to be allocated to them.

On the other hand, there is a rich body of work regarding protection of data from differ-

ent types of noise using coding techniques. This involves coding for data storage mediums

such as disk drives[32], flash memory devices[33], non volatile memories[34] and solid state

drives[35]. There are also papers proposing coding to improve the robustness of wireless

sensor networks [36], [37]. However, as mentioned the techniques in these papers do not take

advantage of the extra application-specific information that may be known.

There has been a rising interest regarding developing application-specific coding tech-

niques to solve particular problems. For example, in the problem posed by the authors in

[38] for a distributed learning system, some nodes communicate to the central fusion center

slower than others. The authors in [38] provide a method called Gradient Coding which

involves transmitting a linear combination of data from each node to counteract the effects

of some nodes lagging behind others. The authors in [39] study codes for distributed cod-

ing. They introduce techniques that are able to recover lost data when a storage node goes

down in a distributed storage system. Our own work is in the same vein as these papers

as we attempt to address the problem of noisy data for linear regression with coding theory

strategies.

This paper builds on our previous work presented in [24], [25] and [26]. In [24], we used

an approximation of the mean absolute error (MAE) as the metric to optimize via repetition

coding. In [25] and [26], we presented an efficient way of computing the approximate mean

absolute loss for linear classifiers and present submodular techniques for optimizing redun-

dancy allocation. In contrast, in this paper, we presents techniques to optimize the actual

mean squared loss for regression. We also present a technique to optimize the allocation of

redundancy during training, a novel and previously not considered idea.

6



1.3 Outline of Contributions

A brief outline containing the contributions of this thesis is presented below. The first part

of the work deals with analyzing the effects of radiation induced noise on the Gallager B/E

decoder. The second part is concerned with analyzing the effects of noisy feature data on

the performance of linear regression models. We conclude in chapter 5.

Chapter 2 deal with the effects of radiation on LDPC decoding. We introduce and de-

scribe the model for radiation events that takes account of both dependence and duration.

We also show how this model applies to the LDPC decoder. We then present the theoretical

analysis of the noisy LDPC decoder under our noise framework. This is done using density

evolution. We present experimental results to support the analysis obtained using the den-

sity evolution analysis.

Chpater 3 deals with coding for linear regression. We present how we model the effects

of Gaussian noise on the feature data for linear regression. We demonstrate the use of repli-

cation coding. Next, we present our metric to measure the performance of the algorithm

and how to optimize a redundancy allocation given regression coefficients using convex and

submodular optimization techniques. Building on this, we present how to jointly optimize

the linear regression model (that is, the regression coefficients) and redundancy allocation

during the training phase using submodular optimization techniques. Finally we present

experimental results to show the effectiveness of our techniques in allocating the redundancy

budget to different features.
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CHAPTER 2

Radiation induced noise on LDPC decoders

In this chapter we analyze the effects of noise due to radiation events on the LDPC decoding

algorithm. We develop a probabilistic model for noise which accounts for the duration

and distribution of noise events on the decoder. We then analyze the performance of a

Gallager B/E decoder(which is Gallager B which can also handle erasures), where the decoder

messages are corrupted with this noise model.

2.1 Noise model

In this section we describe the how the noise due to radiation is modeled. Our new model is

shown in Figure 2.1. The variable nodes receive the initial estimates from the memory cells.

The nodes are connected to the radiation channel. For this analysis, radiation is applied to

both the variable nodes and the check nodes.

The radiation channel itself is a two state channel to account for different nodes being

affected by radiation events. In the figure, the nodes colored red have been affected by a

radiation induced event while the nodes colored black are unaffected. The nodes that operate

normally see state A of the channel, which is noiseless. When a node is affected by radiation,

the channel state transitions from state A to state B. For a variable node in state B, the

channel is a two input three output channel, where the probability of bit erasure is σ1 and

the probability of bit error is σ2. For the channel, the input symbols are +1 (to represent

binary 0) and −1 (to represent binary 1), while the output has the additional 0 symbol, to
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Figure 2.1: Model of the noisy decoder.

represent an erasure. Similarly for a check node in state B, the channel is a three input three

output channel, where the probability of bit erasure is σ3 and the probability of bit error

is σ4. Note that the check node can take an erasure as an input. The erasure probability

models the effect of a detectably incorrect voltage level due to radiation, while the error

probability models the effect of radiation on a register. The parameters σ1, σ2, σ3 and σ4

are set according to the strength of the radiation event. Note that multiple nodes can be

affected by radiation at the same time in this model, as shown in Figure 2.1.

2.1.1 Poisson process as an event model

Each radiation event affects some number of decoder components. For this analysis, we fix

this number as a fraction of the total number of components. In the case of LDPC decoding,

if the code length is n, each radiation event affects αn variable nodes and βn check nodes. We

select α, β such that αn and βn are non-negative integers. For convenience, we let 1/α, 1/β

be integers as well. Note that α and β are related by the formula β = dv

dc
α in the case of
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a regular code with variable and check node degrees given by dv and dc, respectively, and

β = (1− r)α for an irregular code with design rate r.

To model how different nodes transition from the noiseless state to the noisy state and

back, we propose a queue-based model for the arrival and departure of radiation events. For

our analysis we fix the number of components one radiation event affects. For the LDPC

decoder, a radiation event can affect a fraction α of the total number of variable nodes in the

decoder. The arrival and duration of the events follow the M/M/∞ queue. This models the

arrival of radiation events using a Poisson process of rate λ, while the duration is modeled

using a process of rate µ. For simplicity, we do not consider the case where a node is affected

by multiple events. For the M/M/∞ queue, the probability of j events (for j ≥ 0) at time

` (measured in terms of decoding iterations) is given by [22]:

pj(`) = exp
(
−λ
µ

(1− e−µ`)
) (λ

µ
(1− e−µ`)

)j
j! , (2.1)

There can be at most 1/α events active in the decoder, after which the nodes are saturated

by radiation. Therefore, the probability is actually given by the following equation:

PRj(`) =


pj(`) 0 ≤ j < 1/α,
∑∞
i=1/α pi(`) j = 1/α

(2.2)

2.1.2 Gallager B/E Decoder

Now we describe the decoder that we will analyze. Each check node generates a message

mc→v sent to each neighboring variable node. Consider a check node cs with degree dc. If we

generically label the incoming messages from neighboring variable nodes as m1,m2, . . . ,mdc

, the outgoing message (prior to passing through the radiation channel) to the neighboring

variable node vr is given by the equation:

10



Figure 2.2: Check node message to the g-th neighboring variable node (left) and variable
node message to the u-th check node (right).

m′cs→vr
=

dc∏
j=1,j 6=r

mj. (2.3)

Now we define the variable node operation. For a variable node vt of degree dv, with

incoming messages from neighboring check nodes generically labeled m1,m2, . . . ,mdv and a

message from the channelm′0, the messagem′vt→cu
is generated and sent to the check node cu.

Recall that ` is the iteration index. This message is generated using the following equation:

m′vt→cu
=



+1 if (w`m′0 +∑dv
j=1,j 6=umj) > b`,

−1 if (w`m′0 +∑dv
j=1,j 6=umj) < −b`,

m′0 otherwise.

Here wl is the weight assigned to the channel message m′0 and bl is the voting threshold.

Both wl and bl are greater than or equal to 0. The message m′vt→cu
is passed through the

radiation channel and then sent to the check node. The final estimate involves a similar

computation by considering messages from all incoming check nodes. Figure 2.2 shows an

illustration of a particular instance of the check and variable message calculation. In the

figure, the variable node(right) is generating a message for its u-th check node neighbor,

while the check node(left) is generating a message for its g-th variable node neighbor. This

model can now subsume previous models by changing relevant parameters. For example the

11



model in [10] can be implemented by setting σ1 = 0, wl = 0, α = 1, λ → ∞, µ = 0 and

σ2 = pMAJ .

2.2 Density evolution and analysis

In this section we perform density evolution analysis. This analysis helps in determining

theoretical limits of our LDPC decoder. One important observation is that, due to the

radiation in the final read operations of the decoder, the residual bit error rate (RBER) will

be non-zero. Furthermore, unlike the conventional model, the performance analysis may not

necessarily be an upper bound for the finite length case. This is because a practical decoder

may stop decoding after successive error-free iterations. The arguments and requirements

for density evolution are as described in [11]. Symmetry allows us to analyze the case of

all +1 symbol codeword. The density evolution analysis involves tracking probabilities of

variable to check and check to variable messages at each iteration.

Claim 1. Consider a check (variable) node of degree dc (dv). Let γj,k (δj,k) represent the

probability that k of the dc − 1 variable nodes (k of the dv − 1 check nodes) incident to

the check (variable) node are affected by radiation given j radiation events according to our

model. Then,

γk,j =
(
dc − 1
k

)
(jα)k(1− jα)dc−1−k,

and,

δk.j =
(
dv − 1
k

)
(jβ)k(1− jβ)dv−1−k.

Proof. First, we have that jαn total variable nodes are affected by radiation, so that the

probability of selecting a variable node affected by radiation is jα. The remainder of the

claim is a consequence of averaging over the entire ensemble and taking the limit of the block
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length n to infinity. The proof for δk,j follows the same idea.

Consider a code of length n with the fraction of edges connected to variable nodes of

degree a (2 ≤ a ≤ vmax) denoted by τ va and the fraction of edges connected to check nodes

of degree b (2 ≤ b ≤ cmax) denoted τ cb . We do not allow for variable or check nodes of degree

1 or less. In the case of regular codes, we have that τ vdv
= τ cdc

= 1 for some dv and dc.

We denote by ρ(`)
+ , ρ

(`)
0 , and ρ(`)

− the probability that a variable to check message mv→c at

the `th iteration is equal to +1, 0, and −1, respectively. These probabilities are influenced

by the radiation channel and its inputs; the probabilities of message values leaving variable

nodes but prior to the application of the radiation channel are given by ρ′(`)+ and ρ′(`)− for +1

and −1, respectively. The probabilities for check to variable node messages mc→v are given

by q(`)
+ , q

(`)
0 , and q(`)

− for +1, 0, and −1, respectively. These probabilities are also influenced

by the radiation channel and inputs; the hypothetical probabilities of hypothetical message

values leaving check nodes but before radiation are given by q
′(`)
+ , q

′(`)
0 , q

′(`)
− for +1, 0,−1,

respectively. Let us first express the ρ(`) and q(`) probabilities in terms of the ρ′(`) and the

q′(`). We have the following fact.

Fact 1. For variable-to-check messages affected by radiation (that is, those messages passed

through a radiation channel in state B as depicted in Figure 2.1.),

ρ
(`)
+ = (1− σ1 − σ2)ρ′(`)+ + σ2ρ

′(`)
− ,

ρ
(`)
0 = σ1(ρ′(`)+ + ρ

′(`)
− ) = σ1,

ρ
(`)
− = σ2ρ

′(`)
+ + (1− σ1 − σ2)ρ′(`)− .
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For check-to-variable messages affected by radiation,

q
(`)
+ = (1− σ3 − σ4)q′(`)+ + σ4q

′(`)
− ,

q
(`)
0 = σ3(q′(`)+ + q

′(`)
− ) + q

′(`)
0 = σ3 + (1− σ3)q′(`)0 ,

q
(`)
− = σ4q

′(`)
+ + (1− σ3 − σ4)q′(`)− .

For messages not affected by radiation, ρ(`)
+ = ρ

′(`)
+ , ρ

(`)
0 = 0, ρ(`)

− = ρ
′(`)
− , q(`)

+ = q
′(`)
+ , q

(`)
0 =

q
′(`)
0 , and q(`)

− = q
′(`)
− .

Proof. Follows directly from the radiation channels shown in Figure 2.1.

We use the following well-known facts:

Fact 2. For m a non-negative integer,

m∑
i≥1 odd

(
m

i

)
xizm−i = 1

2 [(x+ z)m − (−x+ z)m] ,

and
m∑

i≥0 even

(
m

i

)
xizm−i = 1

2 [(x+ z)m + (−x+ z)m] .

To keep our expressions clean, we define

Om(x, z) := 1
2 [(x+ z)m − (−x+ z)m] and Em(x, z) := 1

2 [(x+ z)m + (−x+ z)m] .

Our first result is a recursive expression for q(`)
+ , q

(`)
0 , and q(`)

− .

Lemma 1. For ` ≥ 1, the check to variable node probabilities for a check node of degree dc

14



satisfy

q
′(`),j,dc

+ =
dc−1∑
k=0

γk,j(Ek(ρ(`)
− , ρ

(`)
+ )Edc−k−1(ρ′(`)− , ρ

′(`)
+ )+

Ok(ρ(`)
− , ρ

(`)
+ )Odc−k−1(ρ′(`)− , ρ

′(`)
+ )),

q
′(`),j,dc
− =

dc−1∑
k=0

γk,j(Ek(ρ(`)
− , ρ

(`)
+ )Odc−k−1(ρ′(`)− , ρ

′(`)
+ )+

Ok(ρ(`)
− , ρ

(`)
+ )Edc−k−1(ρ′(`)− , ρ

′(`)
+ )), and

q
′(`),j,dc

0 =
dc−1∑
k=0

γk,j(1− (1− σ1)k).

Let us define

Sj(x) = (1− jαx)dc−1.

Then, the above quantities can be simplified to

q
′(`),j,dc

+ = 1
2Sj(σ1) + 1

2Sj(σ1 + 2σ2)(ρ′(`)+ − ρ
′(`)
− )dc−1, (2.4)

q
′(`),j,dc
− = 1

2Sj(σ1)− 1
2Sj(σ1 + 2σ2)(ρ′(`)+ − ρ

′(`)
− )dc−1, (2.5)

and

q
′(`),j,dc

0 = 1− Sj(σ1).

Proof. The first factor inside the summation is the probability of k radiation-affected nodes

given j radiation events, γk,j. Now we have k nodes affected by radiation and dc − 1 − k

nodes not affected. For the outgoing message from the check node to be positive, we require

either an even number of negative messages from both affected and unaffected variable

nodes, contributing the probability term Ek(ρ(`)
− , ρ

(`)
+ )Edc−k−1(ρ′(`)− , ρ

′(`)
+ ), or an odd number

of negative messages from both the affected and unaffected variable nodes, contributing the

probability term Ok(ρ(`)
− , ρ

(`)
+ )Odc−k−1(ρ′(`)− , ρ

′(`)
+ ).

Note that since the unaffected variable nodes pass their messages through a noiseless

15



channel, as shown in Figure 2.1, we may write ρ′(`)− and ρ′(`)+ instead of ρ(`)
− and ρ(`)

+ , respec-

tively. To obtain the simplification, we can explicitly write out the two terms for each of the

Ek and Ok expressions and perform the multiplication. The cross terms cancel. This leaves

us with

q
′(`),j,dc

+ =
dc−1∑
k=0

γk,j

(1
2(ρ(`)

+ + ρ
(`)
− )k(ρ′(`)+ + ρ

′(`)
− )dc−k−1

+ 1
2(ρ(`)

+ − ρ
(`)
− )k(ρ′(`)+ − ρ

′(`)
− )dc−k−1

)
.

Next, we observe that ρ′(`)+ +ρ′(`)− = 1 and ρ(`)
+ +ρ(`)

− = ((1−σ1−σ2)+σ2)(ρ′(`)+ +ρ′(`)− ) = 1−σ1,

using Fact 1. We also have that ρ(`)
+ − ρ

(`)
− = ((1 − σ1 − σ2) − σ2)(ρ′(`)+ − ρ′(`)− ) = (1 − σ1 −

2σ2(ρ′(`)+ − ρ
′(`)
− ). Using these simplifications, we obtain

q
′(`),j,dc

+ =
dc−1∑
k=0

γk,j

(1
2(1− σ1)k+

1
2(1− σ1 − 2σ2)k(ρ′(`)+ − ρ

′(`)
− )dc−1

)
. (2.6)

Now, we note that

dc−1∑
k=0

γk,j(1− x)k

=
dc−1∑
k=0

(
dc − 1
k

)
(jα)k(1− jα)dc−1−k(1− x)k

=
dc−1∑
k=0

(
dc − 1
k

)
(1− jα)dc−1−k(jα− jαx)k

= (1− jαx)dc−1 = Sj(x).

Here, in the third step we used the binomial theorem. Next, using the formula Sj(x) =∑dc−1
k=0 γk(1− x)k in (2.6), we get

q
′(`),j,dc

+ = 1
2Sj(σ1) + 1

2Sj(σ1 + 2σ2)(ρ′(`)+ − ρ
′(`)
− )dc−1.
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Similarly, for the outgoing message from the check node to be negative, we require either

an odd number of incoming negative messages that are radiation affected and an even number

of unaffected negative messages, or, an even number of incoming affected negative messages

and an odd number of unaffected negative messages. These two possible cases make up the

expression for q(`)
− . Simplifying, we can write

q
′(`),j,dc
− =

dc−1∑
k=0

γk,j

(1
2(ρ(`)

+ + ρ
(`)
− )k(ρ′(`)+ + ρ

′(`)
− )dc−k−1

− 1
2(ρ(`)

+ − ρ
(`)
− )k(ρ′(`)+ − ρ

′(`)
− )dc−k−1

)
,

and use the same ideas as the case of q′(`),j,dc

+ to get our result.

Finally, for an outgoing message to be an erasure, we require at least one of the incoming

messages to be an erasure. The probability none of these are erased is given by (1 − σ(`)
1 )k

(note that the unaffected messages cannot be erased.) This gives the last expression.

Next, we compute the variable to check probabilities at the ` + 1 iteration that are

computed using the check to variable probabilities from iteration `. Of course, it is easy

to relate these to the radiation-affected probabilities by conditioning over the number of

radiation events and applying Fact 1. We write ε̄ for 1− ε.

Lemma 2. For ` = 0, assuming the all +1’s codeword is transmitted (using the 0 → +1

and 1→ −1 mapping) and ε is the channel error probability,

ρ
′(0)
+ = 1− ε and ρ′(0)

− = ε.

Let

Q′(i1, i2, i3) :=(
cmax∑
b=2

τ cb (q′(`),j,b+ )
)i1 (cmax∑

b=2
τ cb (q′(`),j,b0 )

)i2 (cmax∑
b=2

τ cb (q′(`),j,b− )
)i3

,
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and

Q(i1, i2, i3) :=(
cmax∑
b=2

τ cb (q(`),j,b
+ )

)i1 (cmax∑
b=2

τ cb (q(`),j,b
0 )

)i2 (cmax∑
b=2

τ cb (q(`),j,b
− )

)i3
.

For ` ≥ 1, ρ‘(`+1)
− = ∑1/α

j=1 PRj(`)ρ‘(`+1),j
− , and

ρ
‘(`+1),j
− =

dv−1∑
k=0

δk,j ×
vmax∑
a=2

τ va×ε
 ∑

i−,i′−,i0,i
′
0,i+,i

′
+

−w`+i++i′+−i−−i′−≤b`

(
k

i+, i0, i−

)(
a− k − 1
i′+, i

′
0, i
′
−

)
×

Q(i+, i0, i−)Q′(i′+, i′0, i′−)
+

ε̄

 ∑
i−,i′−,i0,i

′
0,i+,i

′
+

w`+i++i′+−i−−i′−<−b`

(
k

i+, i0, i−

)(
a− k − 1
i′+, i

′
0, i
′
−

)
×

Q(i+, i0, i−)Q′(i′+, i′0, i′−)
. (2.7)

Lastly, ρ‘(`+1)
+ = 1− ρ‘(`+1)

− , and ρ‘(`+1),j
+ = 1− ρ‘(`+1),j

− .

Note that if the code is regular, with degrees dv, dc, theQ′ functions simplify toQ′(i1, i2, i3) :=(
q
′(`),j,dc

+

)i1 (
q
′(`),j,dc

0

)i2 (
q
′(`),j,dc
−

)i3 (and similarly for Q). Next, we give the proof.

Proof. The result follows from our decoder depicted in Figure 2.2. If we transmit the all

+1’s codeword, the probability of a particular variable node (prior to radiation application)

having initial value 1 is given by 1 − ε, while the probability of having initial value −1 is

given by ε.

Next, we apply the rules from the decoder. Let us say we are working with a variable

node of degree a, that there are j current radiation events, and that the average number

of check nodes affected by the radiation incident to a particular node is k. A value of −1

18



to be sent from a variable node requires either an initial flip from +1 to −1 (probability ε)

with insufficient check node messages to flip this value back, or no initial flip (probability

1 − ε) with sufficiently many messages to flip it to −1. There are two types of check node

messages: those affected by radiation, and those that are not. We write i+, i−, i0 for the

messages affected by radiation that are +1,−1, and 0 (erasure), respectively. The unaffected

messages are written similarly, but with an apostrophe.

In the first case, to avoid flipping to +1, we need the condition w`+ i+ + i′+− i−− i′− ≤ b`.

Recall that our current variable node in the summation has degree a. Our variable node

receives a− 1 messages, of which k are radiation affected and a− k− 1 are not. We consider

all possibilities for the message values. To compute the average probability of an incoming

message from a check node with a particular value, we consider the proportion of incoming

messages from check nodes of degree τ cb and average the q probabilities.

Similarly, if the initial value is 1, (prob. 1 − ε) we need sufficiently many −1′s (at least

enough to satisfy w` + i+ + i′+ − i− − i′− < b`) to flip it to −1. The probabilities for a +1

value at a variable node follow from similar logic. A final average is performed over the

variable node degrees, the number of radiation-affected incident nodes k, and the number of

radiation events j.

The above lemma gives the recursive equation used to track variable message probabili-

ties. It is useful to track this quantity as it potentially allows us to find a true threshold, in

some cases, for which the decoder probability of error will converge to zero. At the final read

operation, each variable node computes the final output by using all the incoming messages.

The following quantities track the probabilities for this output:

Definition 1. Let the auxiliary quantities ρ̂′(`+1)
− and ρ̂

′(`+1)
− be defined the same as the

versions without hats, but using dv and dc in place of dv − 1 and dc − 1, respectively.

Using the above defined quantities, we can now derive the expression for the probability

of decoder output error. Note that radiation can effect the output of the decoder at the final
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read step. We take this into account in our derivation. The equation for the output error is

as follows:

ρ
(`+1)
E =

∑
j≥0

PRj(`+ 1)
[
(1− jα)(ρ̂′(`+1)

− )+

(jα)((1− σ1 − σ2)ρ̂′(`+1)
− + σ2(ρ̂′(`+1)

+ ) + σ1ε)
]
. (2.8)

We show the previous equation in the following way. First, recall that the hat quantities such

as ρ̂′(`+1)
− are analogous to the normal radiation unaffected variable to check node messages

probabilities; however, they are computed from all incoming check nodes at each variable

node, matching our decoding setup from Figure 2.1. For ρ(`+1)
E , as usual, we first condition

over the total number of radiation events. If there are j such events, the variable node is

not affected with probability 1 − jα, so that the decoder error is simply the probability

that a variable node has computed an incorrect message, given by ρ̂
′(`+1)
− . If our variable

node is affected by radiation, with probability jα, there are three possible sources of error.

In the first, the variable node has an incorrect message which is not changed by radiation

(probability 1−σ1−σ2). In the second case, the variable node has a correct message flipped

(probability σ2). Lastly, there is an erasure, regardless of the value of the radiation-unaffected

message (probability σ1). In the latter case, we default to using the original message, which

has error probability ε.

2.2.1 Analysis

We now analyze the results performance of the decoder under various levels of radiation,

using the recursive equations derived from the density evolution. We depict the bit error

rate for a code with dv = 3 and dc = 6 (design rate 0.5) in Figure 2.3. We show a range of

parameters α (the fraction of total nodes affected by one radiation event) and ε (the initial

channel crossover probability) ranging between 10−5 and 10−1. The radiation event process

arrival and departure parameters were 0.01 and 0.05, respectively. We also used a radiation
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Figure 2.3: Output bit error rate (BER) computed through theoretical evaluation for a
(3, 6)-regular code with ε and α selected from [10−5, 10−1]. We selected λ = 0.01, µ = 0.05,
and σ1 = σ2 = σ3 = σ4 = 0.25.

channel with σ1 = σ2 = = σ3 = σ4 = 0.25. We used the decoder parameters b = w = 0 at

all iterations.

The results in Figure 2.3 are fairly representative of the typical output of the theoretical

evaluation. First, note that the parameter α (the fraction of nodes affected by radiation in

one event) matters more than the channel parameter ε. That is, a high α is disastrous for

the decoder, while a high ε can sometimes be tolerated. Therefore there are two regimes,

one where α is the dominant factor controlling the RBER and the second regime where ε is

dominant.

An interesting observation is that check node noise does not have a significant impact

on the overall performance. Changing σ3 and σ4 to zero does not significantly change the

plot in Figure 2.3. In other words, it is possible to approximate the system by using vari-

able node noise only. We can examine check node noise alone by setting σ1 = σ2 = 0 and

σ3 = σ4 = 0.25. The resulting mesh, shown in Figure 2.4, has similarities in its shape to the

VN noise or combined noise mesh, but it has a much lower residual BER. Thus, it is possible

to recover from check node errors easier.

Another insight that follows from this analysis is the reason for the non-zero minimum
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Figure 2.4: Output bit error rate (BER) for check node noise only (σ1 = σ2 = 0, σ3 = σ4 =
0.25). The other parameters are the same as in Figure 2.3. Note that the output bit error
rate reaches as low as 10−12, compared to 10−7 in Figure 2.3.

RBER. This can be explained by the fact that a radiation event at the final read operation

is possible. In a regime where the decoder performs well, this radiation event at the final

read contributes most to the RBER. Even in the case where the decoder performs perfectly,

the RBER is non-zero. The minimum RBER can be approximated (using the expectation

of the M/M/∞ queue) as follows:

ρ
(`+1)
E =

∑
j≥0

PRj(`+ 1)(jα)(σ2 + σ1ε)

≈ λ

µ
(1− e−µ`)(ασ2 + ασ1ε).

(2.9)

Finally we compare our model with the traditional i.i.d. noise model. We plot the de-

coder error for both models over the same range of values. Naturally, if we simply ignore

α (that is, taking α = 1) with σ1 + σ2 = 0.5, the resulting system will be nearly useless.

Consider a less noisy case, where σ1 = 0 and σ2 = 0.01. In this case, with the same α, λ, µ

parameters as chosen above, we have a vastly more precise result as well, shown in Figure 3.4.

The colored mesh is the result of our model, while the transparent mesh represents an i.i.d.
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Figure 2.5: Output BER comparison for i.i.d model(transparent mesh) and our
model(colored mesh).

noise model. This is an important benefit of our model; the unrefined baseline model leads

to results that are too pessimistic, potentially leading to code design that is unnecessarily

conservative.

Next, we use our density evolution analysis, to see the effect that the voting threshold

b has on the decoder output in terms of the BER. We show this in Figure 2.6. This figure

shows the decoder performance for different values of the voting threshold b, for the regular

(4, 8) code over a range of values of (which is the number of variable nodes impacted per

radiation event). The parameters for this analysis were λ = 0.005, ε = 0.006, µ = 0.03 and

σ1 = σ2 = σ3 = σ4 = 0.25. We can see that as the value of α increases, the value of b

required to obtain the optimal performance in terms of BER increases by 1.
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Figure 2.6: Theoretical BER comparison for (4,8) code against α for different values of voting
threshold b.

2.3 Experimental Results

In this section we present finite length simulations to support our density evolution analysis.

Through finite length simulations, we seek to validate the accuracy and relevance of the

theoretical evaluation. In order to simulate code performance, we have fully implemented

both the radiation channel model and our Gallager B/E hybrid decoder in MATLAB. It

is important to note that our theoretical analysis provides an approximation—not a lower

bound—of the residual bit error rate. This approximation is expected because we keep the

BSC channel error rates much lower than the decoding threshold of the code/decoder pairs,

thus the BER is dominated by the internal noise.

We set σ1 = σ2 = σ3 = σ4 = 0.25. Thus any node affected by a radiation event has

an equal chance of being in State B or State A, and any variable node in State B has an

equal chance of being an erasure or a flipped-bit. We set our decoder to terminate after 30

iterations (if it had not already stopped decoding due to the all 0’s syndrome).

We use LDPC codes with length n = 2048 bits. We set the initial probability of error in

the BSC channel: ε = 0.004; on average ≈ 8 variable nodes initially have the incorrect value.

The radiation arrival rate λ is the variable in the presented simulation results, varying from
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Figure 2.7: Finite-length simulations and their corresponding theoretical evaluations. The
noise parameters are as follows: ε = 0.004, µ = 0.2, α = 1/2048, β = 5/2048. The dependent
variable is the radiation arrival rate, λ, and the y-axis is the residual BER. The solid curves
are the BERs from the theoretical evaluations, the dashed lines are the BERs from the finite-
length simulation of the good codes with girth 8, and the dotted lines are the BERs from
the simulations of the bad codes with girth 4.

0.001 to 0.015. The radiation departure rate is set to µ = .2, meaning it takes an average

of 5 iterations for a radiation event to depart. We set α = 10/2048 and β = 5/2048 so that

when a radiation even occurs, 10 variable nodes and 5 check nodes are in the radiation state.

In Figure 2.7 we present results over protograph-based regular (3, 6), (4, 8) and (5, 10)-

LDPC codes that are constructed using the circulant PEG algorithm. For the construction

of the (3, 6) code, we start with a 4 variable node, 2 check node protograph. The first

variable node is connected to the first check node by two parallel edges and to the second

check node by a single edge. All other variable nodes use the same connection configuration

with alternation between two check nodes. Next, the protograph is lifted by a factor of 4,

using 4x4 circulant permutations to get girth 4. The resulting protograph then is lifted by

a factor of 128 using 128x128 circulant permutations. Lastly, the circulant PEG algorithm

was used to assign circulant permutations to maximize the girth to 8. The other codes were

constructed in a similar fashion and all have rate 1/2 (n = 2048, k = 1024). This construction

is a known good approach to designing LDPC codes in the noiseless component case [23]. In
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Figure 2.8: Finite lenghth simulation BER comparison for (4,8) code against α for different
values of voting threshold b.

addition to the above codes, we also used “bad” codes with girth of 4. As expected, there

was a mismatch with the theoretical analysis due to the cycle-free assumption.

Next, we present the experimental performance of the decoder as a function of the number

of nodes that are impacted per radiation event. In Figure 2.8, we plot the output BER versus

number of nodes impacted per event for a (4, 8)-LDPC regular code of length 2048 generated

using the method described previously. The remaining parameters were λ = 0.005, ε = 0.006,

µ = 0.03 and σ1 = σ2 = σ3 = σ4 = 0.25 We can see that it matches the trend shown by the

density evolution. Clearly as the nodes impacted per radiation event increases, so does the

BER. Another interesting thing note is that as the number of nodes impacted increases, we

see that a higher value of the threshold in the decoder provides better performance. This

is due to the fact that as more nodes become unreliable due to radiation, a lower threshold

means that it is more likely that incorrect messages will cause the variable node to decode

incorrectly. This supports the results that were obtained from the density evolution analysis.
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CHAPTER 3

Coding for linear regression

In this chapter, we will discuss techniques used to protect test data for linear from Gaussian

noise. We also discuss how to jointly optimize the redundancy allocation and regression

weights while training the regression model. We begin by establishing notation for linear

regression and some preliminaries regarding the noise models used in this paper. We define

a feature vector x = (x1, . . . , xn) where we consider elements xj ∈ F2 (for binary regression)

and xj ∈ R (for regression with continuous values). We define the vector of regression co-

efficients a = (a1, . . . , an) where aj ∈ R. The target value corresponding to the jth feature

vector is given by yj ∈ R. We also define the matrix X of p feature vectors and the corre-

sponding vector y ∈ Rp containing the corresponding p target values. For a given feature

vector x, linear regression predicts the value of the target variable y as aTx.

The noise model that we consider is shown in Figure 3.1. The noisy version of feature

Figure 3.1: Noise model for linear regression.
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vector x is denoted by x′. The learning algorithm receives noisy versions of each feature. A

Gaussian random variable ηj with mean zero and variance σ2
j is added to the jth feature.

We use Gaussian noise, as the output of low power sensors used in wireless sensor networks

is often corrupted by Gaussian noise when it arrives at the fusion center. Depending on

the quality of the sensor, different sensors may have different levels of noise. Therefore our

model is able to handle different levels of noise for different features.

3.1 Replication

Next we discuss the effects of channel coding on the noise applied to each feature. As we pre-

viously described, we rely on replication for two reasons: first, to deal with the fact that the

encoder may not have access to the noiseless, true data, and, secondly, because replication

codes enable us to provide an appropriate level of protection to each feature. Replication

involves repeating the jth feature kj times, i.e., the codeword cj = (xj, xj, . . . , xj). The

replicated values are passed through the noisy channel and are corrupted. Depending on the

type of noise model, replication coding mitigates the probability of feature error in different

ways. For our Gaussian noise model, the decoding process involves taking the average of

the noisy versions of the repetitions of a feature: 1
kj

(∑kj

i=1 cj(i)). This effectively reduces the

overall variance of the noise σj2 of the jth feature:

V ar

 1
kj

kj∑
i=1

(cj(i) + ηj(i))
 = 1

kj
2V ar

 kj∑
i=1

ηj(i)


= 1
kj

2 (kjσj2) = σj
2

kj
.

Thus replication reduces the variance of the noise added to the feature by a factor equal to

the number of repetitions.
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Now that we have defined how replication reduces the effect of noise on the data, we

discuss how to allocate redundancy given a budget of N replications in order to reduce the

effects of noise on the predictions made by the algorithm in an informed way.

3.2 Expected Noise Loss

We measure the expected loss due to noise (between the output of the noisy algorithm and

the noiseless algorithm) with a mean-squared error (MSE) approach. The MSE is the fol-

lowing:

E
[
aTx− aTx′

]
= E[(aT (x− x′))T (aT (x− x′))]

= E[((x− x′)TaaT (x− x′))]

= Tr(aaTCov(x− x′)) + E[x− x′]TaaTE[x− x′].

(3.1)

The final step uses the identity that for any matrix A and vector c we have

E[cTAc] = Tr(ACov(c)) + E[c]TAE[c].

We note that using the MSE (as opposed to MAE) is motivated in part by the fact that

linear regression involves minimizing square error itself.

We use an example to illustrate why optimizing the redundancy assignment is necessary

to improve the performance of the regression model. The example helps build intuition re-

garding the technique that can be used to improve the performance of the algorithm.

Example: Consider a small data set generated from an underlying system where the
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model is x = 0.5y+ 16z, where y and z are the measured features which have noise added to

them. When the features are corrupted equally by zero mean Gaussian noise with a variance

of 4, then the mean squared loss at the output of the algorithm is 1025. With uniform

repetition coding of 3 replications for each feature, the loss is reduced to 341.7. However by

exhaustive search we can find that the optimal redundancy allocation is 1 units to y and

5 units to feature z. This yields a mean squared loss of at the output 205.8. This simple

example motivates the need for a strategy to efficiently optimize coding (that is, redundancy

allocations).

3.2.1 Optimizing the MSE loss

Next we analyze the continuous version of the optimization problem. Using the same

idea as the expression in (3.1), we derive the expected loss for the current scenario. The

combined noise vector η is a zero mean Gaussian random vector, with covariance matrix

Σ = diag(σ2
1, . . . , σ

2
n). The expected loss is given by

E
[
aTx− aTx′

]
= Tr(aaTCov(x− x′)) + E[x− x′]TaaTE[x− x′]

=
n∑
j=1

a2
jσj

2.

We are now ready to introduce the key optimization for our informed replication ap-

proach. We have a budget of N repetitions and we wish to allocate these among features

in such a way that our resulting expected loss is minimized. We define the redundancy

allocation vector k = (k1, ..., kn), where the ith feature is replicated ki times for 1 ≤ i ≤ n.

We set up the constrained optimization problem as follows:
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min
k1,...,kn

g(k) =
n∑
j=1

a2
jσj

2

kj
,

subject to
n∑
j=1

kj = N.

where kj is a positive integer.

Note that due to the integer constraint, the problem is not convex. However, if we relax

the constraint and allow kj to be real valued, the optimization problem becomes convex. We

solve this optimization problem using the method of Lagrange multipliers.

Theorem 1. The optimal redundancy allocation for the continuous relaxation of the problem

for the jth feature is given by

kj = |ajσj|∑n
j=1 |ajσj|

N.

Proof. Define the function g′ and as follows:

g′(a,k, λ) =
n∑
j=1

a2
jσj

2

kj
− λ(

n∑
j=1

kj −N).

Taking the partial derivatives and setting them to zero gives the following relationship be-

tween λ and kj

kj = |ajσj|
√
−1
λ
.

Substituting this back into the sum constraint gives the following solution for λ:

λ =
−(∑n

j=1 |ajσj|)2

N2 .
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We then solve for kj by substituting the value of λ in the equation for kj

kj = |ajσj|
√√√√ −N2

−(∑n
j=1 |ajσj|)2

= |ajσj|∑n
j=1 |ajσj|

N.

Note that if this solution yields integer values for all kj’s, then this is the optimal solution

for the integer version of the problem as well. However, if any of obtained values are not

integers, then we do the following. Use kj for all values of j. There are at most n− 1 units

left after this for allocation. We can try all possible allocations for these bits to find the

solution to the integer version of the problem.

3.2.2 Solution using submodular optimization

While the continuous relaxation gives an efficient technique to approach the optimal solution

for our optimization problem, it still requires an exhaustive search to allocate up to n−1 of the

final redundancy units. To solve this problem efficiently, we must take the integer constraints

into consideration. As such, we use submodular optimization. Submodular optimization is

a technique used to solve optimization problems that involve integer constraints [40]. It is

a computationally efficient and nearly optimal technique, as shown in [40]. The algorithm,

which is a greedy technique, involves allocating units of redundancy one at a time iteratively.

Given m available units of redundancy, consider the redundancy allocation vector k(i) =

(k1(i), . . . , kn(i)), 1 ≤ i ≤ m which denotes the units of redundancy allocated to each vector

at the ith step of the algorithm. Then at step i+1, we assign an additional unit of redundancy

to the lth feature. This gives the vector k(i+ 1) = (k1(i), . . . , kl(i) + 1, . . . , kn(i)). The goal

of the minimization at each step is to find the minl
∑n
j=1

a2
jσj

2

kj
, 1 ≤ l ≤ n. This process
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continues until all units of redundancy are allocated.

We show that our optimization function is submodular. The objective function must

fulfill the conditions of monotonicity and diminishing returns in order to validate the use of

submodular optimization. The monotonicity statement is as follows:

Lemma 3. Given redundancy allocation vectors k = (k1, . . . , ki, . . . , kn) and

k̃ = (k1, . . . , ki−1, k̃i, ki+1, . . . , kn), where ki > k̃i. Then f(k) < f(k̃).

The proof for Lemma 3 is immediate, as the optimization function is inversely propor-

tional to ki for all i. Lemma 3 shows that the cost function decreases as more units of

redundancy are allocated. Next we consider the diminishing returns property. For this prop-

erty to hold, repeated allocation of redundancy units to the same feature must yield reduced

improvements.

Lemma 4. Consider redundancy allocation vectors k = (k1, . . . , kn) and z = (z1, . . . , zn),

where kj ≤ zj for all j. Then for all i ,

∑
j

a2
jσ

2
j/kj − (

∑
j 6=i

a2
jσ

2
j/kj + a2

iσ
2
i /(ki + 1)) ≥

∑
j

a2
jσ

2
j/zj − (

∑
j 6=i

a2
jσ

2
j/zj + a2

iσ
2
i /(zi + 1)).

Proof. We prove the lemma by expanding the summation on both sides and canceling out

terms accordingly. This simplifies the expression to

a2
iσ

2
i /ki − a2

iσ
2
i /(ki + 1) ≥ a2

iσ
2
i /zi − a2

iσ
2
i /(zi + 1)

⇒ 1/ki − 1/(ki + 1) ≥ 1/zi − 1/(zi + 1)).

This final statement holds true when ki ≤ zi and ki, zi are integers, which is the indeed the

case.

Thus the cost function is indeed submodular. We use the floor of the redundancy alloca-
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tions obtained from the continuous relaxation and then allocate the remaining n − 1 units

using submodular optimization.

3.3 Optimizing the linear regression model

So far we have worked on optimizing the redundancy allocation given a fixed set of regression

coefficients. This reflects the assumption that we have a fixed model, without the ability to

change it. On the other hand, as long as we know the test data noise characteristics, we can

optimize the model in order to minimize the joint square error (from regression and noise

simultaneously).

Motivated by the previous notion, in this section we show how we optimize the model

for regression given the regression data and the noise model. Afterwards, we further select

the optimal replication scheme. We assume that the noise on each feature is independent of

noise on all other features. Let X ∈ Rp×n be the matrix of p data points with n features. Let

the matrix X′ = X + N be the noisy data set where N ∈ Rp×n is a matrix where each row is

an independent realization of an n-variate Gaussian random vector with zero mean and Σ

as the covariance matrix. Assume that each element of this random vector is independent

and as such, the covariance matrix is a diagonal matrix, i.e. Σ = diag(σ2
1, . . . , σ

2
n). Then

E[N] = 0 and E[NTN] = pΣ (by the expectation of the Wishart distribution[41]). The

objective function to minimize in this case is as follows:

min
a

E[y−X′a2]

= min
a

E[(y− (X + N)a)T (y− (X + N)a)]

= min
a

yTy− yTE[(X + N)]a

− aTE[(X + N)T ]y + aTE[(X + N)T (X + N)]a

= min
a

y−Xa2 + paTΣa.
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The problem takes the form of the regularized least squares problem. The solution to the

above regression problem is as follows:

a = (XTX + pΣ)−1XTy.

Now we plug this value of a back into the objective function and attempt to optimize over

the elements of the matrix Σ. While we have reduced the terms that involve components of

Σ for the optimization, we must still approximate the inverse of (XTX + pΣ) if we wish to

find a solution to the optimization problem for the noise variance. Plugging in the value for

the optimal a and simplifying gives the following cost function to minimize:

min
σ1,...,σn

yTy− yTX(XTX + pΣ)−1XTy

= min
σ1,...,σn

yT (I−X(XTX + pΣ)−1XT )y.

Note that the objective function expression cannot be negative as it is derived from

the linear regression cost, which is a nonnegative value. Thus, the solution to the above

optimization problem is also the solution of the following problem:

max
σ1,...,σn

yTX(XTX + pΣ)−1XTy.

3.3.1 Solution by submodular optimization

Once again, we attempt to solve the optimization problem using submodular optimization.

Before we begin we state several facts that will be used to prove that the submodular

optimization approach is applicable.

Fact 3. [42] Let the matrix A ∈ Rn×n be symmetric with eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λn.

Then for all x ∈ Rn λnxTx ≤ xTAx ≤ λ1xTx.

This fact allows us to bounds the quadratic form involving a matrix with its eigenvalues.
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We next look at the bounds on the eigenvalues for a matrix that has been perturbed.

Fact 4. [43] Let A,A + E ∈ Rn×n be symmetric matrices and λk(G) denote the kth

largest eigenvalue of the matrix G. Then λn(E) + λk(A) ≤ λk(A + E) ≤ λ1(E) + λk(A).

Finally we also state a fact that relates the eigenvalues of a matrix with its inverse.

Fact 5. [42] Let A ∈ Rn×n be a symmetric non-singular matrix. Let λ1 ≥ . . . ≥ λn be the

eigenvalues of A. Then the eigenvalues of A−1 are 1
λn
≥ . . . ≥ 1

λ1
.

Now we are ready to prove the submodularity properties for the joint optimization. We

begin by stating the lemma required to show that successive allocations of redundancy units

causes the objective function to decrease.

Lemma 5. Given two redundancy allocations defined by the covariance matrices Σ = p ×

diag(σ
2
1
k1
, . . . ,

σ2
i

ki
, . . . , σ

2
n

kn
) and Σ̃ = p × diag(σ

2
1
k1
, . . . , σ2

n

ki−1
,
σ2

i

k̃i
, σ2

n

ki+1
, . . . , σ

2
n

kn
) respectively, where

k̃i < ki for a particular i where 1 ≤ i ≤ n. We define h(Σ) = yT (I−X(XTX + Σ)−1XT )y.

Then h(Σ) ≤ h(Σ̃).

Proof. Firstly yTy is common to both h(Σ) and h(Σ̃). Next, we use the above defined facts

to put bounds on the eigenvalues for inverse of a perturbed matrix.

1
λn−l+1(XTX) + λ1(Σ) ≤ λl((XTX−Σ)−1)

≤ 1
λn−l+1(XTX) + λn(Σ) .

Note that the indices are reversed due to the fact that we are defining the bounds of the

eigenvalue of a matrix using the eigenvalues of its inverse. We define u = XTy. Then

uT (XTX − Σ)−1u ≤ 1
λn(XT X)+λn(Σ)u

Tu. Similarly, for Σ̃ we have uT (XTX − Σ̃)−1u ≤
1

λn(XT X)+λn(Σ̃)u
Tu. As the covariance matrices are diagonal, we have the fact that λn(Σ) ≤

λn(Σ̃). Therefore the quadratic form involving Σ is greater than or equal to the quadratic

form involving Σ̃. As such h(Σ) ≤ h(Σ̃).
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Next we wish to prove the diminishing returns property for this optimization problem.

The diminishing returns property is as follows:

Lemma 6. Given redundancy allocation vectors k = (k1, . . . , kn) and z = (z1, . . . , zn),

where kj ≤ zj for all j where 1 ≤ j ≤ n. These define two covariance matrices Σk = p ×

diag(σ2
1/k1, . . . , σ

2
n/kn) and Σz = p× diag(σ2

1/z1, . . . , σ
2
n/zn). We further define Σk+1 = p×

diag(σ2
1/k1, . . . , σ

2
i /(ki+1), . . . , σ2

n/kn) and Σz+1 = p×diag(σ2
1/z1, . . . , σ

2
i /(zi+1), . . . , σ2

n/zn).

Then for all i h(Σk)− h(Σk+1) ≥ h(Σz)− h(Σz+1), where 1 ≤ i ≤ n.

Proof. Using the bounds established for the monotonicity proof, we attempt to show the

diminishing returns property. Firstly we note that λn(Σk)−λn(Σk+1) ≤ σ2
i /(ki)−σ2

i /(ki+1).

Also as kj ≤ zj for all j (where 1 ≤ j ≤ n) and are integers, we have for all i (where

1 ≤ i ≤ n):

σ2
i /(ki)− σ2

i /(ki + 1) ≥ σ2
i /(zi)− σ2

i /(zi + 1).

Next we expand the following expression

h(Σk)− h(Σk+1)

= yTX(XTX + Σk+1)−1XTy− yTX(XTX + Σk)−1XTy.

We can use the upper bound for the first term and the lower bound for the second term to

get

h(Σk)− h(Σk+1)

≤
(

1
λn(XTX) + λn(Σk+1) −

1
λ1(XTX) + λ1(Σk)

)
yTXXTy.
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Similarly for Σz we have

h(Σz)− h(Σz+1)

≤
(

1
λn(XTX) + λn(Σz+1) −

1
λ1(XTX) + λ1(Σz)

)
yTXXTy.

We note that:

(
1

λn(XTX) + λn(Σk+1) −
1

λn(XTX) + λn(Σz+1)

)
yTXXTy

≥
(

1
λ1(XTX) + λ1(Σk) −

1
λ1(XTX) + λ1(Σz)

)
yTXXTy.

The above inequality is true due to the fact that the terms on the right hand side involve

inverses of larger terms than that on the left hand side. We can rearrange the inequality to

bring it into the desired form. In addition it is possible to show that the upper bounds on

both sides of the inequality will be equally tight due to the fact that both sides represent

costs within one additional unit of each other. Therefore we have:

(
1

λn(XTX) + λn(Σk+1) −
1

λ1(XTX) + λ1(Σk)

)
yTXXTy

≥
(

1
λn(XTX) + λn(Σz+1) −

1
λ1(XTX) + λ1(Σz)

)
yTXXTy,

⇒ h(Σk)− h(Σk+1) ≥ h(Σz)− h(Σz+1).

This concludes the proof for submodularity for the joint optimization.
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Thus, given a budget of N repetition, we can use submodular optimization to efficiently

allocate the redundancy optimally. We can now revisit the original example in Section I and

apply this technique. The example is as follows:

Example: Let us assume that the data is generated using the model (x = 0.5y + 16z).

However, now the redundancy allocation must be done during the training phase. Given

the fact that the noise variance vector is know to be [1, 20] (very high noise on feature 2),

with the same redundancy budget of 6 units, we find that the optimal redundancy allocation

remains the same. However, the regression weights that are calculated change to 0.53 for

feature y and 15.9 for feature z. We will see more examples of changes in regression weights

in the experimental results section.

3.4 Experimental Results

In this section we present experimental results which demonstrate the advantage our opti-

mization methods provide (over an uninformed coding scheme). We first present results for

allocating redundancy when the regression coefficients are fixed. We use the following regres-

sion model: u = 3v + 9x + 7y + 4z. The vector of variances is [2, 2, 4, 4]. For a redundancy

budget of 40 units, the optimal redundancy allocation is kv = 4, kx = 13, ky = 15, kz = 8

units. The mean squared error for the optimal allocation is 38.03 and for uniform allocation,

it is 44.

Next we look at how the cost varies as redundancy allocation increases from 8 units up-

wards. We plot the mean squared cost for the optimal allocation and the uniform allocation

for the above setup. The plot is shown in Figure 3.4. We can see that the optimal allocation

provides a clear benefit over the uniform allocation in terms of the MSE. Furthermore we

see that benefit is present even at high values of redundancy. However there is the factor of

diminishing returns which indicates that for a high enough redundancy budget, the optimal

allocation would be the uniform allocation.
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Figure 3.2: MSE for Optimal Allocation vs Uniform Allocation for the 1st set of regression
coefficients.

Figure 3.3: MSE for Optimal Allocation vs Uniform Allocation for the 2nd set of regression
coefficients.

To further see the benefits of our allocation strategy, we use the following example: Let

the regression model be u = v+ 9x+ 7y+ 4z, with the noise variance vector as [10, 10, 1, 2].

This means that the noise in features 1 and 2 is very high, and the noise in features 3 and 4

is comparatively lower. For this case, the plot for the optimal MSE and uniform MSE over

a range of values of the redundancy is shown in Figure 3.3.

The advantage of our allocation scheme is very clear in this scenario. The optimal allo-

cation scheme produces a MSE which is roughly half of the MSE for the uniform allocation

for almost all values of the redundancy budget. As our allocation scheme takes into account
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Figure 3.4: Ratio of uniform MSE to optimal MSE for the power data set.

both the regression weights and noise variance for each feature, it is able to provide a con-

sistent benefit over the uniform scheme in this case. These two examples also illustrate how

the amount of improvement in the model’s performance depends on the noise distribution

and model parameters.

Next we consider the case where the optimal allocation must be made during the train-

ing phase. We use the power production dataset [44]. The dataset contains 9568 data points

collected from a power plant working at full load. It contains four features which are: hourly

average ambient variables Temperature (T), Ambient Pressure (AP), Relative Humidity

(RH) and Exhaust Vacuum (V). The target variable is the net hourly output of the power

plant. To start with, we consider the following noise variance vector [8, 8, 1, 1]. This means

that the first two features are affected by noise with a variance of 8 units, while the remain-

ing features are affected by noise with variance 1. We compute the optimal allocation of

redundancy units when only 8 units of redundancy are available. The resulting redundancy

allocation is kT = 5, kAP = 1, kRH = 1, and kV = 1. We can see that despite the fact that the

first and second features are corrupted by noise with high variance, only the first feature gets

the majority of the redundancy budget. The output MSE for this allocation is 27, while the

output MSE for uniform allocation is 32.2, thus the optimal allocation provides about 20%

improvement over the uniform case. We find that the regression weight vector (ignoring the
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intercept) a obtained using the optimal allocation is [−1.7761,−0.2888, 0.1338,−0.1179]. On

the other hand, the noiseless training gives us the following vector of regression coefficients:

[−1.9689,−0.2316, 0.0772,−0.1620], showing that it is necessary to change the regression

coefficients when the data is expected to be noisy.

Next we plot the ratio of uniform allocation MSE to optimal allocation MSE for a range

of redundancy allocations for this setup. The plot is shown in Figure 3.4. We can see in

the figure that using the submodular optimization technique gives a significant advantage

over the uniform allocation for low values of redundancy budget. This advantage decreases

as the budget increases, however it does not completely vanish. In scenarios where highly

accurate predictions are required, even the slightest increase in accuracy is valuable. Our

redundancy allocation technique ensures that the model is as accurate as possible with the

given redundancy budget.
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CHAPTER 4

Conclusion

In this section, we presenting concluding remarks for the techniques presented in this thesis.

First we discuss the results seen in chapter 2. We studied a noisy LDPC decoding problem

which was different from the conventional model, where the messages passed between the

variable and check nodes are corrupted by a binary symmetric channel. In the problem pre-

sented in this thesis, we developed a model inspired by the noise induced on decoder due to

radiation events. This model allows for a varying fraction of variable nodes to enter a noisy

state with errors and erasure. The fraction varies according to a Poisson process based on

the M/M/∞ queue model. We performed density evolution analysis, which is an excellent

technique to predict the performance of a code ensemble. We used this analysis to gain

insights regarding the effects of different radiation parameters(i.e. nodes affected per event,

event arrival rate and duration) on the decoder output in terms of the BER. We found that

there were two regimes, one where the number of nodes affected per event had the domi-

nant effect on the decoder performance and the other where the memory error probability

had the dominant effect. We studied the performance of the decoder as a function of the

voting threshold for the variable nodes and found how increasing the threshold at higher

levels of radiation improves decoder performance. We found that the traditional i.i.d model

gives a pessimistic estimate of the decoder’s performance when compared to the queue based

model that we introduce. We presented results from finite length experiments to support

the conclusions drawn from the theoretical analysis. This work has been presented initially
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in the IEEE Asilomar Conference on Signals, Systems, and Computers in 2016. A more

comprehensive analysis is presented in the IEEE Transactions on Communication in 2017

[45].

Next we discuss the results seen in chapter 3. In chapter 3, we considered informed

replication techniques to protect linear regression test data from noise. We presented a

strategy to compute the optimal redundancy allocation (in terms of the divergence from the

hypothetical noise-free case on the output) for a regression model when applied to data that

has been corrupted by Gaussian noise. We showed how this allocation of redundancy is a

function of the regression coefficients and noise variance for each feature when the regression

coefficients are given. We further presented a technique to obtain the optimal redundancy

allocation for noisy features during the training stage. We showed how the regression coeffi-

cients become a function of the redundancy allocation while the model is being trained, along

with the improvement of our redundancy allocation techniques compared to a uniform allo-

cation. The optimal redundancy allocation is a step towards identifying levels of protection

for each feature. Future work can involve application of these techniques to different noise

models such as the binary symmetric channel and using this concept of protection to build

more complex codes for regression. This work has been accepted at 55th Annual Allerton

Conference on Communication, Control, and Computing in 2017.

In this thesis, we have seen two interesting problems where corrupted data impacts the

performance of the algorithm which uses the data. We have seen how taking leverage of

the additional information provided(i.e. changing the noise model or using the regression

weights) allows us to improve the performance of the algorithm by allocating redundancy

optimally(for linear regression) or by changing the decoding parameters based on the noise

level(for the LDPC decoder). On a high-level, we have found that when dealing with al-

gorithms operating on noisy data, it is beneficial to choose codes based on metrics defined

using the algorithm performance and not just traditional metrics such as Hamming distance.
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