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ABSTRACT: The number of chemicals in the market is rapidly increasing, while our
understanding of the life-cycle impacts of these chemicals lags considerably. To address this,
we developed deep artificial neural network (ANN) models to estimate life-cycle impacts of
chemicals. Using molecular structure information, we trained multilayer ANNs for life-cycle
impacts of chemicals using six impact categories, including cumulative energy demand, global
warming (IPCC 2007), acidification (TRACI), human health (Impact2000+), ecosystem
quality (Impact2000+), and eco-indicator 99 (I,I, total). The application domain (AD) of the
model was estimated for each impact category within which the model exhibits higher
reliability. We also tested three approaches for selecting molecular descriptors and identified
the principal component analysis (PCA) as the best approach. The predictions for
acidification, human health, and the eco-indicator 99 model showed relatively higher
performance with R2 values of 0.73, 0.71, and 0.87, respectively, while the global warming
model had a lower R2 of 0.48. This study indicates that ANN models can serve as an initial
screening tool for estimating life-cycle impacts of chemicals for certain impact categories in
the absence of more reliable information. Our analysis also highlights the importance of understanding ADs for interpreting the
ANN results.

■ INTRODUCTION

Chemical regulations increasingly focus on the product life-
cycle aspects rather than end-of-pipe of production facilities.
The Safer Consumer Product (SCP) program in California, for
example, requires the manufactures to evaluate life-cycle
impacts when assessing the alternatives of the priority
chemical−application combinations identified.1 Life-cycle
assessment (LCA), among other methods, has been widely
used for assessing chemical alternatives.2−4

However, in the past, the pace at which LCAs are conducted
could not keep up with the speed of new chemical
development. According to the Chemical Abstracts Service
(CAS), over 100 million unique substances are already
registered, and about 15 000 new chemicals are newly added
to the list every day.5 The candidate chemical list of SCP alone
contains over a thousand chemicals.6 Furthermore, the details
of new and emerging chemical synthesis are some of the best-
protected proprietary information that is rarely disclosed to
LCA practitioners, limiting our understanding of their impacts.7

Streamlined LCA approaches have been developed and
tested to overcome this challenge.8−11 Such approaches help
screen the life-cycle impacts of chemicals without requiring
extensive data.12 Among others, the use of proxy data and
regression models are two of the most common approaches to
address the data deficiencies in LCA.13−16 For example, proxy
data were used to fill in the data gaps on biobased products,13

and linear regression models were used to approximate the
carbon dioxide emissions from power plants.15 The level of
uncertainty introduced by these approaches may vary
widely.13,17,18

Another approach to the data gap challenge is the use of
machine learning techniques, in which molecular-structure
models (MSMs) are used to estimate the environmental
impacts of chemicals. MSMs are widely applied in the
quantitative structure−activity relationship (QSAR) field,
where the chemical toxicity and physicochemical properties
are estimated based on the chemicals’ molecular struc-
tures.19−21 The inherent relationships between molecular
structures and potential life cycle impacts of chemical enables
MSMs-based estimation of chemical life-cycle impacts.22 For
example, chemicals with long chains, such as polymers, usually
require multiple synthesis steps to bond small molecules
together requiring more energy and CO2 emissions throughout
the life cycle.23 Similarly, the presence of nitrogen in the
chemicals such as polyurethane indicates the use of nitrogen as
an input, which increases the likelihood of nutrient emissions,
increasing the potential of eutrophication impact.24 Although in
some cases, such relationships are not intuitive or obvious to
humans, a well-trained MSMs may be able to reveal them.22

Wernet and colleagues, for example, applied artificial neural
networks (ANN), one of the approaches in MSMs, with one
hidden layer to estimate the cumulative energy demand (CED)
of pharmaceutical and petrochemical products.22,24 The authors
also applied the technique to predict global warming potential
(GWP), biochemical oxygen demand (BOD) and chemical
oxygen demand (COD), with molecular structure descriptors
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as input to the models.26 Comparing the model performance of
ANN to that of linear regression, the authors showed that ANN
with a single hidden layer outperformed a linear regression
model in estimating life-cycle impact indicators. However, the
predictive power of these MSMs was still hindered by the lack
of well-defined model training procedures as well as the
absence of uncertainty characterization of model outputs for
new chemicals. Moreover, these ANNs can be further extended
using multiple hidden layers.
In this study, we designed a novel approach for rapid

screening of chemical life-cycle impacts based on ANN models
and tested their performance. Our approach is the first effort to
examine the application of ANN with multiple hidden layers in
predictive LCA studies. The training, validation and testing
techniques employed in our model are also widely regarded as
the state-of-the-art in MSM.25,26 Furthermore, we also
characterized the confidence level of the ANN model outputs
using the concept of Applicability Domain (AD), applied for
the first time in the context of predictive LCA.27,28

This paper is organized as follows: the Materials and
Methods section presents the ANN model and the organization
of the data used; the Results and Discussion section discusses
the numerical results of the training, model application, and the
applicability domain as well as interpreting the results; the
limitations of the model, and future research directions are
discussed at the end of this paper.

■ MATERIALS AND METHODS

Artificial Neural Networks. ANN is a nonlinear, universal
approximation model that usually has greater predictive power
compared to linear regression, and it also displays significant
adaptability for various tasks.29−31 An ANN model consists of
input, output, and hidden layers. Within these layers are hidden
neurons with activation functions, e.g., sigmoid or rectified
linear unit (ReLU) function,32 to project input data to
nonlinear spaces. This allows ANN to solve problems that a
simple linear regression model cannot. The layers are
connected by weights that are trained during the training
process. We then minimize the cost function, which measures
the difference between predicted and observed values using the

training data set, by adjusting the weights. Therefore, the
weights between layers will be updated during training to
optimize the model prediction. An ANN model with more than
one hidden layer is referred to as a deep neural network, which
has recently become an important approach in the field of
artificial intelligence (AI) and machine learning.33,34

In our study, the input layer of the ANN model consists of
molecular descriptors, which are numerical parameters with
values that characterize various aspects of the chemical
structure. The output layer generates a single characterized
result for one impact category. The hidden layers serve to
approximate the relationships between the input and output
layers. The final model is a system of fully interconnected
neurons between a small number of hidden layers (one to three
hidden layers), which is illustrated in Figure 1. This type of
model structure is able to provide adequate predictive power
with a shorter training time than more complex neural
networks.35 The ANN models in this study were developed
using the Google Tensorflow framework in Python 2.7 under
the Ubuntu 16.04 LTS system.36

Many successful ANNs utilize large-scale data sets. The Deep
Convolutional Neural Network, for example, uses the Image-
Net that contains over 10 million URLs of images.55 However,
studies also showed that simpler ANN models based on smaller
training data sets can still provide meaningful results.14,21,26,30

Given the limited availability of LCI data sets for training, we
aimed at developing a simpler ANN model.

Data Collection and Preprocessing. Training an ANN
model is a supervised learning task, which means that both
predictors and training targets must be included in the training
process. In our study, we collected 166 unit process data sets
for organic chemicals from the Ecoinvent v3.01 life-cycle
inventory (LCI) database.37 These chemicals were split into
three groups for model development, optimization and
reporting: training, validation and testing.
We selected three midpoint impact categories: cumulative

energy demand (CED),38 global warming (IPCC 2007,
100a),39 acidification (TRACI 2.0);40 and three end point
impact categories: eco-indicator 99 (I,I, total) (EI99),41

ecosystem quality (Impact 2002+),42 and human health

Figure 1. Conceptual diagram for a fully connected ANN model with two hidden layers. The solid lines between layers represent weights that are
used in the approximation functions. The value in each node in the hidden and output layers is the sum of the values in the previous layer multiplied
by the corresponding weights with appropriate activation functions.
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(Impact 2002+).42 Detailed explanations of these impact
categories can be found in the Supporting Information. These
six impact categories were chosen to test the model’s ability to
capture various aspects of chemicals’ environmental impact.
Molecular descriptors are a critical component of the training

data for our model. They are widely used in computational
chemistry and the QSAR field to describe molecular structure.43

Common descriptors are, for example, molecular weight,
number of aromatic rings, number of functional groups and
number of halogen atoms.44 We used the software, Dragon 7 to
calculate the molecular descriptors for the chemicals in this
study.45 Dragon 7 is able to calculate about 4,000 molecular
descriptors for each chemical,46 including constitutional,
topological, ring and other descriptors. The large number of
molecular descriptors generated by Dragon 7 would make the
training inefficient and could lead to the problem of
overfitting.47 It is therefore crucial to reduce the number of
dimensions and extract an informative subset of descriptors.
Several feature extraction and feature selection methods have
been considered in the past.48 Principal component analysis
(PCA), for example, projects the descriptors to lower
dimensions. PCA has been used in the context of developing
predictive models using ANN.49−51 The variables projected
after PCA lose the physical meaning of the original molecular
descriptors, but they do preserve most of the variances in the
original data set. Filter-based feature selection is another
method, which removes the descriptors with low variance and
high mutual correlation. In filter-based methods, remaining
descriptors will preserve the physical meaning of the original
descriptors; however, the removed descriptors may contain
useful information for the prediction. Another feature-selection
approach is the wrapper-based feature selection. This method
conducts an extensive search to find the best subsets of
molecular descriptors and selects the subset with the best
model performance. Due to the high computational cost and
the risk of overfitting, however, wrapper-based feature selection
method was not chosen for this study.52

In this study, we ran and compared the performances of
three modeling cases: (1) using all descriptors generated by
Dragon 7 without any dimensional reduction, (2) using the
descriptors selected by filter-based methods, and (3) using the
features extracted by PCA that preserve 95% of the variances in
the original data set. The number of selected descriptors or
features is the about same between the second and the third
cases.
To achieve better model performance, each molecular

descriptor selected by feature selection or PCA was normalized
by calculating the z-score of them, as shown in eq 1, to have
zero mean and unit variance:53

μ
σ

= −
Z

X
(1)

where Z is the descriptor after standardization, X is the original
descriptor before standardization, μ is the mean value of the
descriptor across all chemicals, and σ is the standard deviation
of the descriptor across all chemicals.

Model Optimization and Validation. ANN models were
trained for each of the six impact categories. Many hyper-
parameters affect the performance of the final ANN model,
such as the number of hidden layers, the number of hidden
neurons in each hidden layer, and the learning rate during
training.29 Tuning each hyper-parameter is very time-
consuming and, in many cases, unnecessary. In our study, we
optimized the number of hidden layers, as well as the number
of hidden neurons in each hidden layer using the validation and
test data sets. This ensured that the best model structure was
used and that the model performance was not affected by the
selection of the validation data set.54

To find the best hyper-parameters and model structure, ten
chemicals out of the total 166 chemicals were randomly
selected as the testing data, and 16 chemicals, or 10% of the
remaining 156 chemicals, were used as validation data to report
the model performance for training and optimization of the
hyper-parameters in the ANN model. The other 146 chemicals
were used as training data. The summary of the data set used in
this study is presented in Table S1.

Model Applicability Domain. Supervised-learning models
make predictions based on what the models learn from the
training data.35 In general, models perform well on new
chemicals that are structurally similar to the training data.
Therefore, it is important to define the model AD so that the
users understand the space within which a given model
generates more-reliable estimates.
Various AD measurement methods are available and

discussed in the QSAR literature.56−58 Based on the chemical
LCI data collected in our study, we applied the Euclidean
distance-based AD measurement method.56 Other AD
measurement methods, such as the probability density
approaches, were not applicable to the data we collected in
this study.57 The Euclidean distance-based method measures
the Euclidean distance in the descriptors’ space from the query
chemical to the mean of the training data set (namely, the
training data centroid). This distance is defined as:

∑ μ= −D X( )i i
2

(2)

where D is the distance between the query chemical X and the
training data centroid u; and Xi and ui are the ith molecular
descriptors of the query chemical and the centroid, respectively.
Figure S3 illustrates the idea of distance-based AD measure-
ment.
The confidence level of the estimation depends on whether

the distance of the testing data set to the centroid of the
training data is smaller than a precalculated cutoff threshold. In
many QSAR studies, this cutoff threshold is chosen subjectively

Table 1. Statistics of the Characterized Results for the Six Selected Impact Categories

CED (MJ/
kg)

acidification
(moles of H+ eq/kg)

global warming
(kg CO2 eq/kg)

EI99
(points/kg)

human health
(DALY/kg) ecosystem quality (PDF·m2·year−1/kg)

mean 91.5 1.2 4.8 0.4 5.5 × 10−4 9.8 × 10−5

standard
deviation

41.3 1.0 10.2 0.4 5.1 × 10−4 9.6 × 10−5

minimum 19.9 0.1 0.0001 0.01 4.8 × 10−5 1.3 × 10−6

median 85.2 1.0 3.2 0.3 4.3 × 10−4 6.6 × 10−5

maximum 288.1 6.8 107.9 2.6 3.3 × 10−3 4.9 × 10−4
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by expert judgements.57 In our study, we selected the threshold
in such a way that the difference between the average prediction
error among the data points in the validation data set within the
AD and that among the data points outside is the largest. We
then applied the selected cutoff threshold to the testing data
set.

■ RESULTS AND DISCUSSION
Chemical Used for Model Development. The chemical

data set we collected in this study represents a wide range of
chemical types, including but not limited to petrochemicals,
chlorine-based chemicals, and pharmaceuticals. The detailed list
of chemicals used in this study can be found in Table S2. The
mean, standard deviation, minimum, median, and maximum
values of the characterized results for the six impact categories
are shown in Table 1 (166 chemicals). The distribution of the
characterized results is presented in Figure S2. For the impact
categories of global warming, human health, and ecosystem
quality, more than 60% of the chemicals have characterized
results smaller than the average characterized result in the
corresponding impact category. This right-skewed distribution
means that fewer chemicals can be used to train these three
models within the range of higher-characterized results. To
address this, we transformed the characterized results of global
warming, human health, and ecosystem quality models to a log-
scale before training.
Comparison among the Approaches to Reduce the

Dimension of Molecular Descriptors. Figure 2 shows the
performance of the ANN model for predicting acidification,
considering the validation data set, based on: (1) all the
descriptors generated by Dragon 7 (3839 descriptors), (2)
descriptors selected with filter-based methods (58 descriptors),
and (3) descriptors extracted by PCA that preserved 95% of the
variance in the original descriptor sets (60 features). We
examined each of the three cases with 1, 2, or 3 hidden layer(s)
and 16, 64, 128, or 512 hidden neurons embedded in each
layer. The performance scores were reported as the regression
coefficient, R2, for the validation data set without the testing
data set.
As shown in Figure 2, the ANN models for acidification

using all descriptors showed the lowest R2 values. Although the
discrepancy is not significant, the descriptors extracted using
PCA resulted in a better performance in 8 out of 12 models as
compared with the descriptors selected using the filter-based
method. The acidification model with two hidden layers and
128 hidden neurons embedded in each layer had the highest R2

(0.75). In this acidification model, the R2 was 0.33, 0.60, and
0.75 for the validation data sets comprising all, feature-
selection-based, and PCA-based descriptors, respectively. The
same analysis for the ANN models of other impact categories
can be found from Tables S4−9. For the 72 different model
settings (6 impact categories, 3 levels of hidden layers, and 4
levels of hidden neurons) tested in this study, the ANN models
developed using PCA descriptors performed better in general,
with higher R2 values for 49 ANN models using PCA (68%)
than those developed using all or feature-selection descriptors.
Furthermore, for every impact category, the PCA-based ANN
models had the best performance (highest R2) on the validation
data set. As a result, we employed PCA as the approach to
reduce the dimensions in the input data and to improve the
ANN’s performance.
Figure 3 shows the results of optimization for the CED and

EI99 models. The models were developed with the descriptors

extracted by PCA and the performance was measured using the
validation data set. For CED, the model with one hidden layer
and 128 hidden neurons in each layer showed the highest R2

(0.51). For EI99, the model with two hidden layers and 64
hidden neurons in each layer showed the highest R2 (0.66).
Less-complex models (e.g., the EI99 model with one hidden
layer) did not have enough predictive power. However, due to
the limited amount of training data, the model performance on
the validation data set decreased and overfitting occurred as we
increased the complexity of the model. For both CED and
EI99, the model with three hidden layers and 512 hidden
neurons showed lower R2 than did less-complex model settings
(i.e., one or two hidden layers). More training data will improve
the model accuracy. However, inconsistencies and potential
errors in the underlying LCI databases are limiting factors to
the amount of training data we could collect.
Based on the validation results, optimized model structure is

presented in Table 2. The human health model requires the

Figure 2. Performance (R2) of the acidification model developed with
(1) all molecular descriptors set (red); (2) molecular descriptors after
feature selection (blue); and (3) molecular descriptors after PCA
(yellow). The performances are the results using the validation data set
without the testing data set. The same analysis for the other models
can be found from Tables S4−S9.
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highest complexity (3 hidden layers with 64 hidden neurons in
each layer) among all models. The detailed hyper-parameters,
such as the learning rate, activation function, and training
epoch, can be found in Table S10.
Model Performance. A total of six models were trained

using PCA descriptors with the optimized model structure
presents in Table 2 to estimate the characterized results for the
six selected impact categories for organic chemicals. The
performance of each model using the training, validation, and
testing data sets are reported (R2 and mean relative error
(MRE)) in Figure 4 and Table 3. Each panel in Figure 4 shows
the model performance for the corresponding impact category.
Circles represent the performance on the training data set,
squares the performance on the validation data set and triangles
the model performance on the testing data set. The solid
diagonal in each graph represents the perfect prediction line,
which is when the model prediction equals the reported value.
Among the six models, the acidification, EI99 and human

health models perform relatively well, with R2 values of 0.73,
0.87 and 0.71, respectively. The CED and ecosystem quality
models showed lower performance, with R2 values of 0.45 and
0.48 on the testing data set, respectively. The performance of
the global warming model was the lowest of all. Even though
the R2 on the testing data set was 0.48, the training and
validation accuracy of the global warming model were relatively
low (0.31 and 0.21, respectively). This indicates that the global
warming model still has room for further improvements.
Figure 4 also shows that chemicals with high life-cycle

impacts tend to have higher estimation errors. This is because
there is less training data available around such chemicals. In

addition, chemicals with very high characterized results
(especially for CED) are mostly pharmaceuticals (e.g.,
pyrazole). Their environmental impacts, such as energy
intensity, are also affected by the selectivity and purity
requirements of the pharmaceutical manufacturing process, in
addition to their molecular structure. Therefore, their molecular
structure is often insufficient to reliably predict the life-cycle
impacts. This phenomenon would not be solved by simply
increasing the model complexity. More training data from the
pharmaceutical industry would be needed to solve this issue.
Compared to the model presented in Wernet et al. (2008), our
models show a significant improvement on EI99 (0.87 versus
0.67, in R2), while the R2 values for CED and global warming
results are comparable between the two. However, it is notable
that a direct comparison of the model performance between the
two ANN models based only on R2 values is difficult because
the chemicals used as the testing data are different.

Model Applicability Domain Analysis. The MRE of both
the validation and testing data sets that fall within and outside
of the AD in each model are presented in Table 4. The testing
data set within AD has a lower MRE than chemicals outside the
AD for all models except for global warming model. This shows
that chemicals with higher Euclidean distance to the training
data centroid tend to have higher prediction errors. Due to the
limited performance of the global warming model, the
predictions for chemicals with lower distance to the centroid
also exhibit high errors.

Case Study. We selected two chemicals, acetic anhydride
and hexafluoroethane (HFE), from the testing data set for a
case study to demonstrate how our models work. Acetic
anhydride is an important regent for chemical synthesis, and
HFE is an important industrial chemical for manufacturing
semiconductors.
The estimation results for these two chemicals are shown in

Table 5, along with the estimation error compared with the
reported values and the AD analysis results indicting if each
chemical fall within the model AD. The AD of the global
warming model was very narrow, and therefore, both of the
chemicals shown in Table 5 fell outside the AD. The reported
values show that HFE has higher environmental impacts than
acetic anhydride in all impact categories, and the model
predictions successfully preserved this relationship, which is
important when comparing the environmental impacts between

Figure 3. Model performance (R2) using the validation data set for (a) the CED model and (b) the EI99 model with one, two, and three hidden
layer(s) and 16, 64, 128, and 512 hidden neurons embedded in each layer. Descriptors selected using PCA were considered as the input.

Table 2. Optimized Number of Hidden Layers and Number
of Hidden Neurons in Each Layer for the Six Models

number of hidden
layers

number of hidden neurons in each
layer

CEDa 1 128
acidification 2 128
EI99b 2 64
global warming 2 16
human health 3 64
ecosystem
quality

2 128

aCumulative energy demand. bEI99: eco-indicator 99.
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Figure 4. Model performance considering the training, validation, and testing data sets. The training data set was used to develop each model. The
validation data set was used to optimize the model structure, and the testing data set was used to report the model performance.

Table 3. Model performances for the training, validation and testing datasets

CEDa acidification EI99b global warming human health ecosystem quality

training data set R2 0.98 0.97 0.82 0.31 0.94 0.84
MRE 3% 14% 55% 20% 15% 47%

validation data set R2 0.52 0.75 0.72 0.21 0.58 0.48
MRE 40% 56% 50% 88% 68% 52%

testing data set R2 0.45 0.73 0.87 0.48 0.71 0.48
MRE 40% 46% 30% 50% 46% 65%

aCumulative energy demand. bEI99: eco-indicator 99.
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the two chemicals. Overall, our models exhibited better
performance for acetic anhydride than for HFE. The model
with the highest error is the global warming model for HFE,
with an absolute error of 116%. The estimation error for acetic
anhydride is <25% on the CED, acidification, global warming,
and EI99 models, while for HFE, only the EI99 model has an
estimation error lower than 25%. The AD measurement results
successfully indicate that acetic anhydride falls within the AD
for each model except for the global warming model, and HFE
is located outside of every model’s AD.
Limitations and Recommendations. The MSMs we

presented in this study are not designed to be used for
interpreting the mechanism between chemical structure and
life-cycle impact. Instead, our model should be considered
when there is a need to fill in data gaps or to screen life-cycle
impacts of chemicals. The deep ANN models are known as
“black-box” models, in which the contribution of each input
variable to the final output values are not interpretable due to
the large number of hidden neurons and multiple hidden layers
embedded. Simple linear regression have been used to analyze
the contribution of each molecular descriptor, but the
prediction accuracy is reported to be low.26

Because we use the existing LCI as the training data to
develop the MSMs, the model estimations should be subject to
all the assumptions and the uncertainties in the existing
databases. It is well-known that many chemical LCI data sets
are derived using crude assumptions, heuristic rules, and
stoichiometric relationships. The outputs of the models using
such data as the training data set would provide comparable
results with the existing data sets because they cannot
overcome the limitations of the data sets.

In our study, the Euclidean distance-based AD measurement
was used to characterize the estimation uncertainty. Although
this measure is shown to provide a reasonable indication of
prediction errors, additional research is needed to derive
uncertainty information using AD measures comparable to
current LCA practice. Given the importance of the AD
measures, the model confidence or uncertainty information
should be more widely characterized and disclosed in predictive
LCA research. Other model AD measurement methods, such as
the nonparametric probability density distribution method, can
be considered as a means to improve the AD measurement
when training data are normally distributed.57

Future research may consider the synthesis pathway
descriptors, such as reaction temperature, existence of catalyst,
or reaction selectivity, as the model predictors instead of just
using molecular descriptors. This will make the model more
useful from the chemical engineering perspective. ANN can
also be extended to the estimation of chemical LCIs in addition
to characterized impacts, in which case LCA practitioners can
use the characterization methods of their choice. Future studies
should consider using cross-validation techniques to avoid the
potential bias in the selection of training data, especially when
the model uses a single layer. Most of all, improving the
availability of reliable and harmonized LCI data would be
crucial to develop reliable ANN models for LCA. A larger LCI
database with diverse chemical types can benefit from the use of
more-complex ANN model structures, which may help improve
the performance of predictive LCA.
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Table 4. Mean Relative Error (MRE) of Chemicals Inside
and Outside of the Measured AD on Both Validation and
Testing Dataset for Each Modela

validation data set testing data set

MRE within
AD

MRE outside
AD

MRE within
AD

MRE outside
AD

CEDb 18% 47% 30% 44%
acidification 32% 150% 26% 76%
EI99c 36% 107% 21% 43%
global warming 25% 92% 65% 50%
human health 62% 180% 75% 111%
ecosystem
quality

41% 104% 40% 63%

aThe AD was measured on the validation dataset. bCumulative energy
demand. cEI99: eco-indicator 99.

Table 5. Model Estimation Results of Acetic Anhydride and HFE for the Six Selected Impact Categories in This Study, along
with the AD Analysis for These Two Chemicalsa

acetic anhydride hexafluoroethane

within AD? yesb no

CED (MJ) 83.8 (96.3, 15%) 232.9 (131.2, 44%)
acidification (moles of H+ eq/kg) 1.0 (1.2, 16%) 6.8 (4.5, 34%)
EI99 (points) 0.4 (0.4, 6%) 1.7 (1.6, 6%)
global warming (kg CO2-eq) 3.3 (4.2, 25%)c 6.2 (13.4, 116%)
human health (DALY) 4.0 × 10−4 (5.2 × 10−4, 30%) 2.7 × 10−3 (1.7 × 10−3, 37%)
ecosystem quality (PDF·m2·year) 9.3 × 10−5 (6.9 × 10−5, 26%) 4.0 × 10−4 (2.6 × 10−4, 33%)

aThe numbers shows reported values and the values in the parentheses are values estimated by the model and the absolute value of relative error.
bExcluding global warming model. cOut of AD.
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