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Polarization in w-p Elastic Scattering

at. 1180, 1250, and 1360 MeV/c*

E. Ba‘rrelet-,Jr 0. Chamberlain, Ww. Gorn,,S.'Shannon,FG. Shupjrb,

and H. Steiner:

Lawrenqe,Bérkeley'Laboratory, University of California, Berkcley,

California 94720

ABSTRACT

We. have measured the polarization paramcter in n7p elastic

scattering at laboratory momenta of 1180, 1250, and 1360 MeV/c¢ in the

angular interval 65° <'ecm < 115°. "The results were used to show

that the polarized target used in these (aﬁdvothor similar) ckpcri—
ments was uhiformly polarized. Tﬁese meaéurcmenfs were also used to
resolve pre-e*iéfing experimeﬁtal_disciepuncics iﬁ the determination
of the polarization parameter,vand tolclarify the hehﬁVior of scat-

tering amplitudes in this energy range. We show that local mcasure-

" ments of this type are impoftant in resolving discrete ambiguitics

affecting the energy. continuation of the amplitudes. An importdnt_

by-product of this experiment is the development of a fast mcthod of

reconstructing particle trajectories and fitting the elastic cvents,

which could have a significant impact for futurc high statistics

experiments.

,
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I. INTRODUCTION

We present here the results of a polarized target experiment performed

at the Bevatron as an.adjunct to measurements of the polarization parametcr
for the reaction m°p » n%n which have already been publishcd.(]) The objective -
of this auxiliary expériment yas.to study polarization in eclastic scattering,
with uﬁ cxperimental éetup,as ciose as pOSSible to onc used for the charge
exchange reaction, in a way thch would allow us to calibrate the LBL
Polarized Target. Schematiéally this can be done by -using the analyiing
power of thé 7°p elastic scattering to compute the'polérizutiOn'ofAthe target
. as a function of the relevant paraméters, which is just'the contrary of an
ordinary measurement of a polarization parameter. This cffort is justificd
because it provides us with a check of the various assumptions customarily
made when uéing polarized targets, like target homogeneity.
As a»by—produét of this experiment, we obtained some precisce valucs of
the polarization parameter of 7~p elastic scattering, accumulated utv1]80,
1250, and 1360 MeV/c in the central region of the center-of-mass scatterfng.
angle, between 65° and 115°.k Thereiis a particular iﬁterest in getting better
data in this region, where the polarization parameter is peaked towards -1.

(2)

The method of zeros allows one to make quantitative use of such lécul
measurements and to correl#te directly these regiéns of high'poiarjzatﬂon with
the'discrgte ambiguities of the émplitude analysis.

Finally, in this paper we would like to put a particular emphasis oﬁ the
presentation of our method of data analysis. This method, which goeﬁ far
beyond the needs of this limited expcriment, should'hc directly applicable to
the next generation of meusureménfs of difforenfiu] cfoss section and polari-

zation parameter.
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II. THE EXPERIMENT

The experimental layout is shown in Fig. 1. The beam and the polarized
target were essentially the same as have been used in the charge exchange

experiment of Shannon, et algl’s) The beam with a typical momentum bite of

+1.5% was positioned inside the target by an upstream stecring magnet. It
was eclectronically defined by a coincidence between different counters. ‘The
bcam particles were measured by two hodoscopes. The onc upstream yiclded both -

x and y coordinates with a 1/2" resolution, while the downstrcam onc yiclded

x only, with 1/8" resolution. The beam cross scction inside the‘tafgct was

2.5 x 2.0 cm, and its angular divergence was 2.5° full conc angle.

fts intcnsify'was about 7 x 10° =~ per pulsce with a contamination

[+

of p- less fhan 4 %. The polarized proton targetv(prjmurily 1,2 propane-diol),
with length along the beam of 7.5 cm and a cross ﬁectionul arca 2.5 x 2.5 cm,
yiclded an average polarization of 0.48 with an aVcrage fluctuutioﬁ of 10.02
(RMS) . We also collected data from a "dummy" targef (essentially graphite)

at cach momentum. The target polarization was revefsed every 2-3 hours.

The scattered pion trajectory was measured by two proportional wire
chambers, w1 and n2, each made of two orthogonal planes of wires x and y. The
recoil préton was measured by two similéf wiré chambers P1 and P2. The wires
were spaéed by 2vmm and connected in groups, yiclding a rcéo]utjqn runging

according to the plane from .6 to 1.4 cm. The cfficiencices of wl and 42 (and

similarly of P1 and P2) were monitored by a count of the coincidénce between

the two scintillators Rl and R2 (L1 and L2). We noticed some variation of
the efficiency with time (due to the détection electronics) which was corrected

for in the subsequent analysis.



The trigger required the detection of onc beam particle, a '"fust output"
(indicating a pulse in some channel) from each wire chamber, and no particle

detected in the veto counters surrounding the target. A typical Bevatron pulsce

o

~ yiclded 40 to 80 triggers of which 3/4 were good events (''good' mecans a single
.coordinate in each wire plane, thus eliminating the trigger due to spurious fast out- TN

‘put signals). One-fifth of these good cvents turned out to be clastic events.

T11.  THE ANALYSIS
A. General

Our experiméntal layout allows us to do a éomplete reconstruction of the
clastic cveﬁts and provides us with four constraints. This can be figured out
easily: ‘When the beam trajectory is‘knoWn, each prong of an elastic cvent
depends only on 3 parameters: the position i of theé apex along the beam, the

center of mass scattering angle 6 and the azimuthal angle ¢. These three

CM’
parameters are determined uniquely by the coordinates (x],y]) and (xz,yz) of
the two impacts of each secondary particle on the two corresponding wire chambers.
Thercfore our four constraints are: 1) an angle-angle constraint cxpressing

the equality of the two values of @ determined by the pion track and the

cMm?
proton track, 2) a coplanafity constraint relating.the two determinations of
¢, and 3) two geometrical constraints, expressing the fact that the three
trajectories have a common apex (one constraint is lost by the lack of ay
coordinate in the downstream hodoscope). It is also possible to reject the.

cvents for which the reconstructed apex lies outside the target. We call that

"the target pseudo-constraint."



The geometfical cqnstraints, aéting indirectly as a momentum anu]ysis;
allow uS to separate the elastic and quasi-elastic events from the rest of
the background. The angle-angle and coplanarity.COthrqints diffcrcnriuté
thé'éléétic events and the quasi-elastic ones (”qﬁasi—glastjc“ scuftcring
means scattering on a bound proton inside a carbon or oxygen nuciéus of the
furget).

The information Concerﬁing each individual évent‘is sufficient to allow us
to enVisagé the use_of a geometrical and kinematical fitting program like
THRESH-GRIND- to obtain good accuracy. . lowever, we have accumulated in this
limited experiment 108 evénts, and onc might wish to mcasurc hnndfcds of times
more. Therefore we found it more cconomical to write a spccifié,progfum, fully
accurate >but making good use of the charaéteristics of our expérimcnful
layodt and of the elastic kinemétics. We.mﬁnagcd to reconstruct ﬂn clastic
event with less that 150 opcrétions (additions, multip]icutions, and a few

divisions), using an interpolation polynomial cach time we had to cvaluate

a function. The practical program, although not optimized, yiclds around

10% events per CDC 6600 second and is able to reconstruct the trajectory-defining
angles with a precision of 10-2 degrees, which corresponded in our calculation®
to the use of cubic interpolation polynomials and matched the stutistitul

errors. This is shown in'ﬁig. 2, where the diffcrence hetween the pion
scattering angle in the laboratory frame, as mcasurcd from the pion tFJCk

'Gn(ﬂ) itself; and that predicted from meusurcménf of the recoil proton track
Gﬁ(p) is plotted as a function of the scattering angle Oﬂ. The quoted cerror

is obtained by dividing fhe ~1° angular resolution for one cvent by the square
root of the number of cvents (""l()."). In the present case, tl.lc f:ict Vt'h:lt

U"(ﬂ) = Oﬂ(p).is so well verified means that we have been- able to fix the



respective position of our detectors to *. 15 mm. This example shows that an
important by-product of accuracy is the ability to trace the systematic

errors associated with such experiments.
B. A Practical Algorithm

. Prior to any programming, we had to write down explicitly all the ulgcbru
_and';tatistﬁcs leading from the raw data to the polarization parameter, in
the canonical algebraic form already mentioned (relying on interpolation poly-
nomials); This involved the development of the special computing téchnjqucs
described in the following section. What came out is a chain sequence of
progfdms based on computing efficiency:

1) First one.computes a given set of trajectories through the magnet
and the detectors, dedpces from them the constraints entering into the geometrical fit
and kinematical fit formulas, and uses them to construct tables of coefficients to
be used by the next program.

2)- The second program reads tﬁe magnetic tapes containing the coord{nutcs
(wire numbers, hodosgope channels) for each evént; performs the geomctrical
and kinematical fits; prepares the vital statistics such as~m0nitor counts,
average polarization, etc.; and stores the event in the different histograms
which are used later in the determination of the polarization parameter.

Usually no more than 40 operations are necessary to decide that un’é&éﬁ% {s
inelastic and to dispose of it, whereas, to treat an elastié event, onc neecds
150 operations, few compared to the input-related operations.

3)  the third step, rclying on hund.culculutions qnd small programs,

consists in summing up the data from differcnt runs, computing corrections,

choosing the binning, and computing the polarization parameter and its error.
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A few data tapes have been processed several times by the second
program in order to improve by iteration the dctermination of the parameters
defining the geometry of the experimental apparatus, which arc fed into

the ?irst,program. The bulk of the data tapes have been processed.only

once, yielding definitive results.,
C.. Special Computing Techniques

'These techniques, detailed in Ref. 4, givevan clegant solution to the
two arduous parts of the calculation of an clastic cvent.

1. The reconstruction of an outgoing particle in a magnetic field decreasing

continuously with the distance from thc center of the target: To solve the
general problem requires 3 non-algebraic equations where the 3 truck-defining
pdrameters z, 6, and ¢ are the unknowns. But we introduced 3 simplificed

formulas which yield our unknowns with a precision of about onc¢ percent:
Ocm = A1 (X15X5)5 2 = Ay (xy,80)5 ¢ = Ay, -y 0oy 2) (1)

where Al’ A2, and A3 are simple rational expressions and (x],y]) and (xz,yz)
are the intevcepts with the 2 wire chambers. We also computed the first

order correcpioﬁs to these formulas in order to recach the 1072 degree prccisiouI
shown in Fig. 2. A higher precision is easy to obtuin‘muthcmaticully.hut has
no physical meaning with our apparatus. There is a simple goometricuf.rcprc‘
sentationvof (1), which has much predictive power. Tf we consider (Fig. 3)

the different clastic cvents corresponding to the same scattering anple 0o

the different pion (or proton) trajcctorics, prqjcctcd on the xoz plance of

symmetry, intersect almost at the samc point I(Og). When we vary 0. ti.c. OCM)



and the momentum of the scattered particles accordingly, l,(Og) generates a
curve that we call the '"Magic Curve.'" Converscely, knowing the straight lince
determined by (xl,xz) and a linecar approximation of the magic curve, one can

find their intersection 1 and computc with an empirical polynomial the cor-

responding value of Gs(or OCM). Some refinements of this picture, shown in

Ref. 4, allow us to visualize the first order corrections to (1)..

2. - The best flt procedure. Used in general ﬁrograms likc-GRTNU_or SQUAW, this
procedure ha§ been revised to Simﬁ]ify thevdlgebru, uﬁd'ulso to be applicable

to our cxperiment where error distributions are not Guﬁssiun. Our‘muin simpli-
fication consists in introducing new variables which allow us to subdivide our
syétcm of eleven equations with four constraints (described above in 11E A) into
four independent subsystems. For cxample, if we choosc as our new variables
O“(ﬂ) und 6;(p), defined in Fig. 2, we get a subsystem of two equations, accord-
ing to (1): _Oﬂ(n) = Al(xﬂ]’XNZ); Bﬂ(p) = Al(xpl’po)’ lFor cach wire chamber
coordinate x taking discretc values, the point M On(n),oﬁ(p)] wili have”
discrete Hositions in the planc of Fig. 4. The acceptance of the four x-detec-
tors defining thé point M is a sort of truncated pyramid centered on M, which is
the product of the trapezoidal distributions of cach coordinate. Any clastic
event should yield, instead of the "measured" point M, a "true" point T lying

on the first biscctor (angle-angle constraint) and Within

the rectangle limiting the ”accépted” points. The fitted point F, defiﬁed as the
expected value of T, is situafcd almost on the diagonal MS of the rectangle,

Knowing the components Al and -A, of MS given by interpolation polynomials in

<

the variable 6., we have computed it. The fitted value 0; of 0, is defined by

. .. . .. N L .
any coordinate of 1, and the maximum fitted crror 60“ is the maximum component



of FS. We have also computced the variable X = MI'/MS, which is

ang]o—angle
histogrammed in Fig. 5 and agrces nicely with a solid curve predicted by using

only the known shape of the pyramid of Fig. 4. A nice feature of this yx distri-

bution, compared to a Gaussian onc, is its edge at x = *1, which allows us to

verify that there is no unknown contribution to our cxperimental errors and to
definc a "pure background" by the condition |x| > 1. For each of our four

constraints there is a y variable with a distribution similar to that of lig. 5.

’

Iv. THEE POLARTZATION PARAMETER

A. The Calibration of the Experiment

1. The Polarized Target

The first objective of our experiment was to study the cftfects of the
inhomogencity and the fluctuations of the polarization of protons inside the
target? The answer was that such cffccts were accurately measured by our
mcethod and that they did not significantly bias our results. The mothod,
detailed in Ref. 4 consists of computing the average asymmetry yiclded by
eclastic m-p scattering integrated over a large range of center of mass
scattering angle around 90°. This quantity (=-0.75) is fixed by the property
of strong interactions. Its apparent variations will reflect the variations of
the target polarization. TFirstly we have drawn a 3-dimensional map of the
polarization inside the target, with a 1 cm resolution. It turned out to
be uniform within the statistical error which varied from 2% at the center
of the target, where the beam flux was maximum, to 7% at tﬂc periphery. It is
also possible to discard global cffects, such as a difference between the center

of the target and its periphery, within a smaller crror (=1%). |t we suppose
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that the target inhomogeneity was the worst compatible with our data, the
polarization parameter would be affected only on the edges of our angular range
and by less than 3%. Secondly we have watched the variations of polarization

(5)

with time. They are monitored by a NMR probe which is certainly reliable
on a short time scale, owing to the proven uniformity of the target. Our
analysis described in Ref. 4 has convinced us that the NMR monitor has not
drifpcd'hy more than 1% throughout the experiment, while the absolute

“calibration of the target, involving thc measurement of the thermal cquilibrium

polurizutfon signal, exhibited a 2.5% irreproducibility.

2. The Detectors

The fluctuations in the detection efficiency were on the order of 10%,
in some cases as high as 50%. This unwelcome effect hés turned into an
advantage because it forced usrfo develop a, method which is not sensitive to
these fluctuations. It consists of sclecting the background cvents which are
predominantly (90%) quasi-elastic and are belicved to yicld no appreciable
asymmetry. Thercfore, for each of our 200 detectors, we expect to find the
same ratio n'/n- of the total background counts for the runs with an upward
target polarization to the downward ones. After detection and climination of
a few abnormal runs, we have shown that the fluctuation of the rutio'n+/n'
around its average n is purcly statistical, except for two ailing wires which
gyve a lh-standard deviation false asymmetry and werc treated separutely. This
result proves that by alternating upward and downward target polarization we have

been able to average out the false asymmetrices.
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B. The Calculation of the Polarization Paramcter

1. _Formulas

One can find in the literaturce different formulas relating the polarization

(6)

parameter to the scattering data. The conclusion of our careful scarch,

detailed in Ref. 4, favors the simplest of all formulas. Using the expression
n' = M'(IO + 111 with a' = (N') - (2)

L ; . . _ b -
we have computed by multiple integration, the expected value n of the number of

’

i . . . . . .
cvents N to be-counted in a given angular bin during a certain period labeled
o . : . : ‘ i
"i," during which the number of particles in the beam was M and the target

/1

| is roughly equal to the

polarization T The asymmetry A defined as A = | 0

polarization parameter P. A detailed study of the multiple integrution leading
fo (2) yiclds all the correcfions to apply to A in order to get P, They ure
diﬁcus§cd later in. 1V B—S;

. The study of cquation (2) has convinced us to use the "simplified”
estimators YO and Yi of [0 and 11, obtained by replacing successively the

index i in (2) by + and -, as it there had been no fluctuation of the target

. . . ’ . St = e C
polarization around its "up" and "down' mcan valucs T and T . The simplified
. : . . e s 2 )
estimators are not bhiased and arc cssentially. as efficient as the x° estimators.
They are:

TENZ/M- - ITNF/MPand Y= NY/MEP - ONT/M-

T+ - - ,|.+ o7

Y = (3)

0

The errors on these quantitices arce Gaussian and casy to compute, yiclding the

0?2 of the asymmetry distribution which simplifics, because we have TH o= P T
. 2,0, :
G2 MM (e AT - AT "
M e 4 1gt?

with T o= T(MY - M)/ (MY, My
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The simplicity of this formula resides in the fact that it is sufficient
to make a Separéte count for the "up'" runs and the ’'down' oncs of the cventQ
(N*) and oflthe'bcam particles (Mi), to compute the mean target polurizations
(r¥) and thcn mergé these numbers in formulas (3) and (4). Morcover the
asymmetry and its error depend . on the ratio n' = M¥/M-. . This ratio has
t0 be corrected if the efficienéy of every detector has varied during the
cxperiment. . Instead of doing this delicate correction (of the order of 2%),
we point out that the paramcter n, dctermined at the end of 1V A-2, wus
automatically corrected because the number of background ecvents is proportional,
not to beam flux only but to its product with the detector efficiency.
Further analysis has shown that the error affecting it is purcly statistical
and small.(O.Z%), due to the substantial number of baékground events. ‘this
mcthod could even be used to corfect the false asymmetrics generated by a

variation of detector efficiencies.

2. Background Evaluation

It is important to understand quantitatively the naturc of the background
in order to evaluate the proportion of background events inside our sumpfe of
clastic events, and also because the background is uscd as a monitor. We had
three independent ways of studying the background.

- First we can empirically subtract the elastic events from the total and
observe the'remainder. Practically, when intérested in a given variable, we
have drawn the two histograms of this variable corresponding to the two
orientations of the target polarization. Then, for eqch couple of éorrcsponding

bins containing respeétivcly,Nf and N- events, we applicd the two formulas (3).
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This generates two new histograms: the "added" one; with YO events per bin,
which simulates a target chemically identical but unpolarizcd;.the ﬁsuhtructed” t
one, with Y1 events per bin,‘simglafing a puré hydrogen target. The com-
parison  has shown wus that, for the x variables éorresponéing to the angle-
angle and coplapérity cénstraints, the distribution of the background is almost
flat below the elastic peak." For the 2 geometrical constraints it is
almost as peaked as the elastic peak. Therefore,:to obtain a good separation

' 2

. 2 ’
of hydrogen events, we have formed the new variable: yx = (Xanglc—anglc)

* (XCOplanarity)z. To this unconventional ”xz" we. have assigned the same signv

as Xéngle—angle’ yieldihg‘an elastic peak symmetric around O. Oh Fig. Q—b the
"subtracted" x2 distribution exhibits the absence of hydrogen,eVentstOr |x?| > 2.
This proves that thefe is no radiative or multiple scattering tail to consider (at
the leiel of 4 x 10‘“), and that the background below the hydrogen peak is not
vpblarized.

Secondly we have repeated for the carbon '"dummy' target data the same
analysis as for the normal target. Outside the elastic peak the cafbon data
reproduces welllour background as we expected it (by this we mcﬁn that carbon
and oxygen nuclei behave similarly and that there is no significant hydrogen
inelastic reaction in our background). We could even detect a small hydrogen
peak ‘in the carbon data corresponding to é 0.05% contamination of our dummy
‘target.

Thirdly we can reproduce surprisingly well all the characteristics of
our hackground by a Jery simple model of quasi-elastic scattering: wce have
supposed that the bound protons have a Ferﬁi momentum uniformly distributed
in a sphere of 200 MeV/c radius. The effective numBer of bound protons is

the real one divided by a screening factor of 2.6 (very close to A1/3). The



14

predictions of this model are simple to esfablish, since kinematics tells us
that the x coplanarity variable expresses a mapping of the transverse y componcnt
of fhe-Fermi momentum, while the ¥ angle-angle variable maps a éomponent of.
the Fermi momentﬁm in the scattering plane. For example the 200 MeV/c cutoff

of the Fermi momentum yields a clear coutoff of the background for

lX coplanarityl > 4, Practically the modelvreproduces within 10% the x2
distribution of Fig. 6-a up to |X2| = 25.

We concluded from these 3 convergent analyses that our background is
quasi-elastic scattering and thaf it is quantitatively predictable. Howcver
we have been able to succeed in this analysis only becausc our precise recon-
struction of the apex distribution, coupled with the subsequent usc of thevtargot
pscudo-constraint, has allowed us to eliminate another type of background, twice
more abundant, resultiﬁg from a forward quasi-elastic scattering with a -

detected by the proton telescope and proton in the pibn telescope.

3. The Resuits

Table 1 presents the polarization parameters that we have obtained at 3
energies and 16 angles by the following procedure: First we have histogrammed
the cos 6. variable,~within 0.05 intervals, independently for both orientations
of the target. The 'signal cut," defingd by |x2| < 0.5, selected 85% of the
elastic events with a 5% contamination (up from 2% at the peak). Seccond we
have applied equations (3) and (4) to each angular bin in order to computé
the asymmetry A andvits error 0,. Third we have comphted the corrections
transforming this rough asymmetry A * op into fhe real polarization parameter
P + AP. The biggest correction is the backg;ound éubtraétion. The background

is totally absent from the numerator Y, of the asymmetry A (see Fig. 6-b), while
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it exists for the denominafor YO and varies slqwly with x2 (Fig. §—a).: The
evaluation of.this background is suggested by the results 6f Section IV B-2:
The extrapolation of the x2 distribution of the background below the clastic
peak is guided by what.our Fermi momentum model told us, blus the fact that
the background is pure for Iklz > 2. Practically, we took'a linear extrupé}dtion'
of the backgfound from -4 ;.xz < -2 and from 2 { x2 < 4, except for the two
edges of ouf_angular‘domain where the limited acceptance of our deteqtérs acts as
a cut in the x2 variable (one advanpage of our definitioﬁ of x2 being that, when
positive x2's are cut; we use only négative ones,‘and conversely). THC cffect
of nonglinearity in the background diétributioﬁ was smaller than the stqtistica]
error and neither affected the polarization paraméter. We have remarkced that
the pfbportion of background does not depend appreciably on the scattering
angle, and therefore we have computed a single éorrection factor for each
energy. This fact is simply understood in terms of our model: the Scattering
angle and the differential cross-section are almost the same for the Freq
protons and the bound protons inside the signal cut, which corresponds to a
fixed region of the Fermi momentum space. Next we have taken into consideration
the fact that the apparent target polarization is the real one multiplied by
_cos ¢, where ¢ is the angle between the ﬁagnetic field and the normé] to the
scattering pléne. Thérefore we have divided the asymmetry by the mecan value
of this cos ¢ for all events falling in each angulér bin, determined casily .
to be (cos>¢ =1 - <¢2>/2. This correction varies regularly‘with the scat-
tering angle from 0.5% to 1.1%. The other corrections that we have considered
were neglected, beiﬁg smaller than 0.5%. The ”binning" error, smaller than 0.2%,
fell'into‘this category, but in our opinion this type of error should not-bé

included at this stage'of the analysis. Let us rccall that this correction
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is of the form:

/8- b/t s e
Therefore 1t can always be computed, when one knoﬁs the RMS width A of cach
angular bin, by fitting the différential cross-section and polarization

data in order to evaluate their second derivatives appearing in the formula.
But if we.consider how different the local curvatures obtained from the same
data by different fitting methods are, we feel that the correction wouid

not be rcproducible. The errors quoted in Table I are purely statistical.
The normalization error, charactefistic of the polarized target Qnd its
readout system, has been estimated to *6%. Our calibration of the target

has suggested to us that the relative normalization error between two
different energies is not greatcer than 1%. (In Part V we shall try to lcarn
more about the normalization error by using the results of our amplitude
analysis.) The cumulative effect of the other systematic crrors has bcen
estimated to be less than 1%, except for the points at cos ecm = +(0.375, where
it is less than 3%. The angular resolution A(cos ecm)’ defined as in (5), was
+0.014 before the binning and became *0.02 after the binning. The biases
affecting the measurement of cos ecm’ as observed in Fig. 2, were around

3 x 10~%, but they become of the order of 0.003 when one takes into considera-
tion the uncertainty of the relative positions of the'wirc‘chamhcrs'qnd the beam.

V. AMBIGUITIES OF w~p AMPLITUDE ANALYSES
BETWEEN 1.0 AND 1.4 GeV/c

A. Conflicting Data

(7)

A simple look at the compilation of m-N data cnables us to compare the

new polarization data of Table I to older ones. A discrepuncy appears between
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d,(S) (9)

a first category of experiments (CERN lHollan "Hansroul , and ours), where

the average polarization around cos ecm = 0 is not far from -1., and a sccond

cutegoryv(Cox(lo)),

where the absolutc value of the polarization is.noticcuhly

~smaller. Another more subtle effect concerns the shape of the polurizutfon

cufve. Our data exhibit avbfoad minimum--or even_fwo distinct minima-;sdpposcdly
8) . .

data, with a sharp rise at cos 0 = 0.1,

associated, as in the CERN-Holland cm

while in some other data the minimum is narrower and rounder. The first -of
these two effects is very likely due to the difficulty of the absolutc calibration

of a polarized farget, and the second to the different angular resolutions of

the cxperiments.

B. The Determination of the Zeros

The purpose of the rest of this article is to use these. local features
of the data to study the discrete ambiguities of the amplitude analysis

(2)

according to the method of zeros. The principles of this method arc illus-

trated by Fig. 7. For each scatfering angle ecm,-thcvtwo clqssjcul parameters
do/dw and P -are transformed into the two “transveréc Cross séctionsﬁ

it = (do/dw) x (1 + P) and £~ = (do/dw) x (1 - P), which are equal to the
square modulus of the two tfansversity amplitudes’ F* and F-.

In the vicinity of a complex zero of a transversity amplitude, onc

can write:

lwy]
I+
it

A(cos 8 - a - ib) o {6a)

™
-
it

[F|2 = |A|2 [(cos 6 - a)? + b?] _ (6h)

‘ _ C : '
“therefore the existence of a zero explains the parabolic shape of X7 near

cos 0= a, as secn in Fig. 7 for &L~ ncar cos 0 =‘0.d;' On the same figure onc

can see the four other zeros of the I'* and [~ amplitudes, although the shapes
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of the £ and £~ curves are complicated by the mutual influcnce of these zeros.
The second zero of I~ yields a secondary minimum near cos 6 = -0.15. A third

and a fourth zero are seen in Z' near cos 6 = +0.35 and -0.05, and a fifth one

(11)

at cos 8 = -1. We have detcrmined these five

(7)

produces the backward dip

zeros by fitting directly different data of the =N compilution, for beam

(12) designed

momenta varying between 0.8 and 2.0 GeV/c, with a program
specially for that purpose. This program proceeds in two.stcps.

Firstly, we express do/dw and Pdo/dw as a sumvéf oriﬁogonal functions.
Rather than using Legendre functions, whiqh are orthogonal when uniformly
weighted in the interval -lkto 1, we use functions that are.constructed to be
orthogonél with the weight factor determined from theé points at which there
are data and the errors on those data. The program theﬁ uses this orthogonality
property to evaluate the coefficients of the polynomials in our sum (the
method of moments). )

Secondly, the program expresses the transverse cross section 2+(0) in
terms of the variable eie. Since powers of e_ie are implicitly in?olvcd it
"is expedient to multiply i by eiNe, N being the upper limit of the polynomial
expansion-sum, before seeking its polynomial expansion. The roots (zeros)
of this polynomial are then computed. I~ is also represented because
£7(8) = £*(-8).

Among the roots yielded by this method, we have seen a clear distinction

(2)

between the '"'stable' ones, which constitute an approximation of our zeros,
and the "unstahle".ones,'distant from the physical region, which arc artifacts.
The only'dubious case was associated with the appearance of a sixth zcro with
a large imaginary part abové 1.5 GeV/c. The errors affecting this method arc

computed according to the prescriptions of Ref. 13. This means that we shall

be concerned by the non-Gaussian character of the statistical distribution of



the nearby zeros pointed out by Urban, but not by the mathematical error
resulting from the truncation of the expansion of Ei(ﬂ),which affects_only the
distant zeros. Cbnventionally the position of cach zecro in the eio planc is
- transformed into the éomplex cos © plane and then into the complex Mandelstam
variable t. By repeating the analysis independent]y at diFFercnf cnergics,
i.e. different values of the Mandeistam variable s, we obtain a collection

of points representing the zeros in the 3—dimensipnal space (s, Ret, Imt).

Tt is casy to connect these‘points in order to producce the trujcétoric%
FolloWéd by the zeros when the cnergy is varied (sce TFig. 8). The zeros of
z* (dots) and those of - @ircjes) must be treated scparately, except for the
values of cos 6 around il where they become confuscd. They have been deter-

(8)

mined mainly from CERN-Holland data and ours becausc of the experimental

discrepancies mentioned earlier. However, because of the lack of Jutu

hefween s = 3.5 and s = 4.1 GeV?, we have ﬁsed data from other experiments in,
their "amalgamated" form, obtuined as described in Ref. 14. The advantage

of this amalgamation method; besides the fact thét'it uses the wofld's data, is
yields a smooth energy depéndence (it fits implicitly scgments of the zcro‘

trajectories). We have treated separatcly the backward region (cos 0 < -0.9),

(11)

for which we had good differential cross sections but no polarization data.

i . .
Around 1 GeV/c there is a backward dip which can be paramcterized locally in

the following form: do/dw = A (cos 6 - zo) with z. = -1 - é. ﬁrbvfdﬁng r:is

0

smatl, it can be shown that fitting the valuc of Z,)

2z of the transverse cross-section in the cos 6 plane through the relation:
fz + 1| =€ » (7))

thation (7) tells us that the backward zero F is at a given small -distance o

that

localizes the corresponding zero

from the baékward.edge of the physical region, or equivalently that the projection
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of I on the (s, Re t) planc of Fig, 8a is situated on a segment centerved on this
edge (sce the triangles}. This shows that the F trajectory is cntering the

physical region around s = 3.0 GeV , almost tangentially to its cdge.
C. Study of the Trajectories of Zeros

1. The Real Parts

Figure 8a suggests a very simp]e empirical pattern for the pro-
jection of fhc zero trajectories on the rcai Mandelstam plane (Re s, Re t):
fhey never cross each other and therefore their energy continuétion is
unambiguous;‘ However there is a slight contradiction-betwpcn our zcros and
thosc which have been reconstrucfed from the recent Saclay phése shifts:(ls)
contrary to ours, the two central zero trajectories B' and D' (sce dotted
lines on'Fig.Ba) cross each other for s = 3.1 GeV/c?. This corrcsponds”to
1180 MeV/c, the first momentum for which we have measured the polarization
parameter. Our data, like CERN-Holland's, are not compatible with. a trajectory
crossing at this energy. Qualitatively, two. zeros with the same abscissa in
the complex cos 6 plane yield a single minimum of the ©* curve instead of two
distinct ones (see Fig. 7) and therefore a single narrow peak of the polarizutibn
.parameter instead of fhe broad peak of Table I. In order to solve by continuity
the ambiguities ofbthe amplitude‘analysis at all energies, it is i@portunt to
know whethér these two zero trajectories cross each othef or not. An‘crror
would affect the determination 6f the amplitude not only locally near s = 3.1
GCVZ, but also for all higher energies. This means that a lgggl_measurcmcht
of do/dm and P (for momenta around 1200 McV/Q and angles defined by
-0.4 < cos ecm % +0.S),1coqp1ed with the fact that zgfos arc local parameters,

may yield important information concerning the amplitude globally.



L&
<3

4601950
21

2. The Imaginary Parts

The imaginary parts of our zeros have an unknown sign (cf liy. (6b)); therefore

we hdve plotted only their absolute value in Fig. 8h (top). These arc the well
known discrete ambiguities of the amplitude analysis that we shall not try

. : gl
to solve absolutely, but only reclative to our lowest energy s, = 2.5 Gev™,

0

We shall fix a positive sign for the imaginary part at s = s

0° If fhcre s

a "critical point" C, defined by Imt = 0, the trajéctory crosses the physical
region (See a in Fig. 9); éthorwise Imt stays positive us in the casc of 3.
When the initial assignment of the sign of Imt is wrong, the truc trajcctorics
a' or B' are the symmetric counterparts of a or B with respect to the recal
axis. It is crucial to determine the "critical points' along cach trajcctory.
This can be done by using two criteria. Firstly, for cach critical point there
must be a minimum in the lImtl versus s curve for which Imt = 0. Sccondly,
this minimum must be a branch point where the slope changes its sign abruptly,
instead of being a parabolic‘minjmum where the slope becomes null gently.

In the m7p elastic scattering we have seen two possible critical points in the
region bhectween s = 2.5 and s = 3.5 GeV2, one on the A trajectory, onc on the

B trajectory, and none on the others. But our two criteria are not casy to
apply.due to the experimental errors:

1) The imaginary parts of zeros are very sensitive to the systcmutjg
errors mentioned in Section V A; the data of Ref. JO, chdructerjzcd by “f
lower absolute value of the polarization thun-CERN—Ho]land(S) and ours, yicld
much larger imaginary parts of zeros. But cven a realistic $8% uncertainty
in the target polarization transforms into a +t30% uncertainty in thc.imuginury

part of the B trajectory at 1250 McV/c.
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2) The simultaneous presence of two nearby ”criticél" zeros around
s =3 GeV2and cos 6 = 0.4 yields:a very low differential cross secction dhd
a rapid]y varying polarization, as seen in Fig. 7. Thercforc these data arc
locally very sensitive to the background subtraction and to the binning errors,
in a way whiéh cannot be evalhated in abstracto.

'3) The statistical errors affecting the determination of zeros are
not Caussian, an effect»predicted in Ref. 13 and seen in Fig. 10, which shows
the distribhtion of the "A" zero'obtained at 1055 MeV/c (s = 2.9 GeV2), when
we give to the data some random fluctuations around their mcasured valucs
compatible with the experimental errors. In practice we have computed
such plots at different energies; énd theverrof bars drawn in Fig. 8a,b represent
a 66% confidence interval {containing two-thirds of the projected points).

But we arebﬁot entitled to apply a x? fit to such non-Gaussian points.

In spite of all thesebexﬁerimental uncertainties, we consider that the
minimum observed for both A.and B trajectories around s = 3 GeV2 in the |lmt|
versus s plot of Fig. 8b satisfies our first criterion of a critical point.

Our sccond -criterion cannot be fully applied because of insufficieht data,
although we do see an indication of a slope reversal for the A trajectory

at s = 2.9 GeV2.

D. The Absolute Calibration of the Polarizations

The critical.points introduced preViously provide us with an absolute
calibration of the polarization parameter, bec;use, at any points where the
zero trajectories cross the physical rcgion, the transversc cross scction
r* (or £-) is null, implying that the polarization purémetcr rcuches an

absolute miminum (or maximum) cqual to -1 (or +1).
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‘The same calibration points have been introdﬁced differently in Ref. 16
as points where the ratio g‘ of the spin flip amplitude g to the spin non-flip
" amplitude f is.equal to *i. :Thé "inherent flaw" of fhis approach, as noted
by the authors, is relying on a previous détermination.of f and g'%rom thé.
cxpérimental data. Oﬁr study of criticai points tells us that this attitude
is purticular1y>dangerous because this is exactly the place where two
different sets of amplitudes are perfectly ambiguous. This danger is hidden
in an energyédependenf phase shift analysis, while an cnergy-independent analysis
has to choose clearly befween the a-type aﬁd the B-type solution of Fig. 9.

We have found previously an objective criterion which is not much affected by
the uﬁcertainty affecting the calibration of the‘polairzation: an abrupt
,revcrsél of slope.obsérved in the |[Imt| versus.é,plot is sufficiént to |
establish the'existencé of a critical point. A large slope, as in the case:
of trajectory A compared to B, is favorable for.dotecting the cffect.

A target, calibrated at a critical point, can .be opcrutcd at various
energies with a negligible drift of the calibfation constant as scen in
section IV A-1. In the case of the n™p elastic scattering, the assumption of
the existence of a critical point on the A trajectory around 1050 MéV/c should
allow us to improve considerably the precision of the cxperiméntul data
éhown in Fig. 7, because it makes possible.an absolute calibration of the
target polarizationﬁ We would need ten polarization points,insteud df ;wg,
for cos 8 between 0.3 and 0.5 in order to sece thé successive minimum and
maximim of P (cos 8), cach of them with a prcc;sion of, let us say, 10.03 jf_
we want an estimation of the calibration constant to +3%. This mcuns,'of course,

using a much larger number of incoming pions than in previous cxperiments.
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VI. CONCLUSION

We have measured the polarization parameter of elastic T p scattering in
a rcgion where two major previous experiments had yielded discrepant data. -

This fact was attributed to the errors affecting the calibration of the target.

-
%,

Our results support the higher absolute values of the polarization parameter.
As fhe sources of systematic errors are the same for all cxperiments, we have
envisaged an absolute calibration of the target based on fhe existence of
critical points arouna 1050 MeV/c, where the polarization paramecter cquals 1.
We have shown that this is feasible, although it réquires a sophistication
of.the present experimental methods.

The importance of improving the quality of the polarization data has
appeared to us when studying the discrete ambiguities atffecting the encrgy
continuation of the amplitudes. It is nof yet possible to solve dcfinitcly
the ambiguities associated with the existence of critical points ncar
1050 MeV/c5 The ambiguity associated with a possible trajcctory crossing at
1180 MeV/c seems to be solved. Our solution is oppositc to the onc rctained

. (15)

in a recent phase shift analysis. From a more technical point of view,
we have met the initial objective of the experihent conccrning the determination
of the distribution of polarization within the target (uniform to 17%) und the
rcliability of the polarization NMR monitor.

An important by-product of this analysis is the fast method for
recanstructing particle trajectories and fitting the clastic cvents, Which

opens the way to future high statistics cxperiments with a very low computing

cost per cvent.
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TABLE 1. Polarization parameter P(cos0 ) in a”p - m-p scattering. The error
AP(cos 8) is statistical only; the overall normalization crror is *0%; the RMS

width of the cos ecm hins_is 0.02.

1360 McV/c 1250 MeV/c¢ 1180 MeV/c
cos 0 P(cos 6 ) + AP P(cos 0 ) + AP P(cos 0 ) VAP
CI cm cm } : . Cm
-0.375 -0.260 *..045 : -0.091 * .058 -0.040 + 064
-0.325 -0.436 % .033 -0.324 + 043 S =0.257 1 052
-0.275 -0.603 * .027 © -0.518 * .038 T -0.436 1 045
-0.225 -0.685 * .026 ~-0.531 % .037 -0.599 t 041
-0.175 : -0.769 4-.025 o -0.690 * 035 -0.744 v 041
-0.125 -0.849 £ .025 : 20.761 4 .035 -0.744 1 040
-0.075 -0.863 t .025 ‘ -0.862 + 034 © 0 -0.823 F 040
-0.025 -0.852 + .020 ~0.917 + .035 ~0.859 1 045
0.025 -0.825 + 028 -0.880 + .035 C-0.908 1,048
0.075 -0.810 * .028 ~0.882 t .030. ~0.921 F 045
0.125 -0.816 * .030 -0.943% + 036 -0.894 1 .042
0.175 -0.753 + .032 ©-0.893 + .039 -0.891 1 044
0.225 -0.731 * .035 ‘ -0.955 * 041 0,902 + 047
0.275 -0.677 ¥ 040 -0.828 + .047 -0.822 + 052
0.325 -0.706 * .050 -0.825 + 053 ~0.726 1 .058
0.375 -0.685 *+ .071 ‘ —0:669 + 072 at -0.664 ' 074
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FTLGURE CAPTIONS

Plan view of experimental arrangement showing the polarized target and the

i1 p qnd P,

22 01 2

1’ arc multiwire proportional chambers; all

other detectors arc scintillation counters.

.The difference betiween thc'pion schttering angJC in the laboratory frame,

measured from the pion track only Oﬂ(ﬂ), and-thut:predictcd from measure-

ment of the recoil proton track Gﬂ(p), is plotted s a function of the

‘scattering ang]c'e

. m - S :
The reconstruction of elastic cvents uscs the fact that all the . trajectories

corresponding to the same scattering anglc Gg almost interscct at the same

point l; whose locus is the '"Magic Curve."

On this angle-angle plot (variable as in. Fig. 2) the point M representing -
the twolmeésurements of the séattering angic and thetir trupczoidﬁl crror
distributions yield.a 3—dimensional truncatéa'pyrumid whose base is a
Tectqngie'ccntered on M.- The fitted point I is on the first biscctor
(ﬁnglc—ung]e constraint) .

Histribﬁtions (histograms) in the normalized deviations from constraints.
Lach X is the deviation from perfect satisfaction of a constraint cquation
divided by the maximum deviation attributable fb'tho finite channcl Sizes
in the proportional wire chambers. The agrcement between the solid curves,
calculated purcly on proportional chamber resolution, and the cxperimental
histograms indicates that Chumborvrcsolutjon,is_u greufcf confrihuror,
than multiple scattering to the deviations from constraints.

The x? variable combines rhg unglc—unglc'nnd the copldnurity constraints

. .‘ E . . . . . . o ‘ Yo
to. achieve the bhest scparation of clastic cvents. Instcad of the two x°
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‘distributions eorresponding to the two orientatieds‘of the target polariza-
tion (see Section IVAB-Z); we show the "added distribution in a) simulatiﬁg

an unpolarized target and the "subtracted" one in b) simulating a pufe
hydrogen target. The cut IXZI > 2 means pure background, while the signal

cut |x2| < 0.5 yields 85% of the elastic events with>5% background contami-
nation. |

Example ofwf-p'elaStic cross section end polarization‘data taken from

M. G. Albrow et al.(s)' The solid-lines indicate the tranSversity CToss
section I® = do/dw x (1 £ P).

The zeros of the w~p transversity amplitudes F+.and F~, respectively
represented by dots * and circles ¢ , are p‘rojected‘ on the two planes (s, Re t)
and (s, IIm t{j,>Where s and t are the conventional Mandelstam variables.

They have been determined from CERN-Holland data alone first, then merged

with our new data (squares ¢)),-theberfor bars are'computed by a method

which works even in the non-Gaussian case. They arevdéshed when the local
data are not reliableA _ A special analysis locates the backward zero
(trlanglesé) The six traJectorles, A'to F, generated by these zeros

are indicated in the region where CERN- Holland data are lacking by a plain
curve obtained from the other experiments via the ''amalgamation" realized

by the Carnegie-LBL group.(14)

Two cases, presented schematically, in which the prejections of a zero tra-
jectory on the (s, |Im t|) plane have a minimum near zero, as A and B do in
Figi 8. In the caseoa (or a') there is a true critical point. The slope

criterion can be used to distinguish between o and B, or between the corres-

ponding cases o' and B'.



10.

31

B

The distribution of points obscrved here represents the statistical

digpersiohléf the "A" zero within the complex coﬁ'é planc at 1055 McV/c}il
1 thc‘ﬁsual 1ineafizafion method was valid, thisvdistrihutlon Would be
thc 2—dimeﬁsional Gﬁussian characteriicd by the | standard dcviution
ellipse shown here (dashed linc). On the contrary, thc’uctuuf distribution
s made of a pair of imaginary_conjugatea lobes (fhc lower onc is not shown)
corrcéponding'to”a pair of complex conjugatc zcrosbof the transverse cross-
scction Z_(O), énd the real lobes gcneruted‘by,u pufr Qf rcal zéros of n”

In fhis second casc the estimated position of the zero of the umplirudé is
taken-to Be'the aycrugé of the two real zeros of L7, which i§ distributed

on the real axis between the two real lobes.
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