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Polarizati6n in n-p Elastic Scattering 

at 1180, 1250, and 1360 MeV/c* 

E. Barrelet,t 0. Chamberlain, W. Gorn, S. Shannon, C. Shapiro, 

and H. Steiner 

Lawrence Berkeley Laboratory, University of California, Berkeley, 

California 94720 

ABSTRACT 

We have measured the polarization parameter in n-p clastic 

scattering at laboratory momenta of 1180, 1250, and 1360 MeV/c in the 

angular interval 65° < 8 < 115°. The results were used to show em 

that the polarized target used in these (and other similar) exper·i-

ments was uniformly polarized. These measurements were also useu to 

resolve pre-existing experimenta 1 Jiscrcpanci es in the dcterm i nat ion 

of the polarization parameter, and to clarify the behavior of scat-

tering amplitudes in this energy range. We show that local measure-

ments of this type are important in resolving discrete ambiguities 

affecting the energy continuation of the amplitudes. An important 

by-product of this experiment is the development of a fast rncthou of 

reconstructing particle trajectories and fitting the elastic events, 

which could have a significant impact for future high st;Jtistil·s 

exper·i ment s. 

/ 
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I . INTRODUCTION 

We present here the results of a polarized target experiment performed 

at the Bevatron as an adjunct to measurements of the polarization parameter 

for the reaction n-p + n°n which have already been published.(l) The objective 

of this auxiliary experiment was to study polarization in clastic scattering, 

with an experimental setup as close as possible to one used for the charge 

exchange reaction, in a way which would allow us to c~librate the LRL 

Polarized Target. Schematically this can be done by using the analyzipg 

power of the n-p elastic scattering to compute the polarization of the target 

as a function of the relevant parameters, which is just the contrary of an 

ordinary measurement of a polarization parameter. Thi~ effort is justified 

because it provides us with a check of the various assumptions customarily 

made wheri using polarized targets., like target homogeneity. 

As a by-product of this experiment, we obtained some precise values of 

the polarization parameter of n-p elastic scattering, accumulated at 1180, 

1250, and 1360 MeV/c in the central region of the center-of-mass scattering 

angle, between 65° and ll5°. There is a particular interest in getting better 

data in this region, where the polarization parameter is peaked towards -1. 

The method of zeros{ 2) allows one to make quantitative use of such local 

measurements and to correlate directly these regions of high JlOlarization with 

the discrete ambiguities of the amplitude analysis. 

Pinally, in this paper we would like to put a particular en~hasis on the 

pn~scnt:at.ion of our method of data analysis. This method, which goes far 

beyond the needs of this limited experiment, should he directly applical1le to 

the next generation of measurements of differential cross section and polari­

zation parameter. 

·-
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II. THE EXPERIMENT 

The experimental layout is shown in Fig. 1. The beam and the polarized 

target were essentially the same as have been used in the charge exchange 

experiment of Shannon, et al~ 1 • 3 ) The beam with a typical momentum bite of 

±1.5% was positioned inside the target hy an upstream steering magnet. It 

was electronically defined by a coincidence between different counters. The 

beam particles were measured by two hodoscopes. The one upstream yielded both 

x and y coordinates with a 1/2'' resolution, while the downstream orie yielded 

x only, with 1/8" resolution. The beam cross section inside the. target was 

2.5 x 2.0 em, and its angular divergence was 2.5° full cone angle. 

Its intensity was about. 7 x 10 5 1T- per pulse with a contamination 

of Jl- less than 4 %. The polarized proton target (primarily I ,2 propane-diol), 

with length along the beam of 7.5 em and a cross sectional area 2.5 x 2.5 em, 

y:iel.ded an average polarization of 0.48 with an average fluctuation of •0.02 

(I~MS). We also collected data from a "dummy" target (essentially graphite) 

at each momentum. The target polarization was reversed every 2-3 hours. 

The scattered pion trajectory was measured by two proportional wire 

chambers, 1T I and TI2, each made of two orthogonal p 1 <.mes of w i res x and y. The 

recoil proton was measured by two similar wire chambers 1'1 and P2. The wires 

were spaced by 2 mm and connected in groups, yielding a resolution .ranging 

according to the plane from .6 to 1.4 em. The efficiencies ot' ·111 and u2 (and 

s iJPi I arly of PI and P2) were moni tared by a count of the coi nci dencc between 

the two scintillators Rl and R2 (Ll and L2). We noticed some variation of 

the efficiency with time (due to the detection electronics) which was cor-rected 

for in the subsequent analysis. 
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The trigger required the detection of one beam particle, a "fast output" 

(indicating a pulse in some channel) from each wire chamber, and no p:trticle 

detected :in the veto counters surrounding the target. A typ.ica 1 Bevatron ptll se 

yielded 40 to 80 triggers of which 3/4 were good events ("good" means a single 

coordinate in each wire plane, thus eliminating the trigger due to spurious fast out­

put signals). One-fifth of these good events turned out to he clastic events. 

Ill. TIIEANALYSIS 

A. General 

Our experimental layout allows us to do a complete reconstruction of the 

clastic events and provides us with four constraints. This can he figured out 

easily: When the beam trajectory is known, each prong of an elastic event 

depends only on 3 parameters: the position z of the apex along the beam, the 

center of mass scattering angle eCM' and the azimuthal angle cj>. These three 

parameters are determined uniquely by the coordinates (x
1

,y
1

) and (x 2 ,y2) of 

the two impacts of each secondary particle on the two corresponding wire chambers. 

Therefore our four constraints are: l) an angl e-ang 1 e constraint expressing 

the equality of the two values of eCM' determined by the pion track and the 

proton track, 2) a coplanarity constraint relating the two determinations of 

cj>, and 3) two geometrical constraints, expressing the fact that the three 

trajectories have a common apex (one constraint is lost hy the lack of a y 

coordinate in the downstream hodoscope). It 1s also possible to reject the 

CVl~nts for which the reconstructed apex ·lies outside the target. We call that 

"the target pseudo-constraint." 
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The geometrical constraints, acting indirectly as a momentum analysis, 

allow us to separate the elastic and quasi-elastic events from the rest of 

the background. The angle-angle anu coplanarity constraints uifferentiate 

the clastic events and the quasi-elastic ones ("quasi-elastic" scattering 

means scattering on a hound proton inside a carbon or oxygen nucleus of the 

target). 

The information Concerning each individual event is sufficient to :11 I ow us 

to envisage the use of a geometrical and kinematical fitting program I ike 

TIIRESII-GRIND to obtain good accuracy. However, we have accumulated in this 

I imited experiment 106 events, and one might wish to measure hundreds of times 

more. Therefore we found it more economica I to write a specific progr:nu, fully 

accurate but making good use of the characteristics of our experiment:1l 

layout and of the elastic kinematics. We managed tb reconstruct an elastic 

event with less that 150 operations (additions, multiplications, and :1 few 

div:lsions), using an interpolation polynomial each time we had to evaluate 

a function. The practical program, although not optimized, yields anHJnd 

104 events per CDC 6600 second and is able to reconstruct the trajectory-definitlg 

angles with a precision of lo- 2 degrees, which corresponded in our calculation' 

to the use of cubic interpolation polynomials and matched the statistical 

errors. This is shown in Fig. 2, where the difference between the pion 

scattering angle in the laboratory frame, as measured from the pion tt·.lck 

0 (n) itself; and that predicted from measurement of the reco·i I proton track 
11 

Gn(p) is plotted as a function of the scattering angle 0 
·n 

The qtioted en·or· 

is obtained hy dividing the "'1° angular resolution for one event hy the sqtJ;~r·c 

1·oot of the number of events (-··J0 1t). In tlw pn'scnt case, the fact that 

0 ("n) = 0 (p) is so well verjfied means tlwt we have heenahle to fix the 
1T 11 
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respective position of our detectors to ±. 15 nun. This example shows that an 

important by-product of accuracy is the ability to trace the systematic 

errors associated with such experiments. 

B. A Practical Algorithm 

Prior to any programming, we had to write down explicitly all the algebra 

and statistics leading from the raw data to the polarization parmneter, in 

the canonical algebraic form already mentioned (relying on interpolation poly­

nomials). This involved the development of the special computing techniyues 

described in the following section. What came out is a chain seyuence of 

programs based on computing efficiency: 

l) First one computes a given set of trajectories through the nmgnet 

and the detectors, deduces from them the constraints entering into the gcometril·al fit 

and k i nenwt i c;ll fit formulas, and uses them to construct tables of coeffi c i cnts to 

be used by the next program. 

2) The second program reads the magnetic tapes containing the coordinates 

(wire numbers, hodoscope channels) for each event; performs the geomctri caJ 

and kinematical fits; prepares the vital statistics such as monitor counts, 

average polarization, etc.; and stores the event in the different histograms 

which are used later in the determination of the polarization parameter. 

Usually no more than 40 operations are necessary to decide th~t an d~brif ts 

inelastic and to dispose of it, whereas, to treat an clastic event, one needs 

]50 operations, few compared to the input-related operations. 

:~) The third step, relying on hand calculations and small pn>grams, 

consjsts in summing up the data from different runs, computing corrections, 

choosing the binning, and computing the polarization parameter and its error. 

" ' 
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A few data tapes have been processed several times by the scconJ 

program in order to improve by iteration the determination of the parameter·s 

'. . 
defining the geometry of the experimental apparatus, which arc fed into 

the first program. The bulk of the data tapes have been pro~.:cssed only 

once, yielding definitive results .. 

C. Special Computing Techniques 

These techniques, detailed in Ref. 4, give an elegant soltrtion to the 

two arduous parts of the calculation of an clastic event. 

I. The reconstruction of an outgoing particle 1n a magnetic field decreasing 

continuously with the distance from the center of the tar·gct: To solve the 

general problem requires 3 non-algebraic equations where the :S track-Jcfining 

parameters z, 8, and~ are the unknowns. But we introduccJ 3 sim11lificd 

formulas which yield our unknowns with a precision of about one percent: 

( I ) 

arc the inte~cepts with the 2 wire chambers. We also computed the first 

order corrections to these formulas 111 order to reach the I0- 2 degree precision 

shown in Fig. 2. A higher precision is easy to obtain mathematically hut has 

no physical meaning with our apparatus. There is a simple geometrical r·eiH"c-

sentation of (1), which has nrnch predictive power. If we consider (Fig. T) 

the different clastic events corresponding to tlw sallll' sc;rttcr·ing anp,lc os, 

the d:ifferent piOn (or pr·oton) trajectories, projected on the xoz pLrnc ol' 

symmetry, intersect almost at the same point I ( 0 
5

). When we vary 0 s (i.e. OCM) 
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and the momentum of the scattered particles accordingly, I (Os) generatt~s a 

curve that we cal 1 the "Magic Curve." Converse I y, knowing the straight 1 i rw 

determ]ned by (x
1

,x
2

) and a linear approximation of the magic curve, one can 

find their intersection 1 and compute with an empirical polynomial tltc cor-

respondi.ng value of es(or eCM). Some refinements of this picture, shown in 

l<ef. 4, a 11 ow us to vi sua] i ze the first order corrections to (I) . 

2. The best fit procedure. Used in genenil programs like (~RTNI> or SQtJJ\W, this 

procedure has been revised to simplify the a1gehra, und also to he appl icahh~ 

to our experiment where error distributjons:..~rcnot Gaussian. Our main simpli-

fication consists in introducing new variables wh·ich allow us to subdivide our 

system of eleven equations with four constraints (described above in I I I /\) into 

four i.ndcpendent subsystems. For example, if we choose as our new variables 

0.
11

(·rr) and e.n(p), defineJ in Fig. 2, we get a subsystem of two equations, acn>rd-

i ng to (I) : 0 (1T) = A
1

(x 
1

,x 
2
); e (p) = A

1
(x 

1
,x .. ;). For ead1 wire chamber 

1T . 11 . 1T 1T p. p~ 

taking discrete values, the 11oint M [o (1r) ,0 (J1)l wi 11 have' 
11 ·rr · 

coordinate x 

dj screte positions in the plane of Fig. 4. The acceptance of the four x-detcl·-
\ 

tors defining the point M is a sort of truncated pyrumid centered on M, whidt is 

the product of the trapezoidal distributions of each coordin;Jtc. J\ny clastic 

event shoulJ yield, instead of the "measured" point M, a qtrue" point T lying 

on the first bisector (angle-angle constr·;Jint) and within 

the rectangle limiting the "accepted" points. The fitted point F, defined as the 

expected value of T, is situated almost on the diagonal MS of the rectangle. 

Knowing the components /\
1 

and -f'l
2 

of MS given hy interpolation polynomials in 

the varjahJc e , we have computeJ it. The fitted 
11 

any coordinate of F, anJ the maximum fj ttc~l error 

valuer/ of 0 is defined by 
1T 'll 

~~oF is tlw max imurn cotliJ1onent 
'II 

- ' 
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of rs. We have also computed the vuriahle X = MF/MS, which is angle-angle 

histog.rammcd in Fig. 5 and agrees nicely with a soliJ curve predictcJ hy uslll)'. 

only the known shape of the pyramid of Pig. 4. A nice feuture of thi~ x Jistri-

bution, comparedto a Gaussian one, is its edge ut x = :1:1_, which allows us to 

verify that there is no unknown contribution to our experimental errors and to 

define a "pure background" by the condition I xi > 1. For each of our four 

constraints there is a x vur:iable with a distribution similar to that of Fig. 5. 

TV. Till: POLARIZATION PARAMETER 

A. The Calibration of the Experiment 

1. The Polarized Target 

The first objective of our experiment was to study the effects of the 

inhomogeneity and the fluctuations of the polarizution of protons inside the 

target. The answer was that such effects were accurately me:.~sured by our 

method and that they did not significantly bias our results. The method, 

det<.~iled in Ref. 4 consists of computing the average asymmetry yicldeJ by 

elastic n-p scattering integrated over a large r;.tnge of center of m;iss 

scattering angle around 90°. This quantity C'"'-0.75) is fixeJ by the property 

of strong interactions. Its apparent variations will reflect the vari:1tions of 

• the target polarization. Firstly we have drawn a 3-dimensional map of the 

polarization inside the target, with a l em resolution. It turned out to 

he uniform within the stutistical error wldch varied from 2':, at the l·enter· 

of the target, where the beam flux was maximum, to 7~ii at the periphery. It is 

also possible to discard gloh;.tl effects, such as a difference between the center 

of the target and its periphery, within ;1 smaller cn·or (::·J't,). If wt~ Sltppose 
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that the target inhomogeneity was the worst compatible with our data, the 

polarization parameter would be affected only on the edges of our angular range 

and by less than 3%. Secondly we have watched the variations of polarization 

with time. They are monitored by a NMR probe (S) which is certainly reliable 

on a short time scale, owing to the proven uniformity of the target. Our 

analysis described in Ref. 4 has convinced us that the NMH monitor has not 

drifted hy more than 1% throughout the experiment, while the absolute 

calibration of the target, .involving the measurement of the thermal cquiJjhrium 

polarization signal, exhibited a 2.5% irreproducibility. 

2. The Detectors 

The fluctuations in the detection efficiency were on the order of 10%, 

in some cases as high as 50%. This unwelcome effect has turned into an 

advantage because it forced us to develop a, method which is not sensitive to 

these fluctuations. It consists of selecting the background events which arc 

predominantly (90%) quasi-clastic and arc believed to yield no apprc<:iahle 

asymmetry. Therefore, for each of our 200 detectors, we expect to find the 

same ratio n+/n- of the total background counts for the runs with an upward 

target polarization to the downward ones. After detectiori and elimination of 

a few abnormal runs, we have shown that the fluctuation of the ratio n+;n-

around its average n is purely statistical, except for two ailing wires which 

g4vc a IS-standard deviation false asymmetry and were treated separately. This 

result proves that by alternating upward and downward target polarization we hav<.~ 

been uhlc to average out the false asymmetries. 

• 
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B. The Calculation of the Polarization Parameter 

I. Formulas 

One can find in the 1iteruture different formulas relating tlw poi:Jrization 

parameter to the scattering data. ((
1

) The cone Ius ion of our careful sea n·h, 

detailed in Ref. 4, favors the simplest of all formulas. Using the expression 

(Ni) (2) 

j 
we lwve computed by multiple integration, the expected v;Jiue n of the 11111111>er of 

evcnt·s N
1 

to be counted in a given angular bin d11ring a certain period lalwled 

i 
"i," during wh·ich the nmnher of particles in the beam was M und the tar·gct 

polarization Ti. The asymmetry 1\ defined as 1\ = 1
1
11

0 
is roughly equ;JI to tho 

pol<lrization parameter P. 1\ dctuiled study of the multiple integration lt~ading 

to (2) yields all the corn•ct.ions to apply to 1\ in order to get P. They are 

discussed later jn IV B-3. 

The study of equation (2) has convinced us to usc the "simp! ified" 

cst:imators Y
0 

and Y
1 

of 1
0 

and 1
1

, obtained by replacing successively the 

index i in (2) by+ and- as if there had been no fluctuation of the target· 

polarization around its "up" and "down" mean val1ws T+ and'!'-. Tht' simplified 

') 

cstirn:.Jtors are not biased and arc essentially as efficient <IS the x' estim;Jtors. 

They are: 

and y I ·- ~~!')~t- _- ____ N_~ (f>1- ( J) 
T+ - T- 'l'+ - '['-

The errors on these qu<Intitics arc (;;wssi;nl and easy to compute, yielding the 

2 + '[' ·. D of the asymmetry distribution which simplifies, because we lwve T ::. -T- '·' 

with 

'l 
0/\ 

-
')' 

? / 
( 1 + AT) (I - 1\ '!' ) 
~-- . -·-- --·-- - -- -- ...... . ( tJ} 
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The simplicity of this formula resides in the fact that it is sufficient 

to make a separate count for the "up" runs and the "down" ones of the events 

(N±) and of the beam particles (M±), to compute the mean target polarizations 

(T±) arid then merge these numbers in formulas (3) and (4). Moreover the 

asymmetry and its error depend on the ration' = M+;M-. This ratio has 

tb be corrected if the efficiency of every detector has varied Juring the 

experiment. Instead of doing this delicate correction (of the order of 2%), 

we point out that the parameter n, determined at the end of IV A-2, was 

automatically corrected because the number of background events is proportional, 

not to beam flux only but to its product with the detector efficieiH:y. 

Further analysis has shown that the error affecting it is purely statistical 

and small (0.2%), due to the substantial number of background events. This 

method could even be used to correct the false asymmetries generated hy a 

variation of detector efficiencies. 

2. Background Evaluation 

Tt is important to understand quantitatively the nature of the background 

in order to evaluate the proportion of background_events inside our sample o1' 

clastic events, and also because the background is used as a monitor. We had 

three independent ways of studying the background. 

First we can empirically subtract the elastic events from the tot a 1 and 

observe the remainder. Practically, when interested in a given variable, we 

have drawn the two histograms of this variable corresponding to the two 

orientations of the target polarization. Then, for each couple of corresponding 

bins containing respectively N+ and N- events, we applied the two formulas (3). 
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This generates two new histograms: the "added" one, with v
0 

events per hin, 

which simulates a target chemically identical but unpolarized; the "subtracted" 1 

one, with Y1 events per bin, simulating a pure hydrogen target. The com­

p;Jrismi has shown us that, for the x variables corresponding to the angle-

angle and coplanarity constraints, the distribution of the background is almost 

flat below the elastic peak, ~or the 2 geometrical constraints it is 

almost as peaked as the elastic peak. Therefore, .to obtain a good separati<>n 

2 
of hydrogen event~, we have formed the new variable: x 2 

CXangle-angle) 

+ CXcoplanarity)
2

. To this unconventional "x2
" we have assigned the same sign 

as Xangle-angle, yielding an clastic peak symmetric around 0. On Fig. ()-b the 

"subtracted" x2 
distribution exhibits the absence of hydrogen .events for lx7 1 > 2. 

This proves that there is no radiative or multiple scattering tail to consider (;1t 

the level of 4 x 10- 4
), and that the background below the hydrogen peak is not 

polarized. 

Secondly we have repeated for the carbon "dummy" target data the same 

analysis as for the normal target. Outside the elastic peak the carbon data 

reproduces well our background as we expected it (by this we mean that carbon 

and oxygen nuclei behave similarly and that there is no sign:ificant hydrogen 

inelastic reaction in our background). We could even detect a small hydrogen 

peak in the carbon data corresponding to a 0. OS% contamination of our duinmy 

target. 

Thirdly we can reproduce surprisingly well all the characteristics of 

our background by a very simple model of quasi-elastic scattering: we have 

supposed that the bound protons have a Fermi momentum uniformly distributed 

in a sphere of 200 MeV/c radius. The effective number of bound protons is 

the real one divided by a screening factor of 2.6 (very close to A113
). ·rhc 
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predictions of this model are simple to establish, since kinematics tells us 

that the x coplanarity variable expresses a mapping of the transverse y component 

of the Fermi momentum, while the x angle-angle variable maps a component of 

the Fermi momentum in the scattering plane. For example the 200 MeV/c cutoff 

of the Fermi momentum yields a clear coutoff of the background for 

lx coplanarityl ? 4, Practically the model reproduces within 10% the x
2 

distribution of Fig. 6-a up to lx
2

1 = 25. 

We concluded from these 3 convergent analyses that our ,background is 

quasi-elastic scattering and that it is quantitatively predictable. However 

we have been able to succeed in this analysis only because our precise recon-

struction of the apex distribution, coupled with the subsequent usc of the targot 

pseudo-constraint, has allowed us to eliminate another type of background, twice 

more abundant, resulting from a forward quasi-elastic scattering with a ·,r-

detected by the proton telescope and proton in the pion telescope. 

3. The Results 

Table 1 presents the polarization parameters that we have obtained at 3 

energies and 16 angles by the following procedure: First we have histogrammed 

the cos Bern variable, within 0.05 intervals, independently for both orientations 

of the target. The "signal cut," defined by Ill < 0.5, selected 85% of the 

elastic events with a 5% contamination (up from 2% at the peak). Second we 

have applied equations (3) and (4) to each angular bin in order to compute 

the asymmetry A and its error oA. Third we have computed the corrections 

transforming this rough asymmetry A ± oA into the real polarization parameter 

P ± AP. The biggest correction is the background subtraction. The background 

is totally absent from the numerator Y1 of the asymmetry A (see Fig. 6-b), while, 
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it exists for the denominator Y0 and varies slowly with/ (Fig. 6-a). The 

evaluation of this background is suggested by the results of Section IV B-2: 

The extrapolation of the l distribution of the background below the clastic 

peak is guided by what our Fermi momentum model told us, plus the fact that 

the background is pure for 

of the background from -4 

lxl 2 
> 2. 

2 
< X < -2 

Practically, we took a linear extrapolation 

and from 2 < x2 
< 4, except for the two 

edges of our angular domain where the limited acceptance of our detectors acts as 

a cut in the x2 variable (one advantage of our definition of x2 
being that, when 

2 
positive x 's are cut, we use only negative ones, and conversely). The effect 

of non-linearity in the background distribution was smaller than the statistical 

error and neither affected the polarization parameter. We have remarked that 

the proportion of background does not depend appreciably on the scattering 

angle, and therefore we have computed a single correction factor for each 

energy. This fact is simply understood in terms of our model: the scattering 

angle and the differential cross-section are almost the same for the free 

protons and the bound protons inside the signal cut, which corresponds to a 

fixed region of the Fermi momentum space. Next we have taken into consideration 

the fact that the apparent target polarization is the real one multiplied by 

cos cp, where cf> is the angle between the magnetic field and the normal to the 

scattering plane. Therefore we have divided the asymmetry by the mean value 

of this cos cf> for all events falling in each angular bin, determined easily 

to be <cos>cp "' 1 - ( cp 2
) /2. This correction varies :r;-egularly with the scat-

tering angle from 0. 59.; to .1. 1%. The other corrections that we have cons i Jcrcd 

were neglected, being smaller than 0.5%. The "binning" error, smaller than 0.2'l,, 

fell into this category, but in our opinion this type of error should not be 

incluJed at this stage of the analysis. Let us recall that this correction 
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is of the form: 

[~:]'/[~:] ~ [r ~:]'j[r ~:~ o2/2. (S) 

Therefore it can always be computed, when one knows the RMS width 1'1 of each 

angular bin, by fitting the differential cross-section and polarization 

data in order to evaluate their second derivatives appearing in the formula. 

Rut if we consider how different the local curvatures obtained from the same 

data by different fitting methods are, we feel that the correction would 

not be reproducible. The errors quoted in Table I are purely statistical. 

The normalization error, characteristic of the polarized target and its 

readout system, has been estimated to ±6%. Our calibration of the target 

has suggested to us that the relative normalization error between two 

different energies is not greater than I%. (In Part V we shall try to learn 

more about the normalization error by using the results of our ampl itudc 

analysis.) The cumulativeeffect of the other systematic errors has been 

estimated to be less than I?.;, except for the points at cos e = ±0.375, where em 

it is less than 3%. The angular resolution /'1(cos e ) , defined as in (S), was em 

±0.014 before the binning and became ±0.02 after the binning. 'fhe biases 

affecting the measurement of cos 8 , as observed in Fig. 2, were around em 

3 x Io- 4 , but they become of the order of 0.003 when one takes into considera-

tion the uncertainty of the relative positions of the wir~ chambers anJ the beam. 

V. AMBIGUITIES OF 1r-p AMPLITUDE ANALYSES 
BETWEEN 1.0 AND 1.4 GeV/c 

A. Conflicting Data 

A simple look at the compilation( 7) of 1r-N data enables us to cornpare the 

new polarization data of Tabler to older ones. 1\ discrep;mcy appears hetWCl'll 

- . 
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(8) (Q) 
a first category of experiments (CERN Holland, Hansroul, · and ours), where 

the average polarization around cos e = 0 is not far from -1. and a second 
em - ' 

category (Cox(lO)), where the absolute value of the polarization is noticeably 

smaller. Another more subtle effect concerns the shape of the polarization 

curve. Our data exhibit a broad minimum--or even two distinct minima--supposedly 

associated,as in the CERN-Holland(B) data, with a sharp ri~e at cos B = 0.~ 
Clll ' 

while in some other data the minimum is narrower and rounder. The first of 

' these two effects is very likely due to the difficulty of the ahsolute cal ihi·at ion 

of a polarized target, and the second to the different angular resolutions of 

the experiments. 

B. The Determination of the Zeros 

The purpose of the rest of this article is to use these local features 

of the data to study the discrete ambiguities of the amplitude analysis 

according to the method of zeros. (2
) The principles of this methoJ arc i !Ius-

trated by Fig. 7. For each scattering angle e , the two classical 1wr·;uneters em 

Jo/dw and P are transformed into the two "transverse cross sections" 

L:+ = (do/dw) x (l + P) and r- = (do/dw) x (1 - P), which are e4wi I to the 

s4uare modulus of the two transversity amplitudes'F+ and F-. 

In the vicinity of a complex zero of a transversity amplitude, one 

can write: 

+ 
F- = A(cos 8 - a - ib) (Cla) 

(hh) 

I 
Therefore the existence of a zero explains the parabolic shape of>:- ncar 

cos 0 = a, as seen in Fig. 7 for Y: ncar cos 8 = 0.~. On the same figure om• 

can sec the four other zeros of the r:+ and r:- amp! itudes, although the shapes 
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of the L+ and L- curves are,complicated by the mutual influence of these zeros. 

The second zero of L yields a secondary minimum near cos 8 = -0.15. A third 

and a fourth zero are seen in L+ near cos 8 = +0. 35 and -0. OS, and a fifth one 

produces the backward dip(ll) at cos 8 = -1. We have determined these five 

zeros by fitting directly different data of the nN campi 1 at ion,(?) for beam 

momenta varying between 0.8 and 2.0 GeV/c, with a program(l 2
) designed 

specially for that purpose. This program proceeds in two steps. 

Firstly, we express da/dw and Pda/dw as a sum of orthogonal functions. 

Rather than using Legendre functions, which are orthogonal when uniformly 

weighted in the interval -1 ,to 1, we use functions that are constructed to he 

orthogonal with the weight factor determined from the points at which there 

are data and the errors on those data. The program then uses this orthogonality 

property to evaluate the coefficients of the polynomials in our sum (the 

method of moments). 

Secondly, the program expresses the transverse cross section >:+ (0) in 

f h . . bl i8 terms o . t e var1a e e . -i8 Since powers of e are implicitly involved it 

iN8 
is expedient to multiply L+ bye N being the upper limit of the polynomial 

expansion sum, before seeking its polynomial expansion. The roots (zeros) 

of this polynomial are then computed. L- is also represented because 

Among the roots yielded by this method, we have seen a clear distinction 

between the "stable" ones, (2) which constitute an approximation of our zeros, 

and the "unstable" ones, distant from the physical region, which arc artifacts. 

The only dubious case was associated w.ith the appearance of a sixth zero with 

a large imaginary part above 1.5 GeV/c. The errors affecting this method are 

computed according to the prescri.ptions of Ref. 13. This means that we shall 

he concerned by the non-Gaussian character of the statistical distribution of 
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the nearby zeros pointed out by Urban, but not by the mathemat:ical error 

+ 
resulting from the truncation of the expansion of E-(O),which affects only the 

distant zeros. iO 
Conventionally the position of each zero in the e plane is 

·transformed into the complex cos 0 plane and then into the complex Mandelstam 

variable t. By repeating the analysis independently at different energies, 

i.e. different values of the Mandelstam variables, we obtain a collection 

of points representing the zeros in the 3-dimensional space (s, Ret, lmt). 

It is easy to connect these points in order to produce the trajectories 

followed by the zeros when the energy is varied (sec Fig. 8). The zer-os of 

L:+ (dots) and those of E- (circles) must be treated separately, except for the 

values of cos 8 around ±1 where they become confused. They have been deter­

mined mainly from CERN-Holland data (B) and ours because of the expe r· i mental 

discrepancies mentioned earlier. llowever, because of the lack of data 

between s = 3.5 and s = 4.1 GeV2 , we have used data from other experiments in, 

their "amalgamated" form, obtained as described in Ref. 14. The advantage 

of this amalgamation method, besides the fact that it uses the world's data, is that it· 

yields asmooth energy dependence (it fits implicitly segments of the zen> 

trajectories). We have treated separately the backward region (cos 0 < -11.9), 

for which we had good differential cross sections(ll) hut no polarization data. 

I 
Around l GeV/c there is a backward dip which can be parameterized locally in 

the following form: da/d(JJ =A (cos e - z()) with zo = -1 - c. l't·ovidiltg I is 

small, it Gill he shown that fitting the v:lluc of z
0 

loc;ll izcs the con-cspOIHiing zero 

z of the transverse cross-section in the cos (J plane through the rt'lat ion: 

lz + 11 = E ( 7) 

Equation (7) tells us that the backward zero F is at a given small distance 

from the backward edge of the physical region, or equivalently that the projection 
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ofF on the (s, Re t) plane of Fig, 8a is situated on a segment centered on this 

edge (see the triangles). This shows that the F trajectory is entering the 

physical region around s = 3.0 GeV , almost tangentially to its edge. 

C. Study of the Trajectoiies of Zeros 

1. The Real Parts 

Figure 8a suggests a very simple empirical pattern for the pro-

jection of the zero trajectories on the real Mahdclstam plane (l{c s, Rc t): 

they never cross each other and therefore their energy continuation is 

unambiguous. However there is a slight contradiction between our zeros and 

those which have been reconstructed from the recent Saclay phase shifts:(JS) 

contrary to ours, the two central zero trajectories B' and U' (sec dotted 

I ines on Fig. 8a) cross each other for s = 3.1 GeV /c2 . This corresponds to 

1180 MeV/c, the first momentum for which we have measured the polarization 

parameter. Our data, like CERN-Holland's, are not compatible with a trajector·y 

crossing at this energy. Qualitatively, two zeros with the same abscissa in 

the complex cos 8 plane yield a single minimum of the E+ curve instead of two 

distinct ones (see Fig. 7) and therefore a single narrow peak of the polarization 

parameter instead of the broad peak of Table I. In order to solve by contint1ity 

the ambiguities of the amplitude analysis at all energies, it is important to 

know whether these two zero trajecto~ies cross each other or not. An error 

would affect the determination of the amplitude not; only locally ncar s = 'l.l 

GeV 2 , hut also for all higher energies. This means that a local measurement 

of do/dill and J> (for momenta around 1200 MeV/c and angles defined by 

-0.4 <cos 0 < +O.S),.coupled with the fact that zeros arc local parameters, em 

may yield important information concerning the amplitude globally. 

• 



' -

0 0 ,; .. 
l }t 6 0 ..:! I 

21 

0 

2. The Imaginary Parts 

The imaginary parts of our zeros have an unknown sign (cf J:q. (C,I>)); thcn~fon~ 

we have plotted only their absolute value in Fig. 8b (top). These are the well 

known discrete ambiguities of the amplitude analysis that we shall not try 

to solve absolutely, but only relative to our lowest energy s 0 "' 2,5 (;cv/.. 

We shall fix a positive sign for the imaginary part at s = s
0

. If there is 

a "critical point" C, defined by Imt = 0, the trajectory crosses the physical 

region (see a in Fig. 9); otherwise fmt stays positive as in the case of B. 

When the initial assignment of the sign of Imt is wrong, the true trajectories 

a 1 or 8 1 are the symmetric counterparts of' a or (3 with respect to the rca I 

axis. It is crucial to determine the "critical points" along each trajectory. 

This can be done by using two criteria. Firstly, for each critical point there 

must be a minimum in the jrmt I versus s curve for which lmt = 0. Secondly, 

this minimum must be a branch point where the slope changes its sign abruptly, 

instead of being a parabolic minimum where the slope becomes null gently. 

ln the n-p elastic scattering we have seen two possible critical points in the 

region between s = 2.5 and s = 3.5 GeV 2 , one on the A trajectory, one on the 

B trajectory,· and none on the others. But our two c ri teri a arc not easy to 

apply due to the experimental errors: 

I) The imaginary parts of zeros arc very sens iti vc to the systcm;1 tic 

errors IIICJ1tioncd in Section VA; the data of Ref. 10, characterized by a 

lower absolute value of the polarization than CI:RN-Ilolland(R) and ours, yield 

IIlllCh larger imaginary parts of zeros. But even a realistic :18':·, uncert;1inty 

in the target polarization transforms into a t30'l; uncertainty in the imaginary 

part of the B trajectory at 1250 McV/c. 
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2) The simultaneous presence of two nearby "critical" zeros around 

s = 3 GeV 2 and cos 8 = 0.4 yields a very low differential cross section :ind 

a rapidly varying polarization, as seen in Fig. 7. Therefore these data are 

locally very sensitive to the background subtraction and to the binning errors, 

in a way which cannot be evaluated in abstracto. 

3) The statistical errors affecting the determination of zeros arc 

not Gaussian, an effect predicted in Ref. 13 and seen in Fig. 10, whi.ch shows 

the distribution of the "A" zero obtained at 1055 MeV/c (s = 2.9 GeV2), when 

we give to the data some random fluctuations around their measured values 

compatible with the experimental errors. In practice we have computed 

such plots at different energies, and the error bars drawn in Fig. 8a,l> represent 

a 66% confidence interval (containing two-thirds of the projected points). 

But we are not entitled to apply a x2 fit to such non-Gaussian points. 

In spite of all these experimental uncertainties, we consider that the 

minimum observed for both A and B trajectories around s = 3 GcV2 in the I lmtj 

versus s plot of Fig. 8b satisfies our first criterion of a critical point. 

Our second criterion cannot be fully applied because of insufficient data, 

although we do see an indication of a slope reversal for the A trajectory 

at s = 2.9 GeV2. 

D. The Absolute Calibration of the Polarizations 

Tho critical points introduced previously provide us with an absolute 

calibration of the polarization parameter, because, at any points where tho 

zero trajectories cross the physical region, the transverse cross section 

r.+ (or r.-) is null, implying that the polarization parameter reaches an 

absolute miminum (or maximum) equal to -1 (or +1). 

. t 

" 
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The same calibration points have been introduced different 1 y in l~ef. 16 

as points where the ratio g' of the spin flip amplitude g to the spin non-flip 

amplitude f is equal to ±i .. The "inherent flaw" of this approach, as noted 

by the authors, is relying on a previous dctermination.of f and g from the 

experimental data. Our study of critical points tells us that this attitude 

is particularly dangerous because this is exactly the place where two 

different sets of amplitudes are perfectly ambiguous. This danger is hidden 

in an energy-dependent phase shift analysis, while an energy-independent analysis 

has to choose clearly between the a-type and the 6-type solution of Fig. 9. 

We have found previously an objective criterion which is not much affected hy 

the uncertainty affecting the calibration of the polairzation: an abrupt 

reversal of slope observed in the lrmtl versus s plot is sufficient to 

establish the existence of a critical point. A large slope, as in the case 

of trajectory A compared to B, is favorable for detecting the effect. 

A target, calibrated at a critical point, can he operated at various 

energies with a negligible drift of the calibration constant as seen in 

section IV A-1. In the case of the n-p elastic scattering, the assumption of 

the existence of a critical point on the A trajectory around 1050 McV/c should 

allow us to improve considerably the precision of the experimental data 

shown in Fig. 7, because it makes possible an absolute calibration of tltc 

target polarization. We would need ten polarization point~ instead of twd, 

for cos e between 0.3 and 0.5 in order to see the successive minimum and 
... 

maxinu)m of P (cos 8), each of them with a precision of, let us say, 1 0.03 if 

we want an estimation of the calibration constant to .1:3~· .. This means, of cottr"SL', 

using a much larger number of incomingpions than in previous experiments. 
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VI. CONCLUSION 

We have measured the polarization parameter of elastic n p scattering in 

a region where two major previous experiments had yielded discrepant data. 

This fact was attributed to the errors affecting the calibration of the target. 

Our results support the higher absolute values of the polarization parameter. 

As the sources of systematic errors are the same for all experiments, we have 

envisaged an absolute calibration of the target based on the existence of 

critical points around 1050 MeV/c, where the polarization parameter equals I. 

We have shown that this is feasible, although it requires a sophistication 

of the present experimental methods. 

The importance of improving the quality of the polarization data has 

appeared to us when studying the discrete ambiguibes affecting the energy 

contimiation of the amplitudes. It is not yet possible to solve definitely 

the ambiguities associated with the existence of critical points ncar 

1050 McV/c. The ambiguity associated with a possible trajectory crossing at 

1180 MeV/c seems to be solved. Our solution is opposite to the one retained 

in a recent phase shift analysis. (IS) From a more technical point of view, 

we have met the initial objective of the experiment concerning the determination 

of the distribution of polarization within the target (uniform to ±7~o) and the 

reliability of the polarization NMR monitor. 

An important by-product of this analysis is the fast method for 

reconstruct-ing particle trajectories and fitting the clastic events, which 

opens the way to future high statistics experiments wit·h a very low computing 

cost per event. 
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FIGURE CAPTIONS 

I. Plan view of cxpcrimental·arrangcmcnt showing the polarized t:1rgct :111d the 

detectors. ·rr
1

, n
2

, P
1

, and P
2 

arc multiwirc proportional chamhcr·s; ;Ill 

other detectors arc scintillation counters. 

2. The difference between the pion scattering angle tn the laboratory frame, 

measured from the pion track only G (n), and that prcd i ctcd from mc:JSJJr-e-
11 

ment of the recoil proton track 0 (p), is plotted as a function of the 
1l . 

scattering angle G . 
1f. 

~- The reconstruction of clastic events uses the fact th:1t ;ill the tr;Jjcctorics 

corresponding to thd same scattering angie es almost intersect at the s;JIIJc 

point f, whose locus is the "Magic Curve." 

4. On this angle-angle plot (variable as in Fig. 2) the point M rcpn~senting 

the two measurements of the scattering angle and thci r trapczoid:1l er-ror 

distributions yield a 3-dimensional truncated pyramid whose base is a 

rectangle centered on M. The fitted point F is on the first hi sector· 

(angle-angle constraint). 

S. Distributions (histograms) in the nornwlized dcvi;Jtions from constr;Jints. 

t:ach x is the deviation from perfect satisfaction of a constraint cquat ion 

divided by the maximum deviation attribut;Jble to the finite clwnncl sizes 

1n the proportional wire chambers. The agreement. between the solid cur·vcs, 

calculated purely on proport:ion;Jl chamber resolution, ;Jnd the cxpcr·imcnt;J! 

histograms indic;ttcs that chamber· resolution is :1 grca.tcr cor1tr·illlltor· 

t:h:111 multiple scattering to the deviations fr·om constr;Jints. 

(J. '!'hex/ v:1riahle combines the angle-angle and the copl:lll:lt·ity coJJstr;Jints 

to achieve the best separation of clastic events. I nstei1d of the two x/ 
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distributions corresponding to the two orientations of the target polariza-

tion (see Section IV B-2), we show the "added distribution in a) simulating 

an unpolarized target and the "subtracted" one in b) simulating .a pure 

hydrogen target. The cut lx2 l > 2 means pure background, while the signal 

cut lx2 1 < 0.5 yields 85% of the elastic events with 5% background contami...: 

nation. 

7. Example ofn--p elastic cross section and polarization data taken from 

M. G. Albrow et al. (8). The solid lines indicate the transversity cross 

+ 
section E- = da/dw x (1 ± P). 

8. The zeros of the n-p transversity amplitudes F+ and F-, respectively 

represented by dots + and circles ¢ , are projected on the two planes (s, Re t) 

and (s, jim tJJ, where sand tare the conventional Mandelstam variables. 

They have been determined from CERN-Holland data alone first, then merged 

with our new data (squares ¢), the error bars are computed by a method 

which works even in the non-Gaussian case. They are dashed when the local 

data are not reliable. A special analysis locates the backward zero 

(triangles f). The six trajectories, A to F, generated by these zeros 

are indicated in the region where CERN-Holland data are lacking by a plain 

curve obtained from the other experiments Via the "amalgamation" realized 

by the Carnegie-LBL group. (l4) 

9. Two cases, presented schematically, in which the projections of a zero tra-

jectory on the (s, jim tj) plane· have a minimum near zero, as A and B do in 

Fig. 8. In the casea (or a') there is a true critical point. The slope 

criterion can be used to distinguish between a and S, or between the corres-

ponding cases a' and S'. 

.. . 
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I 0. The Jistribution of points observeJ here represents the statist i c;J I 

dispersion of the "A" zero within the complex cos 0 pbne at JOSS MeV/c. 

If the usual linearization method was valid, this Jistrihution would he 

the 2-Jimensional Gaussian characterized by the I standard deviation 

ellipse shown here (dashed line). On the contrary, the actu;J! dis t r·i hut ion 

is made of a pair of imaginary conjugated lobes (the lower· one is not shown) 

corresponding tb a pair of complex conjugate zeros of the transvcr·se l·ross-

section ~~- (8), and the real lobes generated by a pair of r·ea I zc ms of >:-

In this second case the estimated position of the zero of the ampl itudc is 

taken to be the average of the two real zeros of C, which is distributed 

on the real axis between the two real lobes. 

- J 
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