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Abstract 

Early language development, and vocabulary size specifically, 
is a predictor of well-being later in life, such as emotional 
development and academic achievement. Many successful 
vocabulary interventions for young children involve sharing a 
book with a caregiver, because storybooks are a good source 
of vocabulary that one might not otherwise encounter in 
everyday life. With the advent of Large Language Models 
(LLM), automatically generating stories has become a feasible 
way to tailor materials to the needs and interests of individual 
learners. Here we evaluate 1) whether parents of preschoolers 
find automatically generated stories containing specific 
vocabulary target words acceptable, and 2) whether 
preschoolers can learn these target words from being read the 
automatically generated stories. We find that parents overall 
consider automatically generated stories engaging, age-
appropriate, and educational. In addition, children successfully 
learn the target words in the storybooks (compared to control 
words drawn from books not read). We conclude with a 
discussion on future work to improve the effectiveness of 
automatically generated stories to support robust vocabulary 
learning. 

Keywords: LLMs; children’s stories; word-learning 

Background 

One of the main tasks in a young child’s life is to learn the 

language of their environment. Though many children do this 

seemingly effortlessly, those that struggle with vocabulary 

development may be set up for inequities throughout life. For 

example, vocabulary size at age two is related to reading and 

academic achievement in elementary school and beyond 

(Fewell & Deutscher, 2004), and those that fall behind even 

prior to school entry continue to evince lower reading, 

writing, and oral language skills through middle and high 

school compared to their peers (Rescorla, 2000; Rescorla, 

2009). In fourth grade, estimates suggest that students in the 

lowest quartile for vocabulary size know less than half the 

words students in the highest quartile know, with this 

difference lasting into adulthood (Biemiller & Slomin, 2001; 

Brystbaert et al., 2016). Further, vocabulary size upon school 

entry predicts both vocabulary growth through 10th grade 

and college GPA (Duff et al., 2015; Masrai & Milton, 2021). 

Aside from the effects on language development and 

language-related academic achievement (e.g., literacy), 

vocabulary size is related to other measures of wellbeing. For 

example, two-year-olds with larger vocabularies display 

better self-regulation skills when they start kindergarten 

(Morgan et al., 2015), and children with relatively small 

vocabularies in kindergarten are more likely to have 

behavioral and emotional problems through their teenage 

years (Westrup et al., 2019). Intervening early to take 

advantage of this self-reinforcing loop and increasing access 

to vocabulary-enriching materials is critical to closing these 

vocabulary gaps. 

There is considerable evidence that book-rich 

environments are related to larger vocabularies and early 

literacy skills. Many initiatives to increase book access and 

print-rich environments from birth have been implemented 

over the past 20 years (e.g., Hardman & Jones, 1999; 

Canfield et al., 2020). A recent meta-analysis of 44 such 

programs confirmed that book giveaway programs promote 

children’s home literacy environment, increase interest in 

reading, and improve children’s literacy skills prior to and 

during the early school years (de Bondt et al., 2020). These 

effects have been found across different SES levels and 

different cultural and language groups (Abraham et al., 2013; 

Boyce et al., 2004; Zuckerman et al., 2019), and 

improvements are likely a result of various factors. For 

example, picture books contain a higher diversity of words 

than child-directed speech, and word by word this was true 
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of individual books when compared to child-directed 

conversations matched in length (Montag et al., 2015). In 

particular, narrative stories are well-suited for enriching 

complex interactions between children and their caregivers 

(Nyhout & O’neill, 2013). 

There has been an increase in vocabulary enrichment 

programs over the last decade, with many utilizing books as 

a teaching medium (Weber & Colunga, 2023). Though as a 

whole vocabulary interventions report positive effects, 

effectiveness is largely dependent on demographic and 

intervention characteristics, such as the children’s 

socioeconomic status, how much education the trainer has, 

and the setting where the intervention was conducted 

(Marulis & Neuman, 2010). More specifically, shared 

reading interventions have been shown to be effective in 

producing vocabulary gains in young children(Mol et al., 

2008, 2009; Flack et al., 2018).  

Personalized learning is a popular but hazy term that is 

used across disciplines to refer to efforts to adapt some 

aspects of the learning experience to the specific interests and 

needs of each student (Bernacki et al, 2021). A recent meta-

analysis concluded that technology-facilitated personalized 

learning increases learning compared to traditional methods 

(Zheng et al, 2022). Similarly, a meta-analysis on randomized 

control trials conducted in 5 low-to-middle-income countries 

showed that technology-supported personalized learning is 

effective overall, specifically in the case where adjustments 

were made for the learner’s level (Major et al, 2021).  

Automatic story generation using artificial intelligence 

techniques has the potential to increase our ability to 

personalize learning by adapting to the learner’s language 

proficiency and interests in a scalable way. Although recent 

Large Language Models (LLM) have shown to be effective 

in generating grammatical and coherent text, generating 

narrative stories for preschoolers presents unique challenges 

because both content and complexity need to be tailored to 

the age group. In this work we evaluate whether 

automatically generated stories containing specific 

vocabulary target words are judged to be adequate by 

preschoolers’ parents, and whether preschoolers can learn 

target words from being read these stories.  

Techniques to automatically generate stories have changed 

dramatically with the recent advent of LLMs. New 

approaches can produce coherent text that makes narrative 

sense without much need for human planning and 

intervention.  Though current story generation systems may 

have aspects that may transfer to the generation of children’s 

stories, few studies focus their efforts to produce child-

directed stories. . In one study, stories were automatically 

generated using GPT-2 finetuned on human-generated stories 

submitted to tellmeastorymom.com. The generated stories 

were then evaluated using BLEU (Papineni et al., 2002) and 

ROUGE (Lin, 2004) metrics and found to contain few lexical 

mistakes and good semantics (Fagroud et al, 2022). In 

another study, the authors showed that NLP models can 

complete children’s stories with sentence-level gaps (Hall et 

al., 2022). More recent work showed that children’s stories 

produced by LLMs differ from their human-written 

counterparts with regards to their complexity and, 

specifically, tend to contain more vocabulary items that are 

typically still unknown to the target age groups (Valentini et 

al., 2023). However, that work also demonstrated that NLP 

techniques can be used to reduce that problem. To our 

knowledge, this work is the first evaluation of the quality and 

effectiveness of automatically-generated stories for 

preschoolers done with the collaboration of preschool 

children and their parents. 

Current Study 

Our current study aims to evaluate whether LLMs can be 

used to create children’s stories that are both a) well-received 

by preschool children and their parents, and b) effective as 

tools for teaching children new vocabulary. To this end we 

did the following: First, we created a list of target vocabulary 

words one would expect most children in this age group (4-5 

year-olds) to not yet know, while ensuring that the concepts 

were age appropriate and concrete enough to be elicited with 

the help of a visual prompt. These words were then organized 

into lists of 5 words that were then used to automatically 

generate a set of stories for each of the lists of target words 

using the GPT-3 LLM. The generated stories were vetted by 

the researchers before the selected stories were illustrated. 

Families were invited to come to the lab and read the stories 
with their children. We assessed both the families’ 

impressions of the stories and children’s learning of  the 

target words compared to control words.  

Method 

Target Word Selection 

The target words were drawn from a word bank put together 

using the age of acquisition and concreteness metrics from 

the English Lexicon Project’s database (Balota et al., 2007). 

This database consists of over 40,000 words rated by 1,200 

adult participants on a range of lexical characteristics, 

including multiple phonological, morphological, and 

semantic characteristics. Using this word bank, we first 

selected word types of interest, specifically nouns, verbs, and 

adjectives, removing multiple lemmatizations of the same 

word (e.g., prickle, prickly). Though much prior work on 

vocabulary enrichment for children 5 and younger tends to 

focus on noun learning, we elected to also use adjectives and 

verbs as target words to ensure that our results are more 

generalizable (Flack et al., 2018). From this restricted group 

of words, we then selected words that had been rated as 

having an age of acquisition (AoA) of 6-9 years of age, rated 

with the highest levels of concreteness (4-5 on a scale of 1-

5), and had three or fewer syllables. This yielded a list that 

included 1691 nouns, 921 verbs, and 197 adjectives. The 

resulting set of words was then reviewed by three annotators 

and scored on a scale of 1-5 in three categories: 1) learnability 

(can a preschooler learn the word from a story), which 

removed words like chinless and geographic; 2) imageability 

(does the work evoke a mental image), removing words like 
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accept and talkative; and 3) appropriateness (is the word 

appropriate for a preschooler), removing words families of 

preschoolers might deem sensitive or inappropriate for their 

children, like headless and urinate. Only words that scored 

an average 4-5 on these metrics were considered. A final pass 

of the resultant word list by two of the authors with most 

experience conducting research with young children resulted 

in the final word bank of 150 nouns, 50 verbs, and 50 

adjectives. Examples of target nouns include accordion, 

warthog, and acrobat. Example verbs include squinting, and 

applauding. Example adjectives include swampy and bald.  

Each story was to have five target words: two nouns, and 

either two verbs and one adjective or two adjectives and one 

verb. From our word bank, we randomly selected 60 sets of 

five words that fulfilled these criteria, 30 with two adjectives 

and 30 with 2 verbs. We selected sets to maximize coverage 

of the word bank, with words appearing no more than twice 

within the word lists. After initial random selection, slight 

alterations were made through random replacement to equate 

all the lists on average AoA and number of syllables. The 

average AoA of the word lists was 7.62 years. Because age 

of acquisition was an original criterion for narrowing down 

the English Lexicon Project’s Database, equating the lists 

using these criteria did not take many replacements.  

Story Generation 

We chose to use the text-davinci-003 model, part of the class 

of GPT-3 models, to write our children’s stories. Unlike the 

newer iterations in the GPT family (e.g., ChatGPT or GPT-

3.5 Turbo, and GPT-4), GPT-3 has been archived in that the 

training data runs through September 2021 and the 

architecture will not be changed if we want to re-query the 

model in the future. Similarly, GPT-3’s architecture is known 

unlike newer GPT iterations. Further, preliminary 

investigations into a range of language modeling and LLMs 

suggested the stories generated by GPT-3 were more 

coherent and more often included each of the target words. 

Other avenues initially explored included creating stories 

using GraphPlan (Chen et al., 2021), GPT-2, and Vicuna. 

We created a prompt to query the LLM that would both 

provide the model with the necessary information to create a 

children’s story using all of our target words while also 

encouraging simplicity. With our target age range of young 

children aged between three and five, we used the following 

prompt: “Write a story for a preschooler containing the 

following words: w1, w2, w3, w4, w5”. Past analyses 

comparing multiple similar prompts concluded that this 

prompt resulted in the highest readability scores (lower 

school grade level scores) according to multiple metrics, 

including the Flesch Reading Ease, the Flesch-Kincaid, and 

the Gunning-Fog Index (Valentini et al., 2023). GPT-3 could 

not reliably stories with a set number of target word 

repetitions Post hoc analyses will investigate if number of 

repetitions has an effect on learning once a large enough 

sample is collected.  

Using our prompt, we queried the text-avinci-003 

(InstructGPT-3) model four times for each  of the 60 sets of 

five words, for a total of 240 automatically generated stories. 

We used the default parameter settings in the API, only 

changing the maxim token amount to be 512. Once the stories 

were created, four annotators each scored a set of 60 stories 

on their appropriateness for a young child on a scale of 1-5. 

Each story was thus scored by one annotator. Using these 

scores, we narrowed down our set of stories to only include 

stories scored at least three or higher. From this subset, two 

researchers familiar with conducting research with young 

children individually read the remaining stories to narrow 

down the set to 32 stories, all generated using different word 

lists. Stories were chosen based again on content 

appropriateness, learnability, and coherence. Stories that 

were removed at this stage were rated poorly mostly because 

they were nonsensical or incoherent (e.g., one story featured 

a young girl who made giant tortillas which she sewed 

together to create a maze she and her friends played in, where 

tortilla, sewing and maze were target words). When possible, 

care was taken to choose stories that included relevant 

information about target words by providing some semantic 

support for word meaning. For example, a story that used  the 

target word clipboard in the sentence, “She picked up the 

clipboard and noticed that it had a list of names on it.” was 

chosen over one that only mentioned it once in the sentence 

“She walked out to the car and noticed the driver holding a 

clipboard.”, as the first one gave a clearer idea of what a 

clipboard is for. These 32 stories consisted of 16 books with 

2 adjectives and 16 with 2 verbs. The final set of stories were 

in part chosen to continue to maximize coverage of the 

original 150/50/50 word list. In the end, the 32 stories 

comprised 44 nouns, 34 verbs, and 36 nouns. 

Each of the 32 stories were divided into 10-12 pages and 

were illustrated by undergraduate research assistants. 

Illustrations were created using a variety of methods 

depending on the illustrator’s preference: Google images and 

PowerPoint, the AI image generation platform Midjourney 

(https://www.midjourney.com), or hand-drawn. Assistants 

were instructed to ensure that the target words and their 

meanings were portrayed in their illustrations. Each resulting 

storybook was printed in full color, laminated and spiral 

bound so stories appeared as real storybooks families could 

read and engage with together.  

The 32 stories were categorized into eight sets of four 

stories each, where each set had two “adjective” stories and 

two “verb” stories. Thus, each family saw one set of four 

stories and a total of 20 target words: eight nouns, six verbs, 

and six adjectives. Table 1 shows two stories presented to 

families and one rejected story families did not see, with each 

instance of the target words bolded. 

Participants 

The current study is ongoing. The present analyses include 

20 participants (10 females) 48.4 to 61 months of age (M = 

57.23, SD = 3.90). There are two sets of twins who 

participated. Though each twin participated in vocabulary 

tests separately, the storybooks were read to both twins in a 

single interaction, as they would have done at home. Thus, 
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each family with a pair of twins contributed a single survey 

regarding their impressions of the books. Additionally, two 

child participants fussed out of the production task, so their 

data was not used for that analysis.

 

Table 1: Example Stories 
 

Good Story: Once upon a time, there was a young girl named Sue. She loved to explore and find adventure in new places. 

One day, Sue was unpacking a box of treasures she had found while exploring. Inside the box, she found a beautiful, golden 

hourglass, a shiny bugle, and a stretchy piece of fabric. Sue was so excited to explore these new items and figure out what 

they could do. She first picked up the hourglass and started to rotate it in her hands. As she rotated it, the sand in the hourglass 

slowly trickled down from the top to the bottom. She was fascinated by how the hourglass worked. Next, Sue picked up the 

bugle and put it to her lips. She was amazed as she heard a loud, trumpet-like sound come out of the bugle. She couldn't believe 

how she was able to make such a loud, beautiful sound. Finally, Sue picked up the stretchy fabric. She stretched it out as far 

as she could and then let go. The fabric snapped back to its original shape. Sue was amazed at how stretchy the fabric was. 

Sue had a lot of fun exploring her new box of treasures. She was so excited to find new things and learn how they worked. 

Rejected Story: Once upon a time, there was a little boy named Timmy who loved ice skating. One day, he asked his mom if 

he could go to the rink to practice. His mom said yes, and off he went! When he arrived at the rink, he was so excited! He 

quickly put on his skates and started skating around. He skated and skated until he was so tired that he had to take a break. He 

sat down for a few minutes and then he heard a strange noise. It was coming from the corner of the rink - it sounded like 

something was unzipping! Curious, he went over to investigate. When he got to the corner, he saw a huge package with a big 

bow on it. He looked around and saw that no one else was around, so he decided to open it up. He slowly unzipped the package 

and then unrolled it. Inside was a huge, frosty surprise! It was a brand new, shiny ice skating rink, made just for him! He was 

so excited that he quickly ran over to get his parents to show them. But when he got back, the rink had started to melt! His 

parents realized that they had forgotten to put the rink in the microwave before they left. So they quickly microwaved it and 

then put it back in the rink. The rink was just as frosty as before and Timmy was so excited that he spent all day skating on 

it! He had so much fun that he couldn't wait to come back to the rink the next day. 

Procedures and Materials 

Book Impressions Survey After arriving at the lab, parents 

and their child were directed to a room that was set up as a 

living room with rug, couch, and end tables. The parent was 

given the family’s assigned set of storybooks. We asked 

parents to read the stories with their child as they typically 

would at home, introducing new vocabulary terms in 

whatever way they saw fit, knowing their child would be 

tested on these vocabulary words later. The list of five target 

words was presented on the first page of each book. This was 

to ensure that the parents knew about and could highlight the 

relevant vocabulary words if they so chose, so they did not 

have to guess what the target words might be. After reading 

each book, parents (with the help of their child) filled out a 

short survey about that story. For each story, parents rated 

each story on a scale of 1-5 regarding the stories coherence, 

age-appropriateness, child engagement other child 

engagement, educational potential, and humanness. See 

Table 2 for each prompt. A score of 5 was considered positive 

(very coherent, very human). Thus, each parent rated four 

stories on each of these metrics. 

 

Production Task Immediately after reading the stories 

together, children completed a picture naming task in another 

room. Each child was tested on the 20 target words contained 

in their storybook set plus another 20 control words from a 

different set of four books. That is, each child was tested on 

16 nouns, 12 verbs, and 12 adjectives, half of which had 

appeared in the books their parents shared with them and half 

of which did not. Words that served as target words for one 

child became control words for another and vice versa. 

 

Table 2: Book Impressions Survey Prompts 

 

Coherence Does the story make sense? 

Age-

Appropriateness 

Is this story age-appropriate for 

your child? 

Child 

Engagement 

How much did your child find the 

story engaging? 

Other Child 

Engagement 

Would other children of the same 

age find the story engaging? 

Education 

Potential 

Could your child learn new words 

from this story? 

Humanness 
Was the story written by a human 

author? 

 

The production task started with three warm-up trials with 

common words that children this age know (ball, dog, 

eating). In each production test trial the child was presented 

a picture depicting either a target or control word  and then 

prompted for the name of the picture. Pictures were chosen 

using publicly available Google image searches and 

consisted of realistic pictures of the target. This task thus 

measures some degree of generalization, as children were 

tested on new depictions of the target vocabulary rather than 

on the exact images from the books.  

Prompts used varied depending on the type of word being 
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elicited. In noun trials, children were simply prompted, 

“What is this?” Similarly, verbs were prompted by asking, 

“What is/are [pronoun] doing?” Adjectives were queried by 

juxtaposing two contrasting images to help scaffold the child 

into replying with a descriptive word rather than a noun. For 

example, for the target word blurry, children were shown 

clear and blurry versions of an image of some flowers (see 

Figure 1) and told, while pointing, “This picture is (crystal) 

clear, this picture is…”.  

 

 
 

Figure 1: Example Production Task Adjective Trial 

Results 

Book Impressions Survey 

On average, parents and their children rated the GPT-

generated  stories positively, as shown in Figure 2. Parents, 

on average, found these books to be age appropriate (M = 

4.26, SD = 0.82), coherent (M = 3.62, SD = 0.69), and 

engaging for both their child (M = 3.82, SD = 0.72) and other 

children of the same age (M = 3.78, SD = 0.67). Parents also 

opined that their child would be able to learn new words from 

the books (educational potential; M = 3.76, SD = 0.78). The 

lowest rating overall was for the question asking how likely 

it was that each book had been written by a human, which  

parents rated an average 2.70 (SD = 0.50), indicating that 

parents thought the stories were only slightly more likely to 

be human- than computer-generated.  

 

 
 

Figure 2: Average Survey Statistics 

Investigating these findings quantitatively, we used one-

sample Wilcoxon signed rank tests for Likert data. We 

compared parent ratings to an expected average rating of 2.5, 

and found that parents rated all metrics except for humanness 

(p = .157) significantly better than average. See Table 3.  

 

Table 3: Book Impressions Test Statistics (df = 18) 

 

Metric V r 

Coherence 171*** 0.88 

Age-Appropriateness 190*** 0.89 

Child Engagement 171*** 0.88 

Other Child Engagement 188.5*** 0.87 

Education Potential 153*** 0.88 

Humanness 66 0.40 

***<.001  

Production of Target Vocabulary 

To assess whether children performed better in the studied 

target words than in the control words, and possible 

differences in effectiveness for different types of words, we 

conducted a 3 (word type: noun, verb, adjective) by 2 (target 

type: target, control) within subjects ANOVA on child’s 

proportion of correct answers. Figure 3 shows these results. 

First, there was a significant main effect of word type, 

F(2,32) = 17.00, p < .001. Bonferroni-adjusted post hoc 
pairwise comparisons showed that children learned more 

nouns (p < .01) and verbs (p < .01) than adjectives but there 

was no difference in performance for nouns vs. verbs (p = 

1.000). The main effect for target type was also significant; 

children successfully produced more target words (M = 2.73, 

SD = 1.60) than control words (M = 1.81, SD = 1.20), F(1,16) 

= 24.76, p <. 001. The interaction between word type and 

target type was not significant, F(2,32) = 1.01, p = .377. 

 

 
 

Figure 3: ANOVA Results 
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However, planned comparisons between performance for 

target vs. control words for the three word types revealed that 

children did learn more target nouns (M = 3.41, SD = 1.33) 

than control nouns (M = 1.94, SD = 1.34), t(16) = 3.18, p < 

.01, but the difference was only marginally significant for 

verbs, t(16) = 1.81, p = .090, and was non-significant for 

adjectives, t(16) = 0.59, p = .563.  

Discussion 

Overall, the present work suggests that using LLMs to 

automatically generate children’s storybooks is feasible – 

parents overall rated these stories to be coherent, age-

appropriate, engaging and educational. Similarly, our initial 

findings suggest that these storybooks can be used to support 

vocabulary learning in preschoolers; children performed 

significantly better when asked to name pictures depicting 

studied target words compared to control words of similar 

difficulty. In interpreting these findings, however, it is 

important to consider some limitations. 

The fact that there were significant differences in 

performance in the production task between target and 

control words is certainly encouraging. This is particularly 

remarkable given the fact that children only had a very brief 

exposure to the books, and thus, to the target words. Although 

we did not give parents instructions as to how to and how 

many times to read the storybooks, universally parents read 

each book only one time, ad libbing comments about the story 

and the illustrations along the way as they saw fit.  It is 

perhaps not surprising, then, that children did overall poorly 

in this task, successfully naming only 29% of the probed 

items. However, their success was significantly higher for 

target words (37%) than for control words (24%), suggesting 

that they did learn something about the target words through 

that brief exposure.  Note, however, that children were still 

able to successfully name 24% of the control items on 

average, suggesting that in spite of our efforts to select words 

that children of this age group were unlikely to know, 

children did know some of them. This is to be expected, as 

vocabulary is highly idiosyncratic at this age. In future work 

a more stringent test of whether target words are being 

learned from the books, would be to include both pre- and 

post- book sharing measures of the words. 

There are other ways in which we could get a more 

nuanced assessment of children’s learning. For example, 

future work could additionally obtain some measure of 

conceptual understanding of the words, asking for example 

questions like, “what can you do with an accordion?” or 

specific questions about the events in the stories. 

Furthermore, given that the testing was conducted 

immediately after the exposure, it is impossible to know 

whether children’s learning of target words would be robust 

over time. Thus, in future work it will be important to 

measure retention of the target words over time.  

It is also encouraging that the books seemed to support 

learning of different types of words, namely nouns, verbs, 

and adjectives. Although there was some evidence suggesting 

that learning may be more robust for nouns than for verbs 

than for adjectives, this evidence was not conclusive and 

further work needs to be done to ascertain whether these 

words require different amounts or different forms of 

contextual support. For example, one may imagine that 

introducing words, especially adjectives, might be more 

effective if the text of the story included a contrast with a 

similar but not synonymous word. Future work could 

leverage existing resources such as WordNet (Miller, 1995) 

or use NLP techniques  such as word embeddings (Mikolov 

et al., 2013) to identify relevant words and add them to LLM-

generated stories. 

Finally, the goal of this study was to assess the feasibility 

of using LLMs to automatically generate stories for young 

children with the ultimate goal of supporting vocabulary 

growth in an individually tailored way. However, it is critical 

to highlight the vast amount of work that humans had to do 

at multiple stages of the process. First, evaluating and 

winnowing down the generated stories to the few dozen 

selected ones involved multiple rounds of annotations and 

evaluations from naive and expert raters. This level of effort 

would limit the scaling up of this work. There is work on 

automatically evaluating the complexity and quality of 

generated stories (Valentini et al., 2023; Fagroud et al., 

2022), and one can imagine similar approaches to, for 

example, evaluating the amount of contextual semantic 

support that a story offers for specific words. On the other 

hand, given that the ultimate audience for these stories will 

be young children, we may never want to remove the human 

in the loop. However, we can endeavor to facilitate the 

evaluation process so that parents are the final arbiters in 

choosing or tweaking a story for their children according to 

their own ideas of what is appropriate. Another part of the 

pipeline that involved a considerable amount of human hours 

was turning the generated stories into proper picture books. 

Our initial efforts simply feeding portions of the text into 

tools like DALL-E and Midjourney, without extensive 

prompt-tuning, resulted in confusing illustrations that lacked 

consistency across pages and sometimes even failed to depict 

the target words. As a result, illustrating one storybook could 

take anywhere from two to nine hours, depending on the 

method used. And yet, illustrations are imperative to support 

learning and attention for this age group, so in order to scale 

this up better tools will need to be developed. 

In sum, the work presented here shows that LLMs are a 

powerful tool that can be helpful in generating learning 

materials to support vocabulary enrichment in very young 

children, but there is still a long way to go in scaling up this 

work to support personalized learning. At every step of the 

way, however, it is important to keep young children and 

their families involved in the process to ensure that their 

needs are met, and their concerns are addressed.  
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