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This thesis is devoted to understanding the effect of inter-particle interactions,

external fields and confinement in active suspensions. Active suspensions, such as a

bath of swimming micro-organisms, have microstructural elements which are motile

and exert active stresses on the suspending fluid. The internally generated stresses in

active suspensions lead to an intrinsic coupling between the swimmer configurations

and the immersing fluid.

The first theme of the thesis focuses on hydrodynamically driven self-organization

in active suspensions. We first study the dynamics of concentrated active suspensions
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in a 3D periodic domain using a coupled Smoluchowski-Stokes kinetic model and

discover novel instabilities for both rear-actuated (pusher) and front-actuated (puller)

swimmers, characterized by giant number density fluctuations, due to the coupled

effects of hydrodynamic and steric interactions. Next, we incorporate chemotactic

run-and-tumble effects in the kinetic model to study the dynamics in thin films of

aerotactic bacteria. A transition to chaotic dynamics beyond a critical film thickness

is reported, in agreement with experiments, and shown to be a consequence of the

coupling between aerotactic response of bacteria and hydrodynamic disturbance flows.

The second theme focuses on the sole interplay between motility and confine-

ment in dilute suspensions, ignoring the effect of inter-particle interactions. First,

we investigate the dynamics of a confined suspension of Brownian swimmers using a

simple kinetic model by prescribing a no-flux condition on the probability distribution

function of particle configurations and explain several peculiar dynamics reported

in experiments, viz., wall accumulation, as well as upstream swimming, centerline

depletion and shear-trapping when a pressure-driven flow is imposed. Next, we calcu-

late the swim pressure of non-Brownian run-and-tumble spherical swimmers using a

kinetic model based on coupled bulk/surface probability density functions.

The third theme focuses on the effect of confinement on active self-organization.

We discover a symmetry-breaking phase-transition to a spontaneous flowing state

with net fluid pumping beyond a critical concentration in a strongly confined channel.

The framework for studying confined active suspensions is also extended to explore

geometric control of active self-organization in circular and other complex domains.

xix



Chapter 1

Introduction

Biological systems are composed of autonomous agents that are motile and

can self-propel by converting energy from the environment into directed or persis-

tent motion. Motility and activity in such self-propelled particle (SPP) systems

engender spectacular collective behavior characterized by remarkable spatio-temporal

self-organization, in spite of the absence of any centralized co-ordination. Fish schools

swirling like a stirred fluid to escape from a nearby predator, Aerial display of birds,

locust marching in a field, rotating colony of fire ants, collectively swarming bacteria

are a few examples of this phenomenon [2]. Over the last couple of decades, such

non-equilibrium systems, composed of self-propelled units called ‘active’ particles have

been termed ‘active matter’ and have excited research in areas as diverse as biophysics,

colloidal science, statistical mechanics, fluid dynamics and applied mathematics.

The universal properties of such collective self-organization has been studied

using minimal agent-based model introduced by Vicsek et al. [3], where the SPP

are modeled as point particles, which move with a constant speed, obeying a noisy

local rule, that requires the particle to align its direction with its neighbors. This

1
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model demonstrates a disorder-to-order transition characterized by a sudden onset

of collective motion above a critical concentration (or below a critical level of noise).

While elucidating the basic ingredients necessary for spontaneous self-organization,

these minimal models treat the medium in which the particles move as an inert

substrate and do not account for the microscopic details of the interactions between

the active particles and their suspending medium.

The focus of this thesis are wet active matter, or ‘active suspensions’, in

which active particles are suspended in a viscous fluid. A paradigmatic example

of active suspensions are suspensions of micro-organisms. These active suspensions

are peculiar complex fluids, which display fascinating dynamics characterized by

complex pattern formation and density fluctuations [4, 5], enhanced swimming speeds

[6], spatio-temporal coherence [7] on length scales that exceed single particle length,

3D turbulent-like behavior [6, 5], nematic structures [8], enhanced passive tracer

diffusivities [9, 10] and spontaneous chaotic motion which takes the form of whirls,

jets and vortices [11, 12]. In these suspensions, the active particles interact via long

range hydrodynamic interactions and the coupling between the active particles and

the suspending medium is crucial to the understanding of the dynamics.

The collective motion in active suspensions can be understood by constructing

the coupled kinetic equations for the swimmer configurations and a Stokes equation

for the fluid velocity of the suspending medium. An introductory first principles

derivation of such a model is presented in section 1.3 after reviewing a few basics of

low Reynolds number locomotion in section 1.1 and polymer suspension theory in

section 1.2. The motivation of the thesis is then presented in section 1.4 followed by

an overview of the research results in section 1.5.
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1.1 Single micro-swimmer dynamics

To understand the collective dynamics in active suspensions, it is first necessary

to understand the motion of a single active particle, the preliminaries of which, we

review in this section. For a detailed account, please see the review by Lauga [13].

1.1.1 Low Reynolds number regime

Micro-organisms such as Bacteria have a typically length of 4 µm and travel

with a velocity of 20 µms−1. The Reynolds number, measuring the relative importance

of inertial to viscous forces, given by Re = UL
ν

(with U and L the characteristic velocity

and length scales, and ν the kinetic viscosity of the fluid), associated with the swimming

of these micro-organisms, is very small. This points to a crucial difference in mechanical

swimming strategies of micro-organisms as compared to macroscopic organisms. While

locomotion of macroscopic organisms in fluids generally utilize inertia to achieve

propulsion by imparting momentum into the fluid, micro-organisms inhabit a highly

viscous low-Reynolds number (Re� 1) world, where inertial propulsion mechanisms

do not help.

1.1.2 Stokes flow

The fluid flows associated with the limit of zero Reynolds number (Re = 0)

are called Stokes flow. In this limit, the inertial terms dropout of the incompressible

Navier-Stokes equation, and momentum and continuum equation read,

∇q − η∇2u = f , ∇ · u = 0. (1.1)
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where η is the shear viscosity of the fluid, q is the pressure in the fluid, f is the force

acting on the fluid and u is the fluid velocity.

Two important properties of the Stokes equation are

• Time independence: The Stokes equation are independent of time. Any time

dependence in the fluid velocity has to either come from the forcing term f or

the boundary condition. Time-independence implies two crucial subproperties,

instantaneity and time-reversibility.

• Linearity: Linearity of the Stokes equation allows for superposition of funda-

mental solutions to solve complex problems.

As a consequence of these two properties, a swimmer must deform in a way that is

not invariant under time-reversal, to propel itself and this result is famously called

the ‘Scallop theorem’ [14].

1.1.3 Minimal model for microswimmers: Pushers vs Pullers

Micro-organisms have evolved different propulsion strategies to survive the

harsh world of zero Reynolds number, which is inherently unfavorable for mechanical

swimming. Examples include ciliary or flagellar locomotion. In flagellar propulsion, a

mechanism employed by model microswimmers such as motile bacteria and microalgae,

the cyclic nonreciprocal deformation of the flagella imparts a net-propulsive force Fp in

a direction opposite to that of the net-propulsion of the swimmer. In the limit of zero

Reynolds number, the nuetrally buoyant swimmer is force-free, which implies that,

the propulsive force Fp will be exactly balanced by the viscous drag force (Fd = -Fp),

which is exerted on the fluid by the cell body. To leading order, the active particle
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has a net effect of exerting a force dipole on the fluid medium, which in the Stokes

flow regime, drives a long-ranged flow (called a ‘stresslet’ flow) which decays with the

inverse square of the distance from the particle center (1/r2) in three dimensions.

Recent experiments [15, 16] have indeed confirmed the notion that, irrespective

of the specifics of the swimming mechanisms employed by the microswimmers, the

long-range fluid flows that they create have universal properties in the far-field,

characterized by such stresslet flows. This allows us to classify microswimmers into

two broad categories.

• Pushers or rear-actuated swimmers: Pusher particles exert their propulsive

thrust through their tail and thus induces a negative force dipole. Common

examples include motile bacteria such as B. Subtilis and E. Coli.

• Pullers or front-actuated swimmers: Puller particles exert their propulsive

thrust through their head and thus induces a positive force dipole. Common

examples include microalgae such as C. reinhardtii.

Note that, ‘head’ and ‘tail’ are defined with respect to the net direction of

propulsion of the swimmer, henceforth, symbolized using p.

1.1.4 Run-and-tumble motion of bacteria

To complete the discussion of the single (isolated) micro-swimmer dynamics,

we finally discuss the run-and-tumble motion of swimming bacteria. A bacterium

propels itself by rotating its flagella. When the flagella rotate in the counter clock-

wise direction, this leads to the bundling of the flagella resulting in a straight-line

propulsion, called as the ‘run’ phase. This ‘run’ phase is interspersed by ‘tumbling’
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events, which occurs when the flagellar rotation abruptly changes to clockwise, leading

to unbundling of the flagella and reorientation of the cell body. The tumbling event, is

again followed by a run phase but now in a new, random direction. For bacteria, the

tumbling event occurs at a rate 1s−1 lasting for a duration of 0.1s [17]. In an uniform

environment, the bacterial motion resembles a classical random walk.

In the presence of the stimulant gradient (chemoattractants such as oxygen

or nutrients, or chemorepellents such as fatty acids), bacteria can modulate their

tumbling frequency based on the temporal sensing of the chemical gradients and

perform a biased random walk to achieve chemotaxis (directed migration along a

chemical gradient).

1.2 Concentration regimes in polymer suspensions

The continuum kinetic theory for active suspensions that will be presented

in section 1.3 are direct extensions of classical models for their passive counterparts

viz., suspensions of slender rod-like polymers proposed by Doi and Edwards [18].

While analyzing the interactions between slender rod-like polymers, with diameter

b and length L, at finite concentration, they divided the polymer solutions into 4

concentration regimes. We briefly review them here.

• Dilute solution: A solution whose concentration is low enough that the average

distance between the polymers n−
1
3 is much larger than the length of the polymer

L or

n . n1 ≈
1

L3
, (1.2)
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where n is the number of particles per unit volume. In this regime, each polymer

rotates freely without being influenced by other polymers (hydrodynamic and

steric interactions are neglible).

• Semi-dilute solution: At concentrations corresponding to n� n1, the rotation

of the polymer is restricted due to the effect of other polymers, but the static

properties are not affected seriously until the concentration reaches another

characteristic concentration n2. This concentration regime, Semi-dilute, occurs

for a concentration n that satisfies the equation below.

n1 . n� n2 ≈
1

bL2
. (1.3)

In this regime the excluded volume effects are negligible but the hydrodynamic

interactions are significant and have to be taken into account.

• Concentrated isotropic solution: When the concentration n becomes greater

than n2, the excluded volume effects become important and the polymer align

nematically with their neighbours because of steric interactions. But the solution

remains isotropic till the concentration increases beyond another critical value

n∗ which is of the order of 1
bL2 . This concentration regime occurs when

n2 . n . n∗. (1.4)

Even though the solution is macroscopically isotropic, steric interactions influ-

ences static and dynamical properties and have to be taken into account.

• Liquid crystalline solution: When concentration n becomes greater than n∗,
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the polymers align on a macroscopic scale in equilibrium (without any external

field) and the solution becomes anisotropic. This occurs when

nbL2 > 1. (1.5)

1.3 Suspension level kinetic theory for active sus-

pensions: Doi-Saintillan-Shelley model

The work presented in this thesis is centered on the continuum kinetic model

proposed by Saintillan and Shelley [19, 20], which we review in this section.

Saintillan & Shelley [19, 20] developed a kinetic model for semi-dilute active

suspensions that are self-consistently derived from a first-principles mean-field descrip-

tion where the interactions between the active particles and the suspending fluid are

calculated using a coarse-graining approach. In this approach, a conservation equation

for the configuration of the active particles is coupled with the Stokes equation for the

local disturbance velocity (created by the force dipoles exerted by the active particles).

1.3.1 Smoluchowski equation

The configuration of the active particles is captured by the probability distri-

bution function Ψ(x,p, t) of finding an active particle at position x = (x, y, z) with

orientation p = (sin θ cosφ, sin θ sinφ, cos θ) at time t, where p also defines the direc-

tion of swimming. The probability distribution function satisfies the Smoluchowski

equation.

∂Ψ

∂t
+∇x · (ẋΨ) +∇p · (ṗΨ) = 0, (1.6)
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where the translational flux velocity ẋ captures self-propulsion with constant velocity

Vs in the direction of p, advection by the background disturbance flow (which is

perhaps created by other swimmers), and center-of-mass diffusion with isotropic and

constant diffusivity dt:

ẋ = Vs p + u(x)− dt∇x lnΨ. (1.7)

Particle rotations are captured by the angular flux velocity ṗ, which includes contri-

butions from the rotation of the particles by the fluid (via Jeffery’s equation), and

from rotational diffusion with diffusivity dr:

ṗ = (I− pp) · ∇xu(x) · p− dr∇p lnΨ, (1.8)

following the notation ∇xu = ∂ui
∂xj

.

1.3.2 Mean-field active stress and fluid velocity

The background flow u(x) is driven by the active stresses exerted by the

particles as they propel themselves through the fluid. The microscale active particles

creates a force dipole (to leading order) as they propel themselves, which in the Stokes

regime, can be characterized by the symmetric first moment of the surface stress of a

body called the ‘stresslet’. The particle extra stress (Σa) in a suspension containing a

large number of interacting active particles can be calculated as a local distributional

average of the individual stresslet contributions.

Σa = σ0D (x, t) , (1.9)
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where the tensor D (x, t) =
∫
Ω
Ψ(x,p, t)(pp − I/3) dp is the second orientational

moment of the active particle probability distribution function, and can also be

interpreted as a tensor order parameter characterizing the local nematic alignment of

the particles. The sign of the stresslet strength σ0 depends on the type of swimmer.

σ0 > 0 for pullers, σ0 < 0 for pushers.

With the knowledge of the active particle extra stress, the fluid velocity u (x, t)

can be obtained as a solution of the following momentum and continuity equations:

−η∇2
xu +∇xp = ∇x ·Σp, ∇x · u = 0, (1.10)

where η is the dynamic viscosity of the suspending Newtonian fluid and q is the

pressure.

1.3.3 Stability of an uniform isotropic state

Saintillan & Shelley [19, 20] performed a stability analysis of the kinetic

equations linearized around a uniform isotropic base state in an unconfined domain

and showed the existence of a long-wave instability for the nematic alignment (or

equivalently, for the active stress) of the particles in pusher suspensions. No such

instability exists for puller suspensions. Non-linear simulations of the kinetic equations

were also performed which reveal the growth of density fluctuations, which led to the

formation of dense concentrated bands of active particles, correlated on the scale of

the simulation domain, which form and breakup quasi-periodically.

To summarize, the mean-field kinetic theory approach demonstrates that self-

organization in pusher suspensions are a result of hydrodynamic instabilities driven
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by the active stresses and hence serves as a promising theoretical and computational

tool to probe active suspensions.

1.4 Motivation and research questions

The analysis of Saintillan and Shelley [19, 20] considered the sole effect of

hydrodynamic interactions in unconfined suspensions. However, in reality, the motion

of the swimming particles are influenced by several other effects such as confinement,

contact interactions, interaction with external fields like imposed flow or nutrient

gradients. Incorporating these effects within the kinetic theory framework will help

us provide a realistic description of the dynamics of active suspensions. The key

questions tackled in this thesis and the motivation behind the desire to address them

are enlisted below.

• Steric vs hydrodynamic interactions: Experiments on bacterial suspensions

which report collective behavior are often performed in the concentrated regime,

where excluded volume interactions between swimmers become important. The

interesting question of the respective roles of steric vs hydrodynamic interactions

in these dense systems has to be addressed to fully understand the dynamics of

collective flocking reported in experiments.

• Role of chemotactic interactions: External chemical fields can also affect

the self-organization in active suspensions. The dynamics is such chemotactic

active suspensions is a result of a three-way coupling between the active particle

transport, background fluid velocity and chemoattractant transport. While recent

experiments [6] have hinted that this three-way coupling can lead to transition



12

to collective behavior beyond a critical thickness of bacterial films exposed to

oxygen, such effects have not been considered in theory or simulations before. A

detailed study of the role of chemotactic interactions in active suspensions could

impact their suitability for future technological applications such as bacteria

powered micro-mixers and also have broader implications for the understanding

and treatment for pathogenic infections.

• Capturing confinement effects within the mean-field framework: Many

swimming micro-organisms are often found in highly confined environments, for

example, sperm in the reproductive tract, bacterial biofilms, etc. The interaction

of the active particles with confining surfaces is highly non-trivial. Even in dilute

systems, where particle-particle hydrodynamic and steric interactions can be

neglected, microfluidic experiments on bacterial suspensions have reported several

peculiar dynamics such as wall accumulation, as well as upstream swimming,

centerline depletion and shear-trapping when a pressure-driven flow is imposed.

There are controversial and competing mechanisms in the literature for the origin

of these effects. A unified continuum treatment of confinement effects in active

suspensions is still lacking and is critically important.

• Calculation of the swim pressure: An understanding of the distribution of

active particles in confinement is especially critical for determining the mechanical

force per unit area exerted by the suspension on the boundaries, or so-called

‘swim pressure’. This novel concept, which has received much scrutiny recently,

describes the force that must be applied on containing osmotic walls to keep

self-propelled particles confined. While recent studies have proposed a simple

ideal gas-like equation for swim pressure, examining the validity of the proposed
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swim pressure equation via a first principles derivation within our continuum

kinetic theory perspective is important and could form the basis of an analytical

framework to investigate phoretic transport of passive payloads in active solutes.

• Effect of confinement on collective self-organization: Geometric confine-

ment opens up the possibility of constructive control of the interaction-driven

collective self-organization in active suspensions. Stability analysis of unconfined

active suspensions show the zero wavenumber mode to be most unstable, the

corresponding non-linear simulations show the concentration and director fields

to be correlated over length scales comparable to the size of the simulation box.

Confinement introduces another length scale into the picture and can potentially

screen the correlation length of active self-organization. The existence of polar-

ized and spatially inhomogeneous equilibrium distributions in confined active

suspensions also has interesting implications for their stability when coupled

to hydrodynamic interactions. The crucial interplay between confinement and

interactions in active suspensions is thus, of vital importance and could inspire

new technologies such as bacteria powered micropumps.

In this thesis, we address these questions by incorporating hydrodynamic, steric,

chemotactic and confinement effects within the mean-field kinetic theory approach.

1.5 Overview of thesis research

This thesis is focused on the modeling of the effects of inter-particle interactions,

external flows and confinement in active suspensions within the continuum kinetic

theory framework. We consider a few model problems with the aim of elucidating the
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physical mechanisms leading to peculiar dynamics in active suspensions that have

been reported in experiments and also possibly discover novel properties that could

have broader implications for potential technological applications involving active

fluids.

The problem solving approach typically involves linear stability analysis, ana-

lytical manipulations using asymptotic, spectral / spherical harmonic expansions and

large scale finite-volume / spectral simulations of the Smoluchowski-Stokes equations,

performed on supercomputers.

The chapters are grouped under three themes, hydrodynamically driven self-

organization (chapters 2 and 3), dilute confined active suspensions (chapter 4 and 5)

and effect of confinement on active self-organization (chapter 6).

The first theme focuses on hydrodynamically driven self-organization in active

suspensions. Specifically, we look at active suspensions in the semi-dilute and concen-

trated regimes and explore the interplay between motility and inter-particle effects

such as hydrodynamic and steric interactions, as well as chemotactic interactions due

to an externally imposed chemical gradient field.

• Chapter 2 presents a detailed investigation of the respective roles of steric vs

hydrodynamic interactions in an unconfined concentrated active suspension using

continuum kinetic theory and numerical simulations [21]. Steric interactions are

captured by extending classic models for concentrated suspensions of rod-like

polymers, in which contacts between nearby particles cause them to align locally.

A theoretical base state analysis reveals that, in the absence of hydrodynamic

interactions, local alignment due to steric interactions results in a transition

from an isotropic state to a nematic state when volume fraction is increased.
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The hydrodynamic stability of both states is investigated using a linear stability

analysis and also confirmed using fully non-linear numerical simulations. The

analysis reveals instabilities characterized by the emergence of chaotic unsteady

flows and giant number density fluctations in both pusher and puller suspensions.

While the self-organization in pusher suspensions occurs at volume fractions

below the nematic transition threshold, for puller suspensions, it occurs at a

higher concentration, above the nematic transition threshold. It is argued that

the novel puller instability at higher concentrations is a consequence of a coupled

effect of hydrodynamic and steric interactions.

• Chapter 3 presents a kinetic model and three-dimensional numerical simulations

of suspensions of run-and-tumble aerotactic bacteria confined in free-standing

liquid films surrounded by air [22]. The continuum kinetic model is extended to

account for chemotactic run-and-tumble effects and is coupled to an advection-

diffusion-reaction equation for oxygen transport. In thin films, oxygen and

bacterial concentration profiles are shown to approach steady states. In thicker

films, a transition to chaotic dynamics is shown to occur and is characterized by

unsteady correlated motions, the formation of bacterial plumes, and enhanced

oxygen transport and consumption. This transition, also observed in previous

experiments, is shown to be a result of the coupling between the aerotactic

response of the bacteria and the flow fields they generate via hydrodynamic

interactions.

The second theme focuses on confined dilute active suspensions. Specifically, we

look at the active suspensions in the dilute limit, where particle-particle interactions

and particle-wall hydrodynamic interactions are neglected, to focus on the unique
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interplay between motility, confinement and external pressure-driven flows.

• Chapter 4 presents an investigation of the effects of confinement and non-uniform

shear on the dynamics of a dilute suspension of Brownian active swimmers by

incorporating a detailed treatment of boundary conditions within the kinetic

modeling framework [23]. Based on this model, the effects of confinement in

the absence of flow is first investigated, in which case the dynamics is governed

by a swimming Péclet number, or ratio of the persistence length of particle

trajectories over the channel width, and a second swimmer-specific parameter

whose inverse measures the strength of propulsion. In the limit of weak and

strong propulsion, asymptotic expressions for the full distribution function are

derived. For finite propulsion, analytical expressions for the concentration and

polarization profiles are also obtained using a truncated moment expansion of the

distribution function. In agreement with experimental observations, the existence

of a concentration/polarization boundary layer in wide channels is reported

and characterized, suggesting that wall accumulation in active suspensions is

primarily a kinematic effect which does not require hydrodynamic interactions.

The effects of a external pressure-driven Poiseuille flow is also considered and

shown to lead to a net upstream swimming of the particles relative to the flow,

and an analytical expression for the mean upstream velocity is derived in the

weak flow limit. In stronger imposed flows, the formation of a depletion layer

near the channel centerline is also predicted, due to cross-streamline migration of

the swimming particles towards high-shear regions where they become trapped,

and an asymptotic analysis in the strong flow limit is used to obtain a scale for

the depletion layer thickness and to rationalize the non-monotonic dependence of
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the intensity of depletion upon flow rate. We also analyze the effective rheology

of a dilute active suspension under confinement and contrast it to the case of

an unconfined suspension in uniform shear. Our theoretical predictions are all

shown to be in excellent agreement with finite-volume numerical simulations of

the kinetic model, and are also supported by recent experiments on bacterial

suspensions in microfluidic devices.

• Chapter 5 explores the limit of zero translational diffusion (or zero temperature)

in confined active suspensions [24], which is intractable within the continuum

framework presented in chapter 4. The simple case of a dilute active suspension

of non-Brownian athermal run-and-tumble spherical swimmers confined between

two planar hard walls and interacting via purely steric forces with the wall is

selected as a model system to analyze this limit. The spatial and orientational

distribution in this system is calculated theoretically using a kinetic model

based on coupled bulk/surface probability density functions, that incorporated

a realistic treatment of surface interactions and exchange processes between

surfaces and the bulk. The existence of a concentration wall boundary layer with

thickness scaling with the run length, the absence of polarization throughout

the bulk of the channel, and the presence of sharp discontinuities in the bulk

orientation distribution in the neighborhood of orientations parallel to the wall

in the near-wall region are demonstrated analytically. Our model is also applied

to calculate the swim pressure in the system, which is shown to asymptotically

approach the previously proposed ideal-gas behavior in wide channels but is

found to decrease in narrow channels as a result of confinement. Monte-Carlo

simulations are also performed for validation and excellent quantitative agreement
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with our theoretical predictions is reported.

The effects of self-generated or externally induced inter-particle interactions

and confinement were individually explored in the first and second themes respectively.

The third theme completes the story by bringing together the analysis from the first

two themes and exploring the effect of confinement on the hydrodynamically driven

self-organization in active suspensions.

• Chapter 6 explores the dynamics in a suspension of hydrodynamically interacting

active pusher particles confined between two parallel plates. As will be shown in

chapter 4, this confined suspension will develop a base state that is spatially inho-

mogeneous and polarized in the wall-normal direction. Linear stability analysis

of an one dimensional perturbation in the wall-normal direction to the base state

reveals a symmetry-breaking phase-transition to a spontaneous flowing state

above a critical level of activity or concentration. The fastest growing eigenmode

leads to a symmetric velocity profile with net fluid pumping in the channel. The

stability of the quiescent no-flow base state to a two dimensional perturbation

is analyzed by performing non-linear simulations of the conservation equations.

Above a critical concentration or activity, the quiescent no-flow base state is

destabilized, confirming the predictions of the linear stability analysis. In weak

confinement, there is a transition to spontaneous directional flows characterized

by persistent unsteadiness. In stronger confinement, spontaneous flows are

stabilized leading to steady fluid pumping in the channel. The possibility of con-

structive control of active self-organization using different confining geometries

is also discussed.

Overall, the investigation presented in this thesis have established kinetic
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theories based on the coupled Smoluchowski-Stokes equations to be powerful tool for

modeling the complex dynamics in active suspensions.

Final note: Each chapter of this thesis manuscript was written as stand-alone.

Relevant background and technical introduction is provided within each chapter and

they can thus be read independently.

Acknowledgement: Chapter 1, in small part, is a reprint of the material

that appears in my master’s thesis 2012.“Three-dimensional kinetic simulations of

active suspensions: effect of chemotaxis and steric interaction” by Ezhilan, Barath,

University of Illinois, 2012. The dissertation author was the primary investigator and

author of this manuscript.



Chapter 2

Instabilities and nonlinear

dynamics of concentrated active

suspensions

2.1 Introduction

Suspensions of motile microorganisms can show fascinating and complex large-

scale dynamics that have been aptly termed bacterial turbulence. The dynamics of

such active suspensions are characterized by persistent unsteadiness [11], the creation

and destruction of coherent flow structures [4], enhanced fluid mixing [6, 25], temporal

and spatial fluctuations in swimmer concentration [4], and dynamical transitions in

the character of the system as system size [6] and swimmer concentration [12, 5, 8] are

varied; see Ishikawa [26], Ramaswamy [27], Koch and Subramanian [28] and Saintillan

and Shelley [29] for recent reviews of some of these phenomena.

Theoretical investigations have used a variety of approaches to predict, un-

20



21

derstand, and interpret these experiments. The active nematic theory of Simha and

Ramaswamy [30] was an important early contribution. They posed a phenomenological

continuum theory for the collective behavior of swimmers based upon previous classic

models for nematic liquid crystals that included a destabilizing “active stress” gener-

ated by particle locomotion. This theory predicted, among other things, that in the

Stokesian regime of negligible fluid inertia suspensions of swimmers with long-range

orientational order would be unstable to hydrodynamic flows. There have since been

other related theories. Examples include Aranson et al. [31], who developed a kinetic

theory for the dynamics of a motile suspension in a thin fluid film where active fluid

stresses as well as the alignment effects of pairwise swimmer collisions are modeled.

Wolgemuth [32] developed a two-phase (fluid and swimmer) model of a bacterial

suspension driven by active stresses that incorporates nematic elasticity.

Another approach has been to model and directly simulate the hydrodynamic

interactions of many swimmers, as well as trying to capture within these simulations the

effect of steric interactions [33, 34, 35, 36, 37, 38]. These simulations have reproduced

qualitative aspects of experiments, such as the appearance of large-scale flows, and

have shown that hydrodynamic interactions alone can be sufficient for producing

collective dynamics and coherent structures. Recent work by Saintillan and Shelley

[38] that simulated large-scale suspensions of hydrodynamically interacting slender

swimming rods demonstrated this latter point, as well as highlighted the importance

of the swimming mechanism to the appearance of large-scale flows. These simulations

showed that transitions can occur as a function of swimmer concentration and system

size, and that unstable suspensions can exhibit local flocking and concentration

fluctuations not predicted by linear theories [38].
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In seeking to understand experiments and their simulations of motile sus-

pensions, Saintillan and Shelley [19, 20] developed a simple kinetic model based on

first principles that couples a Smoluchowski equation for the distribution of particle

configurations (positions and orientations) to the Stokes equations forced by the

active stresses generated by the locomotion of the swimmers through the surrounding

fluid (a similar model was also developed independently by Subramanian and Koch

[39]). This Smoluchowski/Stokes system of partial differential equations is very sim-

ilar to that developed by Doi and Edwards [18] to describe passive Brownian rod

suspensions, as the active stress tensor resulting from locomotion shares the same

tensorial form as the Brownian stress resulting from thermal fluctuations in passive

suspensions. (See Hatwalne et al. [40] for a discussion of the fundamental differences

in origin and interpretation of active and passive nematogenic stresses, which are

particularly relevant for ordered phases). One very important difference is that the

stresslet coefficient of the active stress is oppositely signed (negative) when the motile

particles are pushers (rear-actuated swimmers). Both passive and active systems

have an energy-like quantity, the relative conformational entropy, and for passive rods

and (front-actuated) pullers this quantity decays to zero, implying global stability

of the state of uniform isotropy. This is not so in the case of pushers, allowing the

possibility of a continuous production of fluctuations from the swimmer motions and

fluid coupling.

Two steady-state swimmer distributions play an important role for the kinetic

theory of slender active particles. The first is the globally aligned “nematic” state,

which requires neglect of rotational diffusion in the dilute limit when steric interactions

are neglected. A linear analysis by Saintillan and Shelley [20] showed its instability to
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hydrodynamic flow, in agreement with the earlier prediction of Simha and Ramaswamy

[30]. The second state is uniform isotropy, and a linear analysis around it showed

stability for suspensions of pullers, and an orientational instability for pushers if the

system size or swimmer concentration are sufficiently high. For pullers, stability is

global due to the monotonic decay of the system’s conformational relative entropy

[20]. These predictions, which are in qualitative agreement with experiments of

bacterial suspensions within suspended films [41], were also confirmed using continuum

simulations [19, 20, 42], which for pushers showed the emergence, from near uniform

isotropy, of large-scale roiling flows that are characterized by concentration fluctuations

and coherent structures. Puller suspensions showed relaxation to the uniform state.

These dynamics are also consistent, at least qualitatively, with results from direct

particle simulations [34, 38].

It is widely accepted that at high concentrations, steric interactions between

swimmers become important with the expectation that sterically-induced nematic

ordering will emerge. Certainly such ordering has been observed in the dynamics of

dense bacterial suspensions [8], as well as in swarming flocks of motile bacteria [43, 44,

45], in which long-ranged fluid-mediated interactions may not always be significant.

Simulations of self-propelled hard rods interacting solely via contact interactions

in fact also show the emergence of coherent structures and correlated motions [46],

raising the question of the relative roles of steric vs hydrodynamic interactions in

dense active suspensions. In this chapter, we attempt some understanding of the joint

effects of both types of interactions by studying a simple and classical extension of

our previous kinetic theory for dilute suspensions that accounts for local alignment as

a result of steric interactions. In particular, we follow Doi and Edwards [18] in their
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modeling of steric interactions in dense rod suspensions, and use the local tensor order

parameter of the particle orientation distribution to generate an alignment torque in

the single particle fluxes. This torque is proportional to local rod concentration and

stabilizes the locally aligned state against rotational diffusion. As this torque devolves

from a force potential, it also generates a contribution to the extra stress which must

be accounted for in the overall momentum balance [18]. Baskaran and Marchetti

[47] developed and studied the linear stability properties of a kinetic theory, after a

moment closure approximation, rather similar to the one studied here. Forest et al.

[48] also recently developed a related, yet more elaborate theory that includes liquid

crystalline contributions, and which they have used to investigate pattern formation

in two dimensions.

We first investigate the linear stability of the full extended kinetic model

to plane-wave perturbations for both the isotropic and nematically ordered base

states. We find that modes of instability are restricted generically to the zeroeth, first,

and second azimuthal modes on the sphere of orientations, and can be determined

analytically in the long-wave limit for the isotropic base state. For pusher suspensions,

we find that both isotropic and nematic states are expected to become unstable

beyond a critical strength of steric coupling. For puller suspensions, hydrodynamic

interactions are stabilizing in the dilute regime. However, increasing the strength of

steric interactions destabilizes the isotropic base state, while the nematic state can

likewise become unstable to hydrodynamic coupling. To investigate the fully nonlinear

regimes, we then perform spectral/finite-difference simulations of the full kinetic

equations in three dimensions. These simulations find some surprising behaviors, such

as unexpected two-dimensional dynamics at low volume concentrations for pushers,
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and very different coherent structures in unstable pusher and puller suspensions. We

investigate the degree of ordering that emerges in these simulations and generally find

that the suspensions show large regions of nematic order that are nonetheless transitory

and unsteady. This seems roughly consistent with experimental observations on flocks

of motile bacteria [8, 43, 44, 45]. As in our previous dilute model, we find that the

power input by swimming is considerably larger for pushers than for pullers, even

in the unstable regimes, but find that, unlike our previous work, sterically-mediated

unstable puller suspensions can now also increase the power input to the system.

2.2 Kinetic model

2.2.1 Conservation equation

We consider a suspension of N active particles of length ` and thickness b

(aspect ratio r = `/b� 1) in a volume V assumed to be a cube of linear dimension

L = V 1/3. The mean number density is defined as n = N/V , and we also introduce

an effective volume fraction ν = nb`2, which is the appropriate parameter to capture

the isotropic-to-nematic transition in the case of passive rod-like particles [18]. The

model we use to study the dynamics is an extension of our previous kinetic theory for

dilute suspensions of self-propelled particles [19, 20] to account for local alignment

as a result of steric interactions. We describe the configuration of the suspension by

means of a continuum distribution function Ψ(x,p, t) of center of mass x and director

p (where p is a unit vector defining the orientation and swimming direction of the

particles) at time t. By conservation of particles, Ψ(x,p, t) satisfies a Smoluchowski
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equation [18]

∂tΨ +∇x · (ẋΨ) +∇p · (ṗΨ) = 0, (2.1)

where ∇p denotes the gradient operator on the unit sphere of orientations Ω and is

defined as

∇p = (I− pp) · ∂
∂p

, (2.2)

and the distribution function is normalized as

1

V

∫

V

∫

Ω

Ψ(x,p, t) dp dx = n. (2.3)

With this normalization, the constant distribution function Ψ = n/4π corresponds to

the uniform and isotropic state.

The flux velocities ẋ and ṗ in Eq. (2.1) describe the motion of the particles in

the suspension and are modeled as

ẋ = V0p + u(x)−D∇x lnΨ, (2.4)

ṗ = (I− pp) · ∇xu · p−∇pU(x,p)− d∇p lnΨ. (2.5)

In Eq. (2.4), the center-of-mass velocity is expressed as the sum of three contributions:

the particle swimming velocity V0p (along the director p), the local mean-field fluid

velocity u(x), whose calculation is explained in Sec. 2.2.4, and translational diffusion

with diffusivity D, assumed to be isotropic. Similarly, Eq. (2.5) models the angular

flux velocity as the sum of three terms. The first term on the right-hand side uses

Jeffery’s equation [49, 50] to describe the rotation of a slender rod-like particle in the

mean-field flow with velocity gradient ∇xu. The second term, which will be discussed



27

in Sec. 2.2.2, models steric interactions due to concentration effects by means of a

local alignment torque deriving from a potential U(x,p, t) that depends on the local

particle orientations. Finally, Eq. (2.5) also captures rotational diffusion with angular

diffusivity d.

From the distribution function, we also define the concentration field c(x, t),

director field (or polar order parameter) n(x, t), and nematic order parameter Q(x, t),

as the zeroeth, first, and second moments of Ψ(x,p, t) with respect to p, respectively:

c(x, t) =

∫

Ω

Ψ(x,p, t) dp, (2.6)

n(x, t) =
1

c(x, t)

∫

Ω

Ψ(x,p, t)p dp, (2.7)

Q(x, t) =
1

c(x, t)

∫

Ω

Ψ(x,p, t)(pp− I/3) dp. (2.8)

We also introduce the following quantities, which will become useful in the subsequent

analysis:

D(x, t) =

∫

Ω

Ψ(x,p, t)(pp− I/3) dp = c(x, t)Q(x, t), (2.9)

S(x, t) =

∫

Ω

Ψ(x,p, t)(pppp− Ipp/3) dp. (2.10)

2.2.2 Steric interactions

The emergence of collective motion in experiments on bacterial suspensions[12,

5, 8] typically occurs at such high volume fractions that steric interactions resulting

from direct mechanical contacts between particles have a significant impact on particle

dynamics. This was clearly noted recently by Cisneros et al. [8], who observed a

transition to local directional order in concentrated suspensions of swimming Bacillus
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subtilis. The aligning effect of collisions was also reported by Sokolov et al. [12] who

observed collisions between pairs of bacteria swimming in two-dimensional stabilized

films and found that colliding cells subsequently align and swim as a pair; similar

dynamics have also been reported in suspensions of swimming Paramecia [51]. The

importance of steric interactions is also especially clear in swarming experiments

with bacterial colonies growing on flat substrates [43, 44, 45], in which case direct

contacts likely even dominate the dynamics as long-ranged hydrodynamic interactions

are partially screened by boundaries. In such experiments, local alignment and

directionally correlated motion has also been reported to emerge [45].

Nematic alignment is well known to arise in concentrated suspensions of

Brownian rod-like particles at thermal equilibrium as a result of steric interactions: in

these systems, increasing concentration results in a transition from an isotropic to a

nematic state by an entropic effect, as the effective volume occupied by a particle in

the isotropic phase is larger than in the nematic phase [18, 52, 53]. A simple scaling

for the critical number density for the transition can be obtained as n ∼ 1/b`2. This

effect is commonly modeled in liquid crystal theories by means of a phenomenological

free energy constructed based on symmetry arguments, such as the Landau-de-Gennes

free energy [54, 55] which depends quadratically on the nematic order parameter

tensor Q(x, t) defined in Eq. (2.8). This approach has also previously been adapted to

the case of active liquid crystals [56, 57] and active suspensions [32], in spite of these

systems being out of thermal equilibrium.

A few more sophisticated models for concentrated active suspensions have been

posed that are based on a microscopic description of collisions between self-propelled

particles. Aranson et al. [31] proposed a continuum model for two-dimensional
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bacterial suspensions, in which they described steric effects based on a pairwise collision

operator having the effect of aligning particles coming into contact. This description,

however, relies on the pair probability distribution function in the suspension, which

Aranson et al. [31] approximated as the product of two singlet distributions. More

recently, Baskaran and Marchetti [58, 59] also addressed the effect of collisions in two-

dimensional collections of self-propelled hard rods. Using non-equilibrium statistical

mechanics, they derived a kinetic theory in which expressions for the translational and

orientational fluxes resulting from pairwise collisions were obtained. In particular, they

showed that collisions modify the orientational flux by addition of an effective torque

captured by the Onsager potential [60] commonly used in passive liquid crystalline

suspensions, but also result in two additional contributions due to the coupling between

translational and rotational motions; these contributions have complex forms that

depend on the pair distribution function in the suspension and are not easily included

in a mean-field model.

In this work, we adopt the classic mean-field treatment of steric interactions

motivated by the work of Doi and Edwards [52, 18] on passive suspensions of Brownian

rod-like particles, and model the effects of concentration by means of the additional

torque in Eq. (2.5), which is expressed in terms of an interaction potential

U(x,p, t) =

∫

Ω

Ψ(x,p′, t)K(p,p′) dp′, (2.11)

where the kernel K(p,p′) describes steric interactions between two slender particles

with orientations p and p′. In their kinetic theory, Baskaran and Marchetti [59]
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showed that an appropriate form is given by the classic Onsager potential [60]:

K(p,p′) = U0|p× p′|, (2.12)

which realizes its minimum when p and p′ are either parallel or anti-parallel. Here,

we use the common approximation known as the Maier-Saupe potential [61]:

K(p,p′) = −U0(p · p′)2, (2.13)

which has the same qualitative effect as the Onsager potential. Note that for Brownian

particles, the constant U0 has a clear thermodynamic origin and can be formally derived

based on equilibrium statistical mechanics. In the case of an active suspension where

thermal fluctuations are negligible, the parameter U0 no longer has a clear energetic

interpretation but should rather be interpreted as a phenomenological coefficient

characterizing the effective magnitude of steric interactions. Its precise value is not

easily predicted theoretically but could potentially be obtained using direct particle

simulations such as ours [34, 38], though these have not yet been applied to the

concentrated case of interest here owing to their high computational cost. Such

simulations would also serve to verify the expression posited in Eq. (2.11) for the

effective interaction potential.

Substituting Eq. (2.13) into Eq. (2.11) immediately yields

U(x,p, t) = −U0 pp : D(x, t)− U0

3
c(x, t), (2.14)

where D(x, t) was defined in Sec. 2.2.1. Clearly, we see that the interaction potential
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U(x,p, t) at a given location x reaches its minimum when p is aligned with the

principal axis of D(x, t), which is also the preferred direction of alignment for the

swimmers. Using this expression for U(x,p, t), Eq. (2.5) for the angular flux velocity

takes on the simple form

ṗ = (I− pp) · [∇xu + 2U0D(x, t)] · p− d∇p lnΨ. (2.15)

2.2.3 Diffusion coefficients

As the analysis of Sec. 2.3 will uncover, the rotational and translational diffu-

sions play a central role in the system’s stability. Understanding their origins and their

dependence on volume fraction and local microstructure is therefore important. Several

distinct phenomena can lead to particle diffusion. First, thermal diffusion can be

significant in suspensions of artificial microswimmers (such as self-propelled nanorods),

though it is typically negligible for biological swimmers. Biological swimmers, however,

are still subject to diffusion even in very dilute systems owing to shape imperfections

or noise in the swimming actuation [62, 63]. In the absence of interactions, these two

effects could be described in terms of constant diffusion coefficients d0 and D0. At

high concentrations, these diffusivities are likely to be affected by steric effects and to

depend on the local structure of the suspension. In the case of a passive suspension of

rod-like polymers, Doi and Edwards [18] suggest that the rotational diffusion in the

semi-dilute to concentrated regimes be modeled as

d = Cd0(n`
3)−2

(
1− 3

2
Q : Q

)−1
, (2.16)
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and so d depends on the mean volume fraction n`3 and local nematic order parameter

Q(x, t); this particular dependence on volume fraction was recently verified in computer

simulations of rigid rods [65]. Doi and Edwards also predict that the translational

diffusivity will become anisotropic, with stronger diffusion in the local direction of

alignment (eigenvector of Q with largest eigenvalue) than in perpendicular directions.

In addition to thermal noise (or noise due to the swimming actuation), semi-

dilute and concentrated systems are also subject to hydrodynamic diffusion, which

results from fluid-mediated interactions between the particles and can in many cases

be the dominant diffusion mechanism. In fairly dilute systems (n`3 < 1), a theoretical

argument by Subramanian and Koch [39] suggests that d ∝ n`3, and these scalings

were indeed verified in our previous particle simulations [34, 38] based on slender-body

theory (and which have no imposed stochasticity). The same simulation data, however,

also suggests that this dependence may break down at higher concentrations, with

d reaching what appears to be a plateau when n`3 ≈ 1. We are unaware of any

numerical simulations of slender swimmers that include hydrodynamic interactions

in the concentrated regime, so it is unclear what the dependence on volume fraction

becomes beyond this limit.

Because of this multitude of potential diffusion mechanisms, and of the ambigu-

ity of the scaling of the coefficients with volume fraction, we make in this chapter the

simplest assumption of constant dimensional diffusivities d and D. A more detailed

dependence on volume fraction is straightforward to include in the theory, though we

do not discuss it further.
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2.2.4 Mean-field fluid velocity

To close Eqs. (2.4)-(2.5) for the flux velocities, the fluid velocity u(x) generated

by the active particles is required. This velocity captures mean-field hydrodynamic

interactions between particles, and is driven by the force dipoles that the motile

particles exert on the fluid as they propel themselves. In the low-Reynolds-number

regime characteristic of microscale swimmers, it can be obtained as a solution of the

momentum balance and continuity equation:

−η∇2
xu +∇xq = ∇x ·Σ, ∇x · u = 0, (2.17)

where η is the dynamic viscosity of the suspending Newtonian fluid and q is the

pressure. The second-order tensor Σ(x, t) denotes the particle extra stress in the

suspension. This particle stress is obtained as a configurational average of the force

dipoles exerted by the particles on the fluid [66, 67]. In the case of motile particles [68],

it can be decomposed as the sum of four contributions, arising from the permanent

dipole due to swimming, Brownian rotations (in the case of colloidal particles),

resistance to stretching and compression by the local flow field, and steric torques:

Σ = Σs +Σb +Σf +Σt.

The first contribution Σs due to swimming, corresponding to the active stress,

can be modeled as Σs(x, t) = σsD(x, t) [40]. The stress magnitude or dipole strength

σs depends on the mechanism for swimming and can be of either sign: σs > 0 for

head-actuated swimmers, or pullers (such as the microalga Chlamydomonas reinhardtii

[15, 16]), whereas σs < 0 for rear-actuated swimmers, or pushers (such as the bacteria

Bacillus subtilis and Escherichia coli [62]). From dimensional analysis or from a
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basic force balance [69], it is straightforward to show that σs ∝ ηV0`
2, where ` is the

characteristic size of the particles.

The second contribution Σb only arises for particles subject to Brownian

rotations, and is expressed as : Σb(x, t) = 3kTD(x, t), where kT is the thermal energy

of the solvent [70]. Note that Σb has the same tensorial form as Σs, and therefore

Brownian rotations simply offset the swimming dipole strength σs by 3kT . As most

suspensions of motile particles are only weakly affected by Brownian motion, we neglect

the Brownian stress in the following discussion, though it can easily be included by

modifying the value of σs.

The third contribution Σf arises because of the assumed inextensibility of the

particles, which resist stretching (or compression) by the local fluid flow. This stress

tensor was previously calculated for passive particles [70, 71], and is expressed as:

Σf (x, t) = σfS(x, t) : E(x), where E(x) = [∇xu +∇xu
T ]/2 is the rate-of-strain tensor,

and the constant σf depends on the shape of the particle. For a slender particle of

aspect ratio r, it can be obtained from slender-body theory as: σf = πη`3/6 ln(2r).

Finally, torques due to local steric interactions also result in a fourth stress

contribution, which can be evaluated for a rod-like particle using slender-body theory.

We calculate this stress tensor in Appendix A [72], where we show that it can be writ-

ten in the form: Σt(x, t) = −σt [D(x, t) ·D(x, t) + c(x, t)D(x, t)/3− S(x, t) : D(x, t)],

where for a slender body the constant σt can be estimated as: σt = πη`3U0/3 ln(2r).

As discussed by Doi and Edwards [18], a similar stress contribution arises in passive

suspensions of rod-like particles at thermal equilibrium.

From the form of the various stress tensors, it is straightforward to see that, in

dilute suspensions, both Σs and Σb scale linearly with number density n, whereas Σf
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and Σt scale with n2 in general. This explains why flow-induced stresses and steric

stresses have been neglected in previous work on dilute suspensions [20]. However,

they cannot be ignored in more concentrated systems such as the ones of interest here.

Still, it should be noted that the expressions for the various particle stress tensors

used herein remain inherently based on a low-volume-fraction assumption, as they do

not include contributions from near-field interactions. In concentrated systems, more

complex rheological laws have been derived for the flow-induced stress that account for

higher-order reflections in the interactions between particles [73], though these laws

are fairly complex and we are unaware of any similar calculation for the steric stress

tensor. We therefore focus in this study on the leading-order corrections captured

by the expressions derived above, with the caveat that they may not quantitatively

capture dependences on volume fraction in very dense systems.

Another assumption of our model, which should be kept in mind, is the one-fluid

approximation made when writing the momentum and continuity equations (2.17). In

this model, we assume that the fluid and particle advection velocities can be described

in terms of a single velocity field u. This assumption, which is equivalent, from the

point of view of hydrodynamics, to neglecting the volume of the particles, is again

adequate only if the volume fraction is not too high. At high volume fractions, two-fluid

models, which have been successfully developed for passive suspensions [74, 75, 76],

would be more appropriate; a first attempt at describing active suspensions in this

manner is due to Wolgemuth [32], though more work remains to be done in this area.
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2.2.5 Non-dimensionalization

We non-dimensionalize the governing equations using the following characteris-

tic scales for velocities, lengths and times:

uc = V0, lc = (n`2)−1 = b/ν, tc = lc/uc. (2.18)

We also scale the distribution function Ψ with the mean number density n. Upon

non-dimensionalization, the conservation equation (2.1) remains unchanged, but the

flux velocities become:

ẋ = p + u(x)− νD∗∇x lnΨ, (2.19)

ṗ = (I− pp) · [∇xu + 2U∗0D(x, t)] · p− d∗

ν
∇p lnΨ. (2.20)

where the dimensionless parameters D∗, d∗ and U∗0 are defined as

D∗ =
D

bV0
, d∗ =

db

V0
, U∗0 =

U0

V0l2
(2.21)

The momentum equation for the fluid velocity simplifies to: −∇2
xu +∇xp = ∇x ·Σ,

and the dimensionless particle stress tensor is now expressed as

Σ(x, t) = αD + βνS : E− 2U∗0βν
(
D ·D +

c

3
D− S : D

)
, (2.22)

where the dimensionless coefficients α and β are given by

α =
σs

ηV0`2
, β =

πr

6 ln(2r)
. (2.23)
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In the remainder of the chapter, we exclusively use dimensionless variables, and omit

asterisks on dimensionless parameters.

2.3 Stability analysis

2.3.1 Isotropic and nematic base states

The set of equations described in Sec. 2.2 forms a closed system that can be

solved for the evolution of the distribution function Ψ in the suspension. Before we

study the stability of this system, we first seek steady spatially uniform solutions of

the equations of the form Ψ0(p), which will serve as base states for the linear stability

analysis. Such solutions are obtained by setting the angular flux velocity ṗ to zero:

∇p lnΨ0 = ξ(I− pp) ·D0 · p, (2.24)

where we have defined ξ = 2U0ν/d. This equation expresses a balance between angular

diffusion and alignment as a result of steric interactions.

An obvious solution of Eq. (2.24) is given by Ψ0 = 1/4π, which corresponds to

an isotropic suspension. However, depending on the values of the parameter ξ, we show

that this solution may not be unique. We specifically seek orientation distributions

that are axisymmetric around a unit vector ẑ, which is indeterminate and sets the

local preferred direction of alignment. We also define two additional unit vectors x̂

and ŷ to form an orthonormal basis. In spherical coordinates with polar axis along ẑ,

we have

p = cosφ sin θ x̂ + sinφ sin θ ŷ + cos θ ẑ, (2.25)
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with θ ∈ [0, π] and φ ∈ [0, 2π). We seek axisymmetric distribution functions of the

form Ψ0(p) = Ψ0(θ). For such functions, an easy calculation shows that

D0 = A[Ψ0]

(
ẑẑ− I

3

)
, (2.26)

where the operator A[Ψ0] is defined as

A[Ψ0] = π

∫ π

0

Ψ0(θ)(3 cos2 θ − 1) sin θ dθ. (2.27)

Using Eq. (2.26), the conservation equation (2.24) simplifies to

∂

∂θ
lnΨ0 = −ξ

2
sin 2θ A[Ψ0]. (2.28)

This integrates to

Ψ0(θ) = C exp

(
ξ

4
cos 2θ A[Ψ0]

)
, (2.29)

where the integration constant C is determined to normalize Ψ0 according to Eq. (2.3).

Note that the value of A[Ψ0] is still unknown. It can be obtained by applying

the operator A to Eq. (2.29), which yields an implicit nonlinear equation. After

simplifications, and defining δ = A[Ψ0]ξ/4, the solution for the orientation distribution

is expressed as

Ψ0(θ) =
exp(δ cos 2θ)

2π
∫ π
0

exp(δ cos 2θ′) sin θ′ dθ′
, (2.30)

where the parameter δ must be a zero of the following function g(δ):

g(δ) = δ − ξ

8

∫ π
0

sin θ(3 cos2 θ − 1) exp(δ cos 2θ) dθ∫ π
0

sin θ exp(δ cos 2θ) dθ
. (2.31)
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Figure 2.1: (Color online) (a) Solutions of the equation g(δ) = 0, where
g is defined in Eq. (2.31), as functions of ξ = 2U0ν/d. Full lines show the
branches that, at a given value of ξ, minimize the steric interaction energy.
(b) Steric interaction energy E(ξ) along each of the three branches found
in (a). (c) Orientation distributions for ξ = 20 corresponding to the three
solution branches.

A zero of g(δ) is clearly obtained when δ = 0 regardless of the value of ξ, and

corresponds to the isotropic orientation distribution Ψ0 = 1/4π. However, this solution

is not unique, and all the zeroes of g(δ) are plotted in terms of ξ in Fig. 2.1(a). For low

values of ξ (weak steric alignment torque), the isotropic solution is unique (branch 1).

However, above the critical value of ξc1 ≈ 13.46, a bifurcation occurs and two additional

solutions arise (branches 2 and 3). Both of these correspond to nematic orientation

distributions; δ increases with ξ along branch 2, whereas it decreases along branch 3.

This third branch even becomes negative when ξ ≥ ξc2 = 15, where it crosses branch 1.

Beyond this value, branch 3 corresponds to an orientation distribution in which the



40

particles are laying preferentially in the x-y plane. The orientation distributions for

all three branches at ξ = 20 are illustrated in Fig. 2.1(c).

In a physical system, the relevant solution is expected to minimize the total

interaction energy, defined as

E =

∫

Ω

Ψ0(p)U(p) dp = −U0

∫

Ω′

∫

Ω

Ψ0(p)Ψ0(p
′)(p · p′)2 dp dp′, (2.32)

or, for an axisymmetric orientation distribution:

E = −2π2U0

∫ π

0

∫ π

0

Ψ0(θ)Ψ0(θ
′)
[
sin2 θ sin2 θ′ + 2 cos2 θ cos2 θ′

]
sin θ sin θ′ dθ dθ′.

(2.33)

This energy was calculated along each branch and is plotted in Fig. 2.1(b). We find

that when ξ ≥ ξc1 the energy minimum is always achieved on branch 2 with the

largest value of δ, which corresponds to the nematic orientation distribution with

the strongest alignment. In summary, the base-state orientation distribution is the

isotropic one (Ψ0 = 1/4π) when ξ < ξc1 ≈ 13.46; above ξc1, the base-state orientation

distribution is expected to become nematic and to be given by Eq. (2.30) where the

value for δ should be chosen on branch 2. Note that this discussion is based solely on

energy minimization, but does not necessarily reflect the hydrodynamic stability of

the various branches, as we describe in more detail below. This was previously noted

by Doi and Edwards [18], who also predicted a range of ξ over which both isotropic

and nematic phases can exist.
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2.3.2 Linearized equations and eigenvalue problem

We now proceed to analyze the linear stability of the base states obtained in

Sec. 2.3.1. We treat the case of an arbitrary base state Ψ0, which can be either the

isotropic state or a nematic state defined by Eq. (2.30). We denote by D0 and S0 the

base-state values of the two tensors D(x, t) and S(x, t). Consider a small perturbation

of the distribution function with respect to Ψ0:

Ψ(x,p, t) = Ψ0(p) + εΨ̃(x,p, t), (2.34)

where |ε| � 1 and |Ψ̃ | ∼ O(1), and similar perturbations are also assumed for the

other flow variables. After linearization of the governing equations, the following

evolution equation can be obtained for the perturbation:

∂tΨ̃ + p · ∇xΨ̃ − νD∇2
xΨ̃ −

d

ν
∇2
pΨ̃ +∇pΨ0 · (I− pp) · (∇xũ + 2U0D̃) · p

−3Ψ0pp : (Ẽ + 2U0D̃) + 2U0∇pΨ̃ · (I− pp) ·D0 · p− 6U0Ψ̃pp : D0 = 0.

(2.35)

The perturbation velocity ũ satisfies the same momentum equation as u, but forced

by the linearized stress tensor

Σ̃(x, t) = αD̃+βνS0 : Ẽ−2βU0ν

(
D0 · D̃ + D̃ ·D0 +

1

3
D̃ +

c̃

3
D0 − S0 : D̃− S̃ : D0

)
.

(2.36)

To make analytical progress, we assume that the perturbation can be written as a

plane wave with wave vector k of the form: Ψ̃(x,p, t) = Ψ̂(p) exp(ik · x + σt), where
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σ denotes the complex growth rate. In this case, Eq. (2.35) becomes:

σΨ̂ + i(p · k)Ψ̂ + νDk2Ψ̂ − d

ν
∇2
pΨ̂ +∇pΨ0 · (I− pp) · (ikû + 2U0D̂) · p

−3Ψ0pp : (ikû + 2U0D̂) · p + 2U0∇pΨ̂ · (I− pp) ·D0 · p− 6U0Ψ̂pp : D0 = 0.

(2.37)

Next, we solve for the Fourier component û of the fluid velocity. Standard

manipulations [77] on the continuity and momentum equations yield

û =
i

k
(I− k̂k̂) · Σ̂ · k̂, (2.38)

where k̂ = k/k denotes the wave direction. One must keep in mind, however, that

the particle stress tensor Σ̂ itself depends on û through the flow-induced stress.

Specifically, the linearized stress tensor can be written in Fourier space as

Σ̂ = βν S0 : (ikû) + Ĉ, (2.39)

where the second-order tensor Ĉ includes contributions from the active and steric

stresses and is independent of û:

Ĉ = α D̂− 2U0βν

(
D0 · D̂ + D̂ ·D0 +

1

3
D̂ +

ĉ

3
D0 − S0 : D̂− Ŝ : D0

)
. (2.40)

In index notation, Eq. (2.38) can therefore be written

ûi =
i

k
(δij − k̂ik̂j)(iβνS0

jklmklûm + Ĉjk)k̂k, (2.41)
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from which

[δim + βν(δij − k̂ik̂j)S0
jklmk̂lk̂k]ûm =

i

k
(δij − k̂ik̂j)Ĉjkk̂k. (2.42)

We define the second-order tensor H as

Him = δim + βν(δij − k̂ik̂j)S0
jklmk̂kk̂l. (2.43)

Inverting Eq. (2.42) for the velocity then yields the solution:

û =
i

k
H−1 · (I− k̂k̂) · Ĉ · k̂ =

i

k
G : Ĉ, (2.44)

where we have introduced a third-order tensor G = H−1 · (I− k̂k̂)k̂. Eq. (2.44) can be

substituted into the linearized equation (2.37):

(σ + νDk2)Ψ̂+(ip · k− 6U0pp : D0)Ψ̂ −
d

ν
∇2
pΨ̂

− 3Ψ0pp : (−k̂G : Ĉ + 2U0D̂) + 2U0∇pΨ̂ · (I− pp) ·D0 · p

+∇pΨ0 · (I− pp) · (−k̂G : Ĉ + 2U0D̂) · p = 0.

(2.45)

Noting that the only effect of the translational diffusivity D is simply to modify the

growth rate by an amount of −νDk2, we define a reduced growth rate λ = σ + νDk2,

which allows us to write Eq. (2.45) in the form of an eigenvalue problem with eigenvalue

λ:

L [Ψ̂ ] = λΨ̂ , (2.46)

where L is a linear integro-differential operator on the unit sphere of orientations
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defined as

L [Ψ̂ ] =− (ip · k− 6U0pp : D0)Ψ̂ +
d

ν
∇2
pΨ̂

+ 3Ψ0pp : (−k̂G : Ĉ + 2U0D̂)− 2U0∇pΨ̂ · (I− pp) ·D0 · p

−∇pΨ0 · (I− pp) · (−k̂G : Ĉ + 2U0D̂) · p.

(2.47)

Recalling that, for the base states derived in Sec. 2.3.1, we have

D0 =
4δ

ξ

(
ẑẑ− I

3

)
, ∇pΨ0 =

∂Ψ0

∂θ
Θ̂ = −2δ sin 2θΨ0Θ̂, (2.48)

where Θ̂ = cos θ cosφ x̂ + cos θ sinφ ŷ − sin θ ẑ is a unit vector in the θ direction, the

expression for L can be further simplified to:

L [Ψ̂ ] =−
[
ip · k− 12δ

d

ν

(
cos2 θ − 1

3

)]
Ψ̂ +

d

ν
∇2
pΨ̂

+ Ψ0(2δ sin 2θΘ̂ + 3p) · (−k̂G : Ĉ + 2U0D̂) · p + 2δ
d

ν
sin 2θ

∂Ψ̂

∂θ
.

(2.49)

Based on the form of Eq. (2.49), we see that the stability is governed by several

dimensionless parameters. In the absence of steric interactions (U0 → 0), the only

parameters are the dimensionless rotational diffusivity d/ν (or, in terms of dimen-

sional variables, d/nV0`
2), and the dimensionless active stresslet α = σs/ηV0`

2, which

enters the tensor Ĉ. When steric interactions are included, additional dimensionless

parameters are U0 (or, in terms of dimensional variables, U0/V0`
2) and ν = nb`2,

which together uniquely determine δ on any given branch of the base-state solution,

and the shape parameter β multiplying the flow-induced and steric stresses.
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2.3.3 Stability of the isotropic base state

Eigenvalue problem

We first study the stability of the uniform isotropic base state, for which the

distribution function is given by Ψ0 = 1/4π. This is the case that was considered in

our previous study in the dilute limit [19, 20], where we uncovered a long-wavelength

linear instability in suspensions of pushers that causes the particles to locally align

as a result of hydrodynamic interactions. We expect the steric alignment torque to

reinforce this effect, and possibly lead to a similar instability in suspensions of pullers.

When Ψ0 = 1/4π, the eigenvalue problem Eq. (2.46) simplifies greatly. We first note

that D0 = 0 and that S0 is given in index notation by

S0
ijkl =

1

15

[
δikδjl + δilδjk −

2

3
δijδkl

]
. (2.50)

The tensor Ĉ defined in Eq. (2.40) can also be calculated as

Ĉij = αD̂ij − 2U0βν

[
1

3
D̂ij − S0

ijklD̂kl

]
=

(
α− 2

5
U0βν

)
D̂ij, (2.51)

where we have used the symmetry and tracelessness of D̂. The tensor H and its inverse

can then be obtained as

H =

(
1 +

βν

15

)
I− βν

15
k̂k̂, H−1 =

(
1 +

βν

15

)−1(
I +

βν

15
k̂k̂

)
, (2.52)

from which we easily find that

G : Ĉ =
α− 2

5
U0βν

1 + βν
15

(I− k̂k̂) · D̂ · k̂ ≡ α(ν)(I− k̂k̂) · D̂ · k̂. (2.53)
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We have introduced the notation α(ν) for the prefactor:

α(ν) =
α− 2

5
U0βν

1 + βν
15

, (2.54)

which has an easy physical interpretation. In the dilute limit ν → 0, it is simply given

by α, which is the dimensionless active dipole strength. Here, we find that interactions

modify this dipole strength in two ways. First, the steric stress decreases the value of

α by −2U0βν/5, i.e. has a destabilizing effect since dilute suspensions are unstable

for α < 0 (pushers). Second, the denominator in Eq. (2.54) can be interpreted as

the dimensionless viscosity in an isotropic suspension: 1 + βν/15 = 1 + πn`3/6 ln(2r);

flow-induced stresses are seen to result in a viscosity increase, which is linear in volume

fraction and stabilizes the system (in the case of pushers) by effectively decreasing the

magnitude of the active dipole strength.

Using Eq. (2.52), we simplify Eq. (2.47) for the operator L to

L [Ψ̂ ] = −i(p ·k)Ψ̂ +
d

ν
∇2
pΨ̂ −

3α(ν)

4π
(p ·k)[p · (I− k̂k̂) · D̂ · k̂] +

6

4π
U0pp : D̂. (2.55)

The four terms in L [Ψ̂ ] originate from transport by the swimming velocity, rotational

diffusion, alignment in the hydrodynamic flow driven by active and steric stresses, and

alignment under the steric torque, respectively.

Spherical harmonic expansion

We solve the eigenvalue problem of Eq. (2.46) spectrally using an expansion of

the eigenfunction Ψ̂(p) on the basis of spherical harmonics. We choose a spherical

coordinate system in which k is aligned with the polar axis. Denoting by θ ∈ [0, π]
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and φ ∈ [0, 2π) the polar and azimuthal angles, respectively, we have:

k̂ = [0, 0, 1], and p = [sin θ cosφ, sin θ sinφ, cosφ]. (2.56)

In this coordinate system, the spherical harmonic of degree ` and order m = −`, ..., `

is defined as

Y m
` (θ, φ) =

√
2`+ 1

4π

(`−m)!

(`+m)!
Pm
` (cos θ) exp imφ (2.57)

in terms of the associated Legendre polynomial Pm
` (cos θ). The spherical harmonics

satisfy the orthogonality condition:

〈Y m
` ,Y m′

`′ 〉 =

∫ 2π

φ=0

∫ π

θ=0

Y m
` (θ, φ)Y m′∗

`′ (θ, φ) sin θ dθdφ = δ`,`′δm,m′ , (2.58)

where ∗ denotes the complex conjugate. These functions form a complete basis on the

unit sphere Ω, on which we expand the mode shape Ψ̂ as

Ψ̂(θ, φ) =
∞∑

`=0

∑̀

m=−`
ψm` (k)Y m

` (θ, φ). (2.59)

After substituting Eq. (2.59) into Eq. (2.46) and applying orthogonality, the eigenvalue

problem for the mode shape becomes an algebraic eigenvalue problem for the harmonic

amplitudes:
∞∑

`′=0

`′∑

m′=−`′
L`
′m′
`m ψm

′
`′ = λψm` , (2.60)
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where the coefficients L`
′m′
`m are defined as L`

′m′
`m = 〈L [Y m

` ],Y m′
`′ 〉. These can be

obtained analytically as

L`
′m′
`m =− ik[Am

′
`′ δ`,`′+1 +Bm′

`′ δ`,`′−1]δm,m′ −
d

ν
`(`+ 1)δ`,`′δm,m′

+ [4U0/5− α(ν)/5](δ`,2δ`,`′δm,−1δm,m′ + δ`,2δ`,`′δm,1δm,m′)

+ [4U0/5](δ`,2δ`,`′δm,0δm,m′ + δ`,2δ`,`′δm,−2δm,m′ + δ`,2δ`,`′δm,2δm,m′),

(2.61)

where δ is the Kronecker delta and the constants Am` and Bm
` are given by:

Am` =

√
(`−m+ 1)(`+m+ 1)

(2`+ 1)(2`+ 3)
, Bm

` =

√
(`−m)(`+m)

(2`− 1)(2`+ 1)
. (2.62)

In particular, inspection of Eq. (2.61) reveals that spherical harmonics diagonalize the

operator L , with the exception of the first term on the right-hand side of Eq. (2.55),

which expresses transport by the swimming velocity. We also observe that sets of

equations corresponding to different values of the order m are uncoupled and can

therefore be solved separately. The only orders that can be subject to instabilities are

m = 0, 1, 2 (as well as m = −1,−2, which are identical to m = 1, 2); other orders only

undergo transport by the swimming velocity and damping by rotational diffusion.

In the long-wave limit of k → 0, analytical solutions for the growth rates

corresponding to modes of a given order m can be obtained. To each value of m is
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associated a discrete infinite spectrum with countable eigenvalues:

m = 0 : λm` = 4U0/5 δ`,2 −
d

ν
`(`+ 1), (2.63)

m = 1 : λm` = [4U0/5− α(ν)/5] δ`,2 −
d

ν
`(`+ 1), (2.64)

m = 2 : λm` = 4U0/5 δ`,2 −
d

ν
`(`+ 1), (2.65)

m ≥ 3 : λm` = −d
ν
`(`+ 1), (2.66)

where the degree ` ≥ m is a positive integer. In the limit of k = 0, the corresponding

eigenfunctions (or mode shapes) are simply the spherical harmonics, and therefore form

a complete set. Note that when k is strictly zero (spatially homogeneous suspension),

the active term involving α in Eq. (2.64) should technically be discarded as there is

no hydrodynamic flow in this limit. We find that modes m = 0 and 2 are unaffected

by hydrodynamics, and become unstable for ` = 2 provided that

4U0

5
− 6d

ν
> 0, i.e. ξ =

2U0ν

d
> ξc2 = 15. (2.67)

In Fig. 2.1(a), this corresponds to the intersection of branch 1 (isotropic base state),

with branch 3, where we expect an exchange of stability to take place. Above this

value of ξ, the isotropic base state is always unstable in the long-wave limit for both

pushers and pullers, purely as a result of steric interactions.

The stability of mode m = 1 is more complex as it is also affected by hydrody-

namics. We find that this mode becomes unstable for ` = 2 if

ξ

15

(
1 +

βν/10

1 + 1
15
βν

)
− αν/30d

1 + 1
15
βν

> 1. (2.68)



50

-1.5

-1.0

-0.5

0.0

0.5

1.0

   ___
   30d

2.01.51.00.50.0
n

an

 2U0/d = 0

 2U0/d = 5

 2U 0/d
 = 10

stable

unstable

Figure 2.2: (Color online) Marginal stability curve in the long-wave limit
(k → 0) in terms of effective volume fraction ν and dimensionless dipole
strength αν/30d, for various values of 2U0/d [see Eq. (2.68)]. In this plot,
β = 1.75, corresponding to a particle aspect ratio of r ≈ 10.

We see that steric interactions tend to destabilize this mode via the first term in

Eq. (2.68), whereas active stresses are stabilizing in the case of pullers (α > 0) and

destabilizing in the case of pushers (α < 0), in agreement with the dilute theory [19, 20].

Both effects are modulated by the effective volume fraction ν, through both steric and

flow-induced (viscous) stresses. The marginal stability curve in the (ν, αν/30d) plane

(in the limit of k → 0) is shown in Fig. 2.2 for various values of 2U0/d. In the dilute

limit (ν → 0), all curves converge to αν/30d = −1, which corresponds to the critical

dipole strength below which dilute pusher suspensions are subject to instabilities as

k → 0 [41]. If steric interactions are neglected (2U0/d = 0), increasing ν results in a

decrease of this critical strength as a result of the increased effective viscosity of the

suspension. However, when steric interactions are present (2U0/d > 0), both the steric

torque and steric stresses have a destabilizing effect and increase the critical value of

αν/30d, which even becomes positive at sufficiently large values of ν, i.e. both pusher

and puller suspensions can be subject to instabilities.
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Figure 2.3: (Color online) Numerical solutions of the dispersion relations
for the complex growth rates λ0, λ1, and λ2 of azimuthal modes m = 0, 1, 2
as functions of the wavenumber k. (a), (b), and (c) show the real parts, while
(d), (e), and (f) show the imaginary parts. In (b) and (e), we set β = 0
to isolate the leading-order effect of the steric torque, and α/4U0 = −0.2
(pushers).
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Figure 2.4: (Color online) Unstable range of wavenumbers as a function of
ξ = 2U0ν/d for azimuthal modes m = 0 (a), 1 (b), and 2 (c). For mode 1, we
set β = 0 to isolate the leading-order effect of the steric torque.
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At finite wavenumber (arbitrary value of k > 0), the growth rates can no

longer be obtained analytically, but they can be calculated numerically by solving

the algebraic eigenvalue problem Eq. (2.60) for each value of m, after truncation

of the infinite sum at a finite degree ` chosen large enough to ensure convergence

of the dominant eigenvalues. Numerical solutions for the real and imaginary parts

of λ for modes m = 0, 1, 2 are shown in Fig. 2.3 for different values of ξ = 2U0ν/d,

where only the first few eigenvalues with the largest real parts (or growth rates) are

plotted. As ξ increases, some of these growth rates become positive as all three modes

become unstable above a critical value ξc. The largest growth rates are always found

to occur at k = 0 (infinite wavelength), and finite-wavelength interactions between

the spherical harmonics lead to damping at high wavenumbers. In agreement with

the long-wave analysis, modes m = 0 and 2 become unstable above ξc = ξc2 = 15;

however, pullers (α > 0) tend to stabilize mode m = 1 (ξc > ξc2), whereas pushers

(α < 0) further destabilize it (ξc < ξc2) as shown in Fig. 2.3(b). Fig. 2.4 also shows

the range of unstable wavenumbers as a function of ξ for all three modes. In all three

cases, the unstable range tends to a finite interval of the form [0, kc] as ξ →∞, where

kc is of order O(1) [or, in dimensional units, O(n`2)], and where the largest growth

rate always occurs for k = 0.

2.3.4 Stability of the nematic base states

We now turn our attention to the stability of the nematic base state of Eq. (2.30),

for which the coefficients L`
′m′
`m in the algebraic eigenvalue problem of Eq. (2.60) can

no longer be calculated analytically. Indeed, it can be seen that the operator L still

only involves azimuthal modes m = −2, −1, 0, 1, and 2, but now has a complex
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dependence on the polar angle θ through the anisotropic base state. The coefficients

L`
′m′
`m can, however, be calculated numerically, as can the corresponding eigenvalues.

A significant number of polar modes have to be included for convergence, and this

number is found to increase with ξ. For ξ . 30, we find that 20 polar modes are

sufficient. Another notable difference with the isotropic case is the dependence of the

eigenvalue problem, and therefore of the stability results, on the direction k̂ of the

wave with respect to the base-state alignment direction, which can be characterized

by a single angle Θ = cos−1(k̂ · ẑ).

In all the results described in this section, we set the rotational diffusivity d

and the strength of steric interactions U0 to the values: d = 0.002 and U0 = 0.1346,

and focus on the influence of varying the parameter ξ = 2U0ν/d, which is equivalent

to varying the effective volume fraction ν. With this choice of parameters, ν = 0.1

when ξ = ξc1 = 13.46. We also set the shape parameter β appearing in the particle

stress Eq. (2.22) to β = 1.75, which corresponds to a particle aspect ratio of r ≈ 10.

These parameter values, which will also be used in the simulations of Sec. 2.4, were

chosen so as to keep the factor βν, which sets the magnitude of the flow-induced and

steric stresses, relatively small. This is motivated by the previous observation that

the quadratic dependence of both stress tensors on effective volume fraction is based

on a low-volume fraction assumption, see Sec. 2.2.4.

We first focus on the long-wave limit of k → 0, in which case the convective

term −i(p · k)Ψ̂ in the definition of L in Eq. (2.49) vanishes. Figure 2.5 show the

dependence of the maximum real part of the eigenvalue λ as a function of dimensionless

active stress magnitude α on both nematic branches for ξ = 20. Results for two

wave orientations Θ are shown. On branch 2 and for this value of ξ [Fig. 2.5(a)],
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Figure 2.5: (Color online) Dependence of the maximum reduced growth rate
Re(λ) governing the stability of the nematic base states on the dimensionless
active stress magnitude α, for ξ = 20: (a) branch 2, (b), branch 3. Results
for two different wave orientations Θ are shown. Insets show close-ups on the
region near the origin.

both pushers and pullers are predicted to be unstable, though for different wave

orientations. Branch 3, as shown in Fig. 2.5(b), is also unstable for all values of

α, though it is further destabilized by activity in the case of pushers. We note an

interesting dependence of the growth rate on the wave direction Θ: for a given value

of α, waves of different orientations have distinct stability properties.

The precise dependence on the parameter ξ is shown in Fig. 2.6, where the

stability of both nematic branches is illustrated for two different wave directions.

Figs. 2.6(a) and (b) show the stability of branch 2, for Θ = 0 and π/2, respectively.

On this branch, which is the most energetically favorable base state according to

the analysis of Sec. 2.3.1, we find that pushers (α = −1) are always unstable for

Θ = π/2, though some wave orientations such as Θ = 0 are observed to be stable at

high values of ξ. In the case of pullers (α = +1), activity has a stabilizing effect for

low values of ξ (precisely when ξ . 14.1 for the present choice of parameters), but an

instability occurs above this threshold for Θ = 0. The case of movers, which do not

exert any active stress, is characterized by a very low but positive growth rate, which
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k (for a wave with orientation Θ = 0). Both plots were obtained on branch 2,
with ξ = 20.

is approximately two orders of magnitude smaller than the characteristic growth rate

of either pushers or pullers; this weak instability can be shown to be a consequence of

the steric stress rather than the active stress, and is observed to disappear when β = 0.

The stability of the other nematic branch (branch 3), which is the least energetically

favorable, is illustrated in Figs. 2.6(c) and (d); on this branch, we find that all types

of particles exhibit instabilities.

As noted on Figs. 2.5 and 2.6, different wave orientations Θ can have different

stability characteristics. This is described more precisely in Fig. 2.7(a), where we plot

the maximum growth rate as a function of Θ on branch 2 when ξ = 20. In agreement

with Fig. 2.6, we observe a positive growth rate in suspensions of pullers for low values

of Θ (with Θ = 0 corresponding to a wave in the direction of particle alignment),

whereas pushers and movers are most unstable when Θ = π/2 (corresponding to a

wave in a direction perpendicular to that of the nematic base state). The precise

range of unstable wave directions for a given swimmer type is also observed to depend

on the value of ξ.
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As in the case of the isotropic branch discussed in Sec. 2.3.3, the stability of

the nematic branches has a non-trivial dependence on wavenumber k as a result of the

convective term −i(p · k)Ψ̂ (arising from the swimming velocity) in the operator L .

This dependence is illustrated in Fig. 2.7(b) in the case of a wave with direction Θ = 0

at ξ = 20 on branch 2. While increasing k can initially destabilize certain eigenmodes,

all growth rates are found to decay and eventually become negative at large enough

values of k.

2.3.5 Summary of stability analysis and stability diagrams

The results of the stability analysis of the various isotropic and nematic base

states are summarized in the form of stability diagrams in Fig. 2.8 for all three types

of swimmers:

• Movers: the case of movers, which do not drive active stresses but result in

flow-induced and steric stresses in addition to being subject to steric alignment

torques, is shown in Fig. 2.8(a). The isotropic base state is found to be stable

when ξ < ξc2 = 15, and unstable for higher values of ξ. The two nematic

base states have distinct stability characteristics. Branch 3, which is the least

favorable energetically as discussed in Sec. 2.3.1, is always unstable. Branch

2, in the long-wave limit, is subject to a weak instability with a very small

growth rate. This instability is due solely to the steric stress and vanishes when

β = 0; as will be discussed in Sec. 2.4, it is not observed in our simulations,

where it is likely suppressed by the finite box size and translational diffusion. If

the instability of branch 2 does not occur, we therefore find that there exists a

finite range ξ ∈ [ξc1, ξ
c
2] over which both isotropic and nematic base states are



58

1

3

2

1

0

d(
x)

171615141312
x

(a)

 stable
 unstable
 weakly

                                           unstable

MOVERS
    a = 0

3

2

1

0

d(
x)

171615141312
x

(b)

 stable
 unstable

PUSHERS
    a < 0

3

2

1

0

d(
x)

171615141312
x

(c)

 stable
 unstable

PULLERS
    a > 0

Figure 2.8: (Color online) Stability diagrams for: (a) movers (α = 0), (b)
pushers (α < 0), and (c) pullers (α > 0). A branch is labeled unstable if there
exists a positive growth rate Re(λ) > 0. In the case of movers, branch 2 is
only weakly unstable, as the growth rates on that branch are very low (two
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hydrodynamically stable (even though the nematic state of branch 2 realizes

a lower minimum of the steric interaction energy). This was previously noted

by Doi and Edwards [18], and suggests the existence of a hysteresis loop with

possible phase separation near the isotropic-to-nematic transition.

• Pushers : the stability diagram for pushers, which also exert active stresses with

α < 0, is shown in Fig. 2.8(b). In this case, the isotropic case is found to become

unstable above a critical value ξc that can be obtained from Eq. (2.64) as

ξc = 15 +
να(ν)

2d
= 15 +

ν

2d

(
α− 2

5
U0βν

1 + βν
15

)
. (2.69)

Because α < 0, it is clear that ξc < ξc2 = 15, i.e. the isotropic base state

becomes hydrodynamically unstable before the isotropic-to-nematic transition.

In the case where βν � 1 and U0 = 0 (dilute limit with no steric interactions),

Eq. (2.69) reduces to the dilute marginal stability condition on α in the presence

of rotational diffusion. The existence of an instability in the isotropic base

state is not a surprising result in the light of our previous analysis of dilute

suspensions, which were found to be always unstable in the case of pushers in

the long-wave limit when diffusion was neglected [19, 20]. Rotational diffusion,

however, can stabilize pusher suspensions at low values of ξ, which correspond to

very low volume fractions or large values of d. This effect was previously noted

by Subramanian and Koch [39] and Hohenegger and Shelley [41]. In the nematic

regime, both branches 2 and 3 are found to be always unstable, at least over

a certain range of the wave angle Θ. Pusher suspensions are therefore always

expected to undergo unsteady chaotic dynamics when ξ > ξc; this is indeed
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confirmed by our simulations in Sec. 2.4.

• Pullers: in the case of pullers, active stresses also arise (with α > 0) but are

known to have a stabilizing effect in dilute suspensions [19, 20]. As shown in

Fig. 2.8(c), the isotropic case becomes unstable when ξ reaches ξc2 = 15, as in

the case of movers; the instability that occurs above this value is solely due to

steric effects, first through azimuthal modes m = 0, and 2, and finally through

mode m = 1, which is stabilized by activity up to a higher value of ξ (Sec. 2.3.3).

The nematic state of branch 3, as in the case of movers, is found to always be

unstable. The effect of activity is seen most clearly on the nematic base state of

branch 2, which is stable over a finite range of values of ξ just above ξc1 ≈ 13.46,

but becomes unstable at larger values of ξ. This differs fundamentally from

the dilute case where isotropic puller suspensions are always predicted to be

stable; As in the case of movers, there can exist a range of values of ξ near the

isotropic-to-nematic transition where both isotropic and nematic base states are

hydrodynamically stable, possibly leading to hysteresis and phase separation.

One should keep in mind that the stability results obtained above all pertain to the

reduced growth rate λ = σ + νDk2, and that translational diffusion D can therefore

stabilize all branches, particularly at high wavenumbers. Also recall that all branches

that are unstable as k → 0 become stable at sufficiently large values of k even in the

absence of translational diffusion, as a result of convection by the swimming velocity.
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2.4 Numerical simulations

2.4.1 Simulation method and parameter selection

We complement the linear stability analysis of Sec. 2.3 by performing fully

nonlinear simulations of the kinetic model of Sec. 2.2 in a periodic domain. The

numerical method used is a direct extension of the work of Alizadeh Pahlavan and

Saintillan [42], and is based on a finite-difference solution of the Smoluchowski equation

(2.1) using second-order central finite differences in space and orientation and a second-

order Adams-Bashforth time-integration scheme. A spectral solution of the Stokes

equations is used, in which we use a three-point extrapolation scheme to evaluate

the flow-induced stresses (which depend on the velocity gradient) at the current time

step in terms of the two previous time steps. We use a total of 643 discretization

points for the x, y and z spatial coordinates, and 162 points for the θ and φ angular

coordinates, which parameterize the orientation vector p as in Eq. (2.56). Simulations

were typically run using a 64-processor parallel computer.

All simulations shown were performed in a periodic cubic box with linear

dimension L/lc = 50. The particle translational and rotational diffusion coefficients

are set to D = 2.0 and d = 0.002, and the dimensionless strength of steric interactions

is set to U0 = 0.1346, so that ξ = ξc1 = 13.46 is reached when ν = 0.1; these values of

d and U0 are identical to those used in the stability analysis of the nematic base states

in Sec. 2.3.4. Swimming particles are assumed to have an aspect ratio of r = 10, from

which the parameter β appearing in the magnitude of the flow-induced and steric

stress tensors is given by β = 1.75. Finally, we present results for two values of the

dimensionless active stress: α = −1 (pushers), and α = +1 (pullers). Simulations
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of movers (α = 0) never evolved towards unsteady states and either converged to

the isotropic or nematic base states depending on the value of ξ. In particular, we

were never able to observe the weak instability of branch 2 predicted by the stability

analysis; this discrepancy is likely consequence of the finite size of the domain in

the simulations, and of translational diffusion. A few simulations of shakers, which

are particles that do not swim (V0 = 0) but exert an active stress (α = ±1) are

also discussed. Several values of the effective volume fraction ν are considered, so as

to explore the various regimes highlighted in the stability diagrams of Fig. 2.8. In

all simulations, the initial condition is uniform and isotropic with a weak random

perturbation.

2.4.2 Results and discussion

Fig. 2.9 illustrate the dynamics in a number of simulations of pushers and

pullers. Typical concentration fields observed in suspensions of pushers (α = −1)

are shown in Figs. 2.9(a)-(c) for the volume fractions ν = 0.05, 0.07, and 0.2. In the

first two cases, only the isotropic base state exists, as ξ < ξc1. Based on the linear

analysis of Sec. 2.3.3, the isotropic base state should be stable, in the long-wave limit,

for ξ < ξc ≈ 0.039 [obtained from Eq. (2.68)] and always unstable above this value.

We indeed find that pusher suspensions are unstable for all three values of ν shown

in Fig. 2.9, but stable when ν = 0.02 (not shown). At the lowest unstable value of

ν = 0.05 [Fig. 2.9(a)], we find, however, that the instability is very weak and takes the

form of two-dimensional concentration patterns; in the plane of the patterns, unsteady

dynamics arise that are qualitatively very similar to our previous two-dimensional

simulations of dilute suspensions [19, 20]. Further decreasing ν eventually stabilizes
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Figure 2.9: (Color online) Simulation results for pushers and pullers. Panels
(a)-(d) show the concentration fields c(x, t) at an arbitrary time after the
initial transient for the following cases: (a) pushers at ν = 0.05, (b) pushers
at ν = 0.07, (c) pushers at ν = 0.2, and (d) pullers at ν = 0.2. Panels
(e)-(h) show the corresponding nematic parameter fields N(x, t) defined in
Eq. (2.70), for the same cases. Panels (i)-(l) show the nematic orientation
fields in a two-dimensional slice, obtained by taking the eigenvector of Q(x, t)
with largest eigenvalue (enhanced online).
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the system completely. The emergence of two-dimensional patterns close to the

marginal stability condition is unexpected and not predicted by the linear analysis;

it is reminiscent, however, of previous observations made on the dynamics of active

pusher suspensions in shear flows [42], where stabilization by the flow was also shown to

lead to a transition from three- to two-dimensional instabilities. At the higher volume

fraction of ν = 0.07, which is still below the isotropic-to-nematic transition, three-

dimensional unsteady concentration patterns arise, which are qualitatively similar to

those previously observed in dilute instabilities [42]. These patterns continually form

and break up in time, leading to chaotic dynamics. At the higher concentration of

ν = 0.2, which is above the isotropic-to-nematic transition, the patterns still persist

and do not look significantly different; other statistics, however, such as the degree of

particle alignment, will exhibit distinct features.

In the case pullers (α = +1), the linear stability results are also confirmed.

We do find that the isotropic base state is always stable when ξ < ξc2, and that

the nematic branch is also stable for ξ & ξc1, see Fig. 2.8(c). At high values of ν

or ξ, an instability is observed as shown in Fig. 2.9(d) for ν = 0.2, and also takes

the form of three-dimensional unsteady patterns. These patterns, however, have a

different morphology from those obtained in the case of pushers, and tend to have

globular shapes compared to the sheets that pushers tend to form. The existence of

this instability is truly a consequence of the combination of steric interactions and

activity, as dilute suspensions of pullers were found to be always stable in previous

work [20, 42], and as concentrated suspensions of movers, for which α = 0, are also

observed to be stable in our simulations.

We characterize the local degree of nematic alignment of the particles by
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defining the following nematic parameter N(x, t):

N(x, t) =
3

2

[
−min

p∈Ω

(
U(x,p, t)

U0c(x, t)

)
− 1

3

]
=

3

2
max
p∈Ω

[pp : Q(x, t)] =
3

2
eQ, (2.70)

where eQ is the largest eigenvalue of the nematic order parameter tensor Q(x, t). It is

straightforward to see that N(x, t) = 0 for an isotropic orientation distribution, and

1 for a perfectly aligned distribution. Also note that for the base-state distributions

we have N = A[Ψ0] = 4δ/ξ, with N tending to 1 as ξ →∞. The nematic parameter

is illustrated in Figs. 2.9(e)-(h), for the same cases as for the concentration field.

In the case of pushers, the value of N is very low near the marginal stability limit

(ν = 0.05), which is a consequence of the dominant effect of rotational diffusion and

explains the weak instability observed in this case. As ν increases, fluctuations in N

become stronger, as does the overall level of alignment. This is especially clear when

ν = 0.2, where many large domains of very strong nematic alignment are present in

the suspensions [Fig. 2.9(g)]. In the case of unstable puller suspensions [Fig. 2.9(h)],

alignment is yet stronger, with N reaching values above 0.6 almost everywhere in the

flow. A careful observation of the initial transient in the case of pullers reveals that

the suspension, which is nearly isotropic in the initial condition, first quickly evolves

towards the nematic base state, which then itself becomes destabilized; this interesting

fact, which is not observed in the case of pushers, will be further discussed below.

Figures 2.9(i)-(l) also show the nematic alignment field, obtained by calculating

the eigenvector s(x, t) of the tensor Q(x, t) with eigenvalue eQ. In pusher suspensions,

orientations are spatially correlated over large length scales, although the strong

fluctuations in the unstable regimes lead to finite domains of correlation separated by

what appears to be defects. In unstable puller suspensions, we find that these defects
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Figure 2.10: (Color online) Spatially averaged nematic parameter 〈N(x, t)〉,
defined in Eq. (2.70), as a function of time in suspensions of pushers (α = −1),
pullers (α = +1), as well as shakers (V0 = 0, α = ±1) at various volume
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become fewer, and the orientations are strongly correlated over the entire scale of the

system.

The qualitative differences between unstable pusher and puller suspensions at

high values of ξ can be interpreted based on the linear stability results. In the case of

pushers, all steady base states are unstable when ξ > ξc ≈ 0.039. We do not expect

any significant qualitative changes in the dynamics when ν or ξ is further increased,

as the nematic base state is never approached; the only clear feature occurring at very

high concentrations is an enhancement of the local degree of alignment, as illustrated

in Fig. 2.9(g). The case of pullers, however, is different: the isotropic state is stable

up to the nematic transition, and a stable nematic state can also be observed close

to the transition [Fig. 2.8(c)]; when increasing ξ further, this aligned configuration is

also destabilized by activity, leading to fluctuations close to the nematic equilibrium.

This is precisely what is observed in Figs. 2.9(d) and (h), where the isotropic initial

condition first becomes unstable, briefly giving way to a nematically aligned state,
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ν = 0.05, 0.07, and 0.2, and pullers at ν = 0.2.

which subsequently also destabilizes and leads to fluctuations with a strong degree of

alignment and long-ranged spatial orientation correlations. The dynamics described

here are seen most clearly in Fig. 2.10, which shows the spatial average of the nematic

parameter N as a function of time. Note that the initial non-zero value of 〈N(t)〉 in

this figure is due to the initial perturbation introduced in the distribution function at

t = 0, which is weakly anisotropic. In the case of pushers, we clearly see that unsteady

dynamics emerge directly from the initial isotropic configuration, and that increasing

ν really only modifies the mean degree of alignment at steady-state, with a stronger

alignment occurring at the highest concentrations. In the case of pullers, we observe

that the whole suspension first aligns nematically, with the mean degree of alignment

quickly reaching a plateau at N ≈ 0.85, which is very close to the theoretical value

of 4δ/ξ ≈ 0.86 for the nematic base state of branch 2 when ξ = 26.92. After a short

period, this nematic state subsequently destabilizes and the value N decreases again

to fluctuate around a mean of 0.6.

All the instabilities described in Sec. 2.3 lead to the growth of the local nematic

alignment of the particles, irrespective of their polar orientation. Indeed, all terms
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involving active stresses and steric effects in the kinetic model only involve the nematic

order parameter tensor Q(x, t) (as well as the fourth moment S(x, t) through the

steric and flow-induced stesses). However, our previous study of dilute suspensions

[20] has shown that the polar order parameter n(x, t) also grows as a result of the

instability, because an initially weak polarity exists in the initial condition. As argued

in our previous work, this non-zero director field is precisely what leads to the growth

of concentration fluctuations in the nonlinear regime, via the nonlinear source term

appearing in the governing equation for the concentration field:

∂tc+ u · ∇xc−D∇2
xc = −V0∇x · (cn). (2.71)

The same effect is observed in the present work, and results on the polar order

parameter and its relation to the hydrodynamic velocity are illustrated in Fig. 2.11.

The spatially averaged norm 〈|n(x, t)|〉 of the polar order parameter is shown as a

function of time in Fig. 2.11(a) for the same simulations as in Fig. 2.9. In pusher

suspensions, a clear net polarity is observed, which is weak close to the marginal

stability limit (ν = 0.05), but becomes quite strong at higher values of ν. Polarity also

emerges in unstable puller suspensions, though it only grows once the nematic state is

destabilized, and the steady-state value of 〈|n|〉 is found to be significantly less than

in pusher suspensions at the same volume fraction, even though both suspensions

have nearly the same average value of the nematic parameter as seen in Fig. 2.10.

Fig. 2.11(b) also shows the magnitude of the hydrodynamic velocity averaged over

space as a function of time. The fluid velocity shows similar trends as the polar order

parameter: it increases with ν for pushers, and is typically weaker in unstable puller

suspensions than in pusher suspensions at the same value of ξ. What is perhaps
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Figure 2.12: (Color online) Time evolution of the correlation defined in
Eqs. (2.72)–(2.74): (a) C1(t), (b) C2(t), and (c) C3(t), in suspensions of
pushers at ν = 0.05, 0.07, and 0.2, and pullers at ν = 0.2.

most unexpected is the different nature of the interaction between u and n in pusher

and puller suspensions, as illustrated in Fig. 2.11(c) showing the spatial average of

〈|n+u|〉, which can be interpreted as an effective swimming velocity in the presence of

hydrodynamic interactions. In the case of pushers, the effects of polar alignment and

hydrodynamic flow are compounded, resulting in a net velocity that is of the order of

〈|n|〉+ 〈|u|〉. Such is not the case for pullers, where the mean swimming motions due

to the polarity impedes transport by the hydrodynamic flow.

These observations are easily explained by considering correlations between

hydrodynamic velocity u(x, t), polar order parameter n(x, t), and nematic direction

of alignment s(x, t). Precisely, we define the following quantities:

C1(t) =
1

V

∫

V

c(x, t)N(x, t)
|u(x, t) · s(x, t)|
|u(x, t)| dx, (2.72)

C2(t) =
1

V

∫

V

c(x, t)N(x, t)
|n(x, t) · s(x, t)|
|u(x, t)| dx, (2.73)

C3(t) =
1

V

∫

V

c(x, t)
u(x, t) · n(x, t)

|u(x, t)| dx, (2.74)

which are plotted in Fig. 2.12 as functions of time. The function C1(t), which shows
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the correlation between the orientations of the hydrodynamic velocity and the nematic

alignment direction s(x, t) is plotted in Fig. 2.12(a): a net correlation is observed in all

simulations, regardless of swimmer type, and becomes stronger at higher concentrations.

This is not surprising, as the effect of the flow on orientation is precisely to align

particles with the flow via Jeffery’s equation in Eq. (2.5). More precisely, Jeffery’s

equation causes nematic alignment along the principal axis of maximum extension of

the velocity gradient. As shown in Fig. 2.12(b), the nematic alignment direction is

also strongly correlated with the direction of the polar order parameter n(x, t), which

again could have been expected. The difference between pushers and pullers is most

clear in Fig. 2.12(c), which shows the function C3(t) characterizing the correlation

between polar order parameter and hydrodynamic velocity. In the case of pushers,

a positive correlation is found, corresponding to particles swimming preferentially

in the same direction as the flow velocity; this is in agreement with the results of

Fig. 2.11(c), where we found that the effects of u and n on the mean total swimmer

velocity are compounded for pushers. The situation is quite different for pullers, where

C3(t) is typically negative, indicating that pullers swim preferentially against the flow,

resulting in an effective decrease in their total velocity as observed in Fig. 2.11(c).

While we do not yet have a complete explanation for this behavior, it is consistent

with our previous particle simulations in the dilute and semi-dilute regimes, where we

found that hydrodynamic interactions tend to enhance the mean swimming speed of

pushers, but decrease that of pullers [34, 38].

The hydrodynamic flows arising in the simulations are driven by the active

stress exerted by the particles, which effectively injects mechanical energy into the

system. The amount of active power transferred by the swimmers to the mean-field
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Figure 2.13: (Color online) Mean active power P (t) defined in Eq. (2.75) as
a function of time, in suspensions of pushers at ν = 0.05, 0.07, and 0.2, and
pullers at ν = 0.2. The plot also shows results for shakers (V0 = 0, α = ±1)
at ν = 0.2.

flow can be estimated by a simple mechanical energy balance on the momentum

equation as follows [20]

P (t) = −α
∫

V

∫

Ω

[pp : E(x, t)]Ψ(x,p, t) dp dx = −α
∫

V

E(x, t) : D(x, t) dx, (2.75)

where we see that power is directly linked to the relation between the nematic order

parameter in the suspension and the local rate-of-strain tensor. In semi-dilute systems

[20], it was found that P (t) increases in suspensions of pushers as a result of instabilities,

but decreases to zero in suspensions of pullers, which were always stable. Results for

the present simulations are shown in Fig. 2.13. In agreement with the semi-dilute case,

pusher suspensions have a net positive power, which increases with increasing ν as the

instabilities become stronger. In the case of unstable puller suspensions, a net positive

power is also observed, though its value is significantly less than for pushers at the

same concentration. Considering that the prefactor −α in Eq. (2.75) is of negative sign

for pullers, this again hints at a fundamentally different type of interaction between
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Figure 2.14: (Color online) Simulation results for shakers (V0 = 0) at an
effective volume fraction of ν = 0.2 (ξ = 26.92). Panels (a)-(c) are for
pushers (α = −1) and (d)-(f) for pullers (α = +1). (a) and (d) show the
nematic parameter N(x, t) defined in Eq. (2.70); (b) and (c) show the nematic
orientation fields in a two-dimensional slice, obtained by taking the eigenvector
of Q(x, t) with largest eigenvalue; (c) and (f) show the hydrodynamic velocity
fields in a two-dimensional slice.

particle orientations and local self-induced flow in puller suspensions, through the net

negative sign of the product E(x, t) : D(x, t).

We finish the discussion of our simulations by presenting results on suspensions

of shakers, which are particles that drive active stresses (with α of either sign) but

do not swim: V0 = 0. The linear stability of shaker suspensions is the same as that

of pusher or puller suspensions in the long-wave limit, as we saw in Sec. 2.3 that

letting k → 0 is equivalent to eliminating the convective term due to swimming in the

linearized eigenvalue problem. We verify indeed in our simulations that instabilities

arise in shaker suspensions (either pushers or pullers) according the same diagrams

as obtained in Fig. 2.8, and lead to the local alignment of the particles and to the

emergence of complex flows. Typical results for both types of shakers are shown in
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Fig. 2.14. We find that results for the nematic parameter, nematic alignment field, and

hydrodynamic velocity field are very similar to what was obtained previously in the case

of actual pushers and pullers. This is confirmed in Figs. 2.10 and 2.13, where shakers

are seen to align as strongly and exert as much power as their swimming counterparts,

if not more. One significant difference, however, is that shaker suspensions of either

type are never subject to concentration instabilities, even in the nonlinear regime:

the instability when V0 = 0 only pertains to the particle orientations, and there is no

mechanism for growth of concentration fluctuations. This is again easily understood by

consideration of Eq. (2.71) for the concentration field, where the nonlinear source term

−V0∇x · (cn) vanishes when V0 = 0. The evolution of the variance of the concentration

field for pushers, pullers, and both types of shakers at the same concentration of

ν = 0.2 is illustrated in Fig. 2.15 and confirms this result. It is found that the variance

quickly decays to zero in suspensions of shakers, even though strong fluctuations of

the nematic parameter and velocity field are taking place. In suspensions of regular

pushers and pullers, the concentration variance increases as expected and in agreement
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with the dynamics shown in Fig. 2.9.

2.5 Concluding remarks

We have presented a continuum model for the dynamics in concentrated

suspensions of hydrodynamically interacting active particles, such as swimming mi-

croorganisms or artificial microswimmers. The model is an extension of our previous

theory for dilute suspensions [20], and is based on a Smoluchowski equation for the

distribution of particle positions and orientations, coupled to the Stokes equations for

the fluid flow with an added stress arising from activity. In dense systems, this model is

modified by addition of a steric interaction torque in the equation for the angular flux

velocity, which causes neighboring particles to align. In addition, flow-induced stresses

due to the inextensibility of the particles in the flow, and steric stresses resulting from

direct contact interactions also have to be included in the concentrated regime. Based

on this model, two types of uniform base-state solutions are possible: the isotropic

state (branch 1), which exists for all concentrations; two nematic states (branches 2

and 3), which arise only above a critical value of ξ = 2U0ν/d. The nematic base state

with the strongest alignment (branch 2) always realizes the minimum steric interaction

energy for the system.

We first performed a linear stability analysis of these base states for pushers

(α < 0), movers (α = 0), and pullers (α < 0), as summarized in Fig. 2.8. Movers,

which are particles that do not exert an active stress but still swim, are stable in the

isotropic state up to ξ = ξc2 = 15; the nematic branch 2, which is subject to a weak

instability as a result of the steric stress, is likely to be stable in a number of situations

in finite systems (as it was found to be in our simulations). In the case of pushers,
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activity has a destabilizing effect: the isotropic state becomes unstable at a low value

of ξ, and the nematic branches are always unstable. Pullers, however, are more stable

than pushers: the isotropic state has the same stability as movers, and the nematic

branch 2 is first stable over a finite range of values of ξ, but then becomes unstable at

high ξ.

Numerical simulations of the kinetic equations confirmed all the results of the

stability analysis. In particular, unstable chaotic solutions were obtained in suspensions

of pushers even before the isotropic-to-nematic transition, whereas higher values of

ν were required to observe an instability in the case of pullers. While both types of

swimmers are subject to instabilities at high concentrations, the characteristics of the

flows that emerge in the nonlinear regime differ qualitatively. While the instability

for pushers is only intensified by steric interactions which cause stronger particle

alignment, the dynamics in the unstable regime are relatively unaffected as ν increases

above the nematic transition; on the other hand, the instability in puller suspensions

appears to occur from the nematic state, and leads to fluctuations with very strong

alignment but weaker hydrodynamic fluctuations and active power than for pushers.

These results again highlight the fundamentally different nature of interactions

between particles and self-generated flows in suspensions of pushers and pullers, which

has been reported previously in many contexts. Jeffery’s equation, which governs the

orientational dynamics of the swimmers in the fluid flow, causes all types of particles

to align with the principal axes of the rate-of-strain tensor; however, pushers tend

to drive extensional flows whereas pullers drive compressional flows. This important

difference is clear for instance when considering the product E(x, t) : D(x, t) appearing

in the definition of the active power in Eq. (2.75): in the case of pushers, E : D tends
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to be positive, whereas it tends be negative in unstable puller suspensions.

A few limitations of the present model should be kept in mind. First, the

expressions derived in Sec. 2.2.4 are based on a dilute approximation, as they only

consider the interaction of a single particle with a mean-field flow (in the case of

the flow-induced stress) or with a mean-field orientation distribution (in the case of

the steric stress). These expressions involve linear and quadratic corrections to the

Newtonian stress in terms of volume fraction, but are unlikely to be quantitatively

accurate in very dense systems, where more complex rheological laws would be needed.

However, we do not expect the effects of these stresses to change qualitatively at high

volume fractions. A perhaps greater limitation of the model is the one-fluid assumption

in which particles have no volume, which allowed us to describe fluid and particle

motions in terms of the same hydrodynamic velocity field. Nevertheless, we believe

that the present model captures most salient features of interactions in concentrated

active suspensions, and casts new light on the subtle interaction of hydrodynamic and

steric effects in these systems.
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2.A Steric stress tensor calculation

In this Appendix, we derive an expression for the stress tensor resulting from

steric interactions, in the case of a suspension of slender rod-like particles. As
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discussed in Sec. 2.2.2, steric interactions result in an effective angular velocity given

by Eq. (2.20):

ṗ = 2U0(I− pp) ·D · p, (2.76)

where the second-order tensor D is defined in Eq. (2.9). We model the particle

dynamics using leading-order slender-body theory [78], which for a stationary particle

in a quiescent liquid simplifies to

sṗ =
ln(2r)

4πη
(I + pp) · f(s), (2.77)

where s ∈ [−`/2, `/2] is a linear coordinate along the axis of the particle, and f(s)

denotes the linear force distribution along the rod. This expression can be inverted

for the force distribution:

f(s) =
4πη

ln(2r)

(
I− 1

2
pp

)
· sṗ =

8πηU0s

ln(2r)
(I− pp) ·D · p. (2.78)

Following Batchelor [66], the effective stress tensor in the suspension is then expressed

as a configurational average of the stresslets, or first force moments, on the particles:

Σt(x, t) = −
〈∫ `/2

−`/2
f(s)ps ds

〉
= − πη`

3U0

3 ln(2r)
〈(I− pp) ·D · pp〉, (2.79)

where 〈·〉 denotes an orientational average:

〈h〉 =

∫

Ω

h(p)Ψ(x,p, t) dp. (2.80)
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In index notation, Eq. (2.79) becomes

Σt
ij = − πη`

3U0

3 ln(2r)
〈(δik − pipk)Dklplpj〉 = − πη`

3U0

3 ln(2r)
[Dil〈plpj〉 − 〈pipjpkpl〉Dkl]. (2.81)

Recalling that 〈plpj〉 = Dlj + (c/3)δlj where c is the concentration, we obtain:

Σt
ij = − πη`

3U0

3 ln(2r)

[
Dil(Dlj +

c

3
δlj)− 〈pipjpkpl〉Dkl

]
. (2.82)

After subtracting an isotropic tensor, which does not affect the velocity of the flow

and only modifies the pressure, we arrive at the final expression:

Σt(x, t) = −σt
[
D(x, t) ·D(x, t) +

c(x, t)

3
D(x, t)− S(x, t) : D(x, t)

]
, (2.83)

where σt = πη`3U0/3 ln(2r) and the fourth-order tensor S is defined in Eq. (2.10).



Chapter 3

Chaotic dynamics and oxygen

transport in thin films of aerotactic

bacteria

3.1 Introduction

The ability of motile bacteria to modulate their motions in response to changes

in concentration of chemical cues or nutrients plays a central role in the development

and growth of microorganismal colonies, as well as in cell-cell communication processes

such as quorum sensing [79]. The directed migration of motile bacteria such as

Escherichia coli and Bacillus subtilis along a chemical gradient, or “chemotaxis”, is

a consequence of their run-and-tumble dynamics, by which periods of motion along

straight lines (“runs”) are interspersed by random reorientation events (“tumbles”)

resulting from the unbundling and rebundling of their flagella [17, 80]. By modulating

the frequency of tumbling events based on experienced temporal changes in chemical

79
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concentration, bacteria are able to undergo a biased random walk in the gradient

direction. In large-scale suspensions, this mode of locomotion often results in complex

spatial patterns, with accumulation near sources of oxygen and nutrients [81], or the

formation of stable multicellular aggregates [82].

As they locomote through fluid environments, bacteria not only interact with

chemical substances but can also interact with each other in sufficiently concentrated

suspensions via fluid-mediated hydrodynamic interactions. A neutrally buoyant self-

propelled particle swimming through a viscous medium exerts a net force dipole on

the fluid [62], thereby driving a flow that can affect the motions of its neighbors.

In a suspension of many swimmers, the resulting fluid flows can be quite strong

and overcome the individual swimming motions. This results in complex correlated

dynamics [11], accompanied by giant number fluctuations [8] and enhanced swimmer

and tracer diffusion [10, 83, 9]. While these effects have been studied both theoretically

[19, 20, 41, 39, 37, 84] and numerically [33, 34, 38], their impact on nutrient transport

and bacterial chemotactic response has not yet been addressed.

In recent experiments, Sokolov et al. [6] studied suspensions of the bacterium

Bacillus subtilis confined in free-standing liquid films. As a result of aerotaxis (or

directed response to an oxygen stimulus), the bacteria were found to accumulate near

the interfaces where the oxygen concentration was the highest. In thin films (. 100µm),

a steady concentration profile was reached with a spatially homogeneous bacterial

distribution in the plane of the film. As the thickness was increased (100− 500µm),

a transition to inhomogeneous three-dimensional chaotic motions took place, with

unsteady plumes of bacteria penetrating the bulk of the film and enhanced oxygen

transport. In yet thicker films (& 500µm), a stagnant bacterial layer at the center
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of the film was also reported. As argued by Sokolov et al., these dynamics are likely

a consequence of the coupling between the aerotactic response of the bacteria and

the flow fields set up via hydrodynamic interactions. Recent attempts at elucidating

this coupling have focused on linear stability analysis in uniform gradients [85, 1],

and have shown that the convective motion driven by bacterial active stresses may

be responsible for these observations. However, these models did not account for

oxygen transport and were not able to capture the strongly nonlinear regimes of the

experiments.

In this chapter, we address this problem by extending a previous kinetic model

for active suspensions [19, 20, 41] to account for run-and-tumble aerotaxis in thin

liquid films, and explicitly model the three-way coupling between bacterial dynamics,

oxygen transport, and fluid flow. Using three-dimensional numerical simulations, we

study the emergence of nonlinear dynamics and pattern formation in these films,

and are able to quantitatively capture and explain the three regimes reported in

experiments [6] and to correlate them with the prediction from the linear stability

analysis of Kasyap and Koch [1].

3.2 Kinetic Model

The configuration of a suspension of motile bacteria is modeled by a distribution

function Ψ(x,p, t) of center-of-mass position x and orientation p, normalized as

1
V

∫
V
dx
∫
dpΨ(x,p, t) = n where n is the mean number density in the domain of

volume V . The distribution function satisfies a conservation equation

∂tΨ +∇x · (ẋΨ) +∇p · (ṗΨ) = −λΨ +
1

4π

∫
dp′ Ψ ′λ′, (3.1)
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where the right-hand side models the run-and-tumble dynamics of the swimmers

[86, 39, 87, 88]. Specifically, the first term −λΨ describes bacteria that tumble away

from orientation p (with tumbling rate λ), whereas the integral term accounts for

tumbling from orientation p′ to p. The flux velocities ẋ and ṗ in Eq. (3.1) are modeled

as [20]

ẋ = U0p + u−D∇x lnΨ, (3.2)

ṗ = (I− pp) · (γE + W) · p− d∇p lnΨ. (3.3)

The center-of-mass velocity in Eq. (3.2) results from the constant self-propulsion

velocity U0p (in the direction of p), the local fluid velocity u(x, t), and translational

diffusion with diffusivity D. Similarly, Eq. (3.3) accounts for the rotation of the

particle in the local flow field via Jeffery’s equation [50], where E = (∇xu +∇xu
T)/2

and W = (∇xu−∇xu
T)/2 are the rate-of-strain and vorticity tensors, respectively,

and γ ∈ [−1, 1] is a shape parameter. For a spheroidal particle, γ = (r2 − 1)/(r2 + 1)

where r is the aspect ratio, and γ ≈ 1 for a slender particle such as most types of

bacteria. We also account for rotary diffusion with diffusivity d.

The fluid velocity u appearing in Eqs. (3.2)–(3.3) is driven by the active stresses

generated by the swimming bacteria, and satisfies the steady Stokes equations

∇xq − η∇2
xu = ∇x ·Σp, ∇x · u = 0, (3.4)

where q is the pressure and η is the viscosity of the medium. The active particle stress

tensor Σp(x, t) captures the effect of the force dipoles due to self-propulsion and can
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be modeled as [40, 68]

Σp(x, t) = σ0

∫
Ψ(x,p, t)(pp− I/3) dp, (3.5)

where the stress magnitude σ0 is a negative constant for rear-actuated swimmers, also

known as pushers, such as most motile bacteria.

We model oxygen transport using an advection-diffusion-reaction equation for

the oxygen concentration field s(x, t) (normalized by its constant value at the film

boundaries, taken to be the oxygen saturation concentration):

∂ts+ u(x, t) · ∇xs−D0∇2
xs = −κc(x, t)f [s(x, t)]. (3.6)

In Eq. (3.6), oxygen is advected by the local flow and diffuses with diffusivity D0.

Consumption by the bacteria is modeled as a second-order reaction, where κ is the

consumption rate in oxygen-rich environments, c(x, t) =
∫
dpΨ(x,p, t) is the bacterial

concentration, and the function f(s) = max{0, [(s − 0.1)/0.9]0.2} accounts for the

experimental observation that oxygen consumption diminishes drastically when its

concentration falls below ≈ 10 % of its saturation value [89].

Finally, the tumbling bias, which couples bacterial dynamics to oxygen concen-

tration and leads to aerotaxis, is modeled in Eq. (3.1) by letting the tumbling rate

depend on s as λ = λ0 exp(−ξDts) [80, 86], where ξ is the aerotactic response strength,

and Dts is a Lagrangian derivative capturing the rate of change of s as experienced by

a bacterium moving with velocity U0p + u: Dts = ∂ts+ (U0p + u) · ∇xs. Bacteria for

which Dts > 0 therefore have a lower tumbling rate, causing them to migrate towards

oxygen-rich regions. Within this framework, the tumbling rate only depends on the
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instantaneous rate of change of s along bacterial trajectories rather than on the time

history of the concentration field experienced by the swimmers. Eqs. (3.1)–(3.6) form

a closed system for the coupled dynamics of bacteria, oxygen, and fluid flow, and

are the basis of this study. A similar system was also recently proposed by Lushi et

al. [90] to model suspensions of chemotactic bacteria where the chemoattractant is

secreted by the swimmers.

3.3 Simulation results

We solve this system numerically in a doubly periodic geometry (periodic in the

x-y plane, bounded in the z-direction) mimicking the liquid films of the experiments of

Sokolov et al. [6] We denote by L the film thickness, with z = 0, L corresponding to the

free surfaces. The boundary condition on Ψ is expressed as ẑ ·
∫

ẋΨdp = 0 at z = 0, L,

and ensures that the mean concentration of bacteria is conserved. For the fluid flow,

a free-shear-stress boundary condition is used to model air-liquid interfaces: uz = 0

and ∂zux = ∂zuy = 0 at z = 0, L. Both boundary conditions are easily implemented

using a reflection condition for the distribution function. The normalized oxygen

concentration has a prescribed value of 1 at both interfaces. Spectral solutions of

Eqs. (3.4) and (3.6) are used, coupled to a finite-difference solution (second-order in

time, space, and orientation) of the conservation equation for the distribution function

[91]. The initial condition for Ψ(x,p, 0) is uniform isotropic (Ψ0 = n/4π) with a weak

random perturbation, while the oxygen concentration inside the film is initially zero.

Parameter values are chosen for direct comparison with the experiments of

Sokolov et al. [6]. The bacteria are Bacillus subtilis, with length ` = 4µm, U0 =

20µm/s, σ0 = −2.7 × 10−18 kg.m2/s [92], and a mean number density of n = 2 ×
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Figure 3.1: (Color online) Snapshots of bacterial (left) and oxygen (right)
concentration fields at statistical steady state for different film thicknesses:
(a)-(b) L = 100µm, (c)-(d) L = 300µm, and (e)-(f) L = 600µm (enhanced
online).

1016 cell/m−3 [6]. Based on the experiments, we estimate the translational diffusivity

to be D = 1.3× 10−10 m2/s, and an estimate for the rotational diffusivity can then be

obtained from the generalized Taylor dispersion [34] relation d = U2
0/6D ≈ 0.5 s−1.

The oxygen diffusivity and consumption rate are set to D0 = 2 × 10−9 m2/s and

κ = 6.7× 10−18 m3/cell/s, respectively [6]. There is some uncertainty as to the actual

values of the base tumbling rate and chemotactic strength in bacterial suspensions; we

choose the values λ0 = 1.9 s−1 and ξ = 3.1 s, which are close to previous estimates from

experiments [17]. Finally, the film thickness is varied over the range L = 50− 600 µm,

which is also the range considered in the experiments of Sokolov et al. [6].

As the simulations start, oxygen rapidly diffuses into the film on a time scale

L2/8D0 of the order of a few seconds, and consumption by the bacteria begins. Both
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effects drive the formation of oxygen gradients inside the film, to which the bacteria

respond by modifying their run-and-tumble dynamics so as to migrate preferentially

towards the oxygen-rich regions near the boundaries. This aerotactic response leads

to anisotropic orientation distributions, thereby inducing active stresses that, in some

cases, can drive three-dimensional flows.

Simulations for various film thicknesses are illustrated in Fig. 3.1, showing

typical bacterial and oxygen concentration fields at an arbitrary time past the initial

transient. Based on the film thickness L, we distinguish three regimes with qualitatively

different dynamics. In regime I, which is shown in Figs. 3.1(a)-(b) and corresponds to

thin films (L . 200µm), bacterial and oxygen concentrations quickly reach steady-

state profiles that are uniform in the x-y plane. At steady state, diffusion across the

film leads to a nearly uniform oxygen profile, and by consequence to a weak bacterial

migration. This weak aerotaxis, along with the strong confinement which constrains

the growth of instabilities and limits flows in the z-direction, explain the lack of

unsteady dynamics in this case. As L is increased to ≈ 200 − 400µm, regime II is

observed and is characterized by the emergence of unsteady dynamics on the scale

of the system [Fig. 3.1(c)-(d)]. After an initial transient, a statistical steady state is

reached when the effects of active input power, oxygen diffusion, and consumption by

the bacteria are balanced. The bacteria are found to concentrate significantly near the

boundaries, but their distribution constantly fluctuates in time with the formation of

dense unsteady plumes penetrating the bulk of the film and thereby resulting in fluid

mixing. The oxygen concentration away from the boundaries is diminished, which

further enhances aerotaxis. Above L & 400µm [Fig. 3.1(e)-(f)], regime III is also

characterized by a strong bacterial migration towards the boundaries and unsteady
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Figure 3.2: (Color online) Vertical profiles for different film thicknesses
L: (a) bacterial concentration c(z)/n, (b) oxygen concentration s(z), (c)
oxygen consumption K(z)/n, and (d) rms of the vertical fluid velocity ∆uz(z).
Simulation results (symbols) are compared to the base state (lines).

flow dynamics, but also exhibits a strong oxygen depletion layer and an additional

accumulation of bacteria near the center of the film (see Fig. 3.2). The bacterial

plumes are found to intensify, and fluid velocities are reduced near the centerline. The

existence and characteristics of all three regimes are consistent with the experimental

observations of Sokolov et al. [6], as are the critical film thicknesses above which they

arise.

Figure 3.2 shows vertical profiles of various fields averaged over time (after

the initial transient) and in the plane of the film. We compare these profiles to a

‘base state’ equilibrium solution of the kinetic equations corresponding to a steady

distribution function that only depends on z and θ = cos−1 pz, with no fluid flow.

Bacterial concentration profiles are plotted in Fig. 3.2(a), and exhibit strong peaks

near the boundaries owing to aerotaxis. The profiles become sharper as L increases, yet
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they are not as sharp as in the base state, a consequence of the large-scale flows that

emerge in thick films and facilitate transport of bacteria into the bulk. Interestingly,

we find that the oxygen profiles in Fig. 3.2(b) are only weakly affected by interactions

and remain close to the base state for all values of L; an estimate of the Péclet number

for oxygen transport, Peo = LU0/D0, yields values of order O(1), suggesting that this

is likely a result of the strong oxygen diffusion. While s(z) is nearly uniform in thin

films (hence the weak aerotaxis in regime I), strong gradients form in thicker films. In

regime III (L = 600µm), an oxygen depletion layer (defined as s(z) ≤ 0.1) forms in

the center of the film, where consumption nearly ceases. The appearance of this layer

is accompanied by a slight accumulation of bacteria at the centerline [see Fig. 3.2(a)].

This accumulation should really be interpreted as a lack of depletion, as bacteria in

this region no longer experience oxygen gradients and therefore become incapable of

migrating away by aerotaxis. A similar dense immobile layer was reported in 530µm

films by Sokolov et al. [6].

The oxygen consumption K(z) = 〈cf [s]〉 (where 〈·〉 denotes averaging over x,

y, and t) is plotted in Fig. 3.2(c). Consumption occurs primarily near the boundaries

as expected. For all film thicknesses, hydrodynamic interactions are found to increase

consumption slightly near the center of the film with respect to the base state, as a

result of the enhanced transport by the flow. In very thick films (regime III), however,

consumption ceases completely near the centerline (where s ≤ 0.1), leading to bacterial

accumulation.

The emergence of large-scale flows with increasing L is illustrated in Fig. 3.2(d),

showing the rms ∆uz(z) of the vertical velocity across the film. There is no flow

in regime I, which coincides with the base state. In regime II, significant velocities
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Figure 3.3: (Color online) Base-state profiles of (a) active stress component
Σp
zz/nσ0, and (b) aerotaxic drift Ud/U0. (c) Base-state values of β and Peb

and corresponding regimes in simulations, compared to the marginal stability
curve βcrit of Kasyap and Koch [1]. The data points correspond to values of
L in the range 50− 600µm.

[∼ O(U0)] are seen across most of the film, with the effect of enhancing transport from

the boundaries into the bulk (bacterial plumes). However, the profile shape changes

in regime III as the depletion layer forms, with high velocities now localized near the

boundaries and low velocities in the center. In both regimes II and III, horizontal

velocities (not shown) are also significant and can reach values of up to ≈ 5U0.

The unsteady dynamics arising in thick films are directly linked to the coupling

between the bacterial aerotactic response and hydrodynamic interactions, and cannot

be explained solely based on either effect: in fact, setting either ξ = 0 (unbiased

tumbling) or u = 0 (no hydrodynamic interactions) in the simulations has the effect of

stabilizing the suspensions for all values of L considered here. A mechanism for such

taxis-driven instabilities was recently proposed by Kasyap and Koch [1] for bacteria

swimming in a uniform gradient, where they argued that the anisotropic orientation

distributions resulting from chemotaxis yield active stresses that drive flows tending to

reinforce density fluctuations in directions normal to the chemical gradient. Based on

a linear analysis, they showed that the onset of instability is governed by two dimen-
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sionless groups: a bacterial Péclet number Peb = 3LUdλ0/U
2
0 , where Ud = U0

∫
pzΨ dp

is the aerotactic drift velocity, and a parameter β = −3Σp
zzL/2ηUd comparing the

magnitudes of active and viscous stresses. They predicted that instabilities should

occur when β exceeds a critical value βcrit obtained analytically as a function of Peb.

To test this prediction, we consider base-state profiles of Σp
zz and Ud in Fig. 3.3(a)–(b),

where both quantities are found to increase significantly with L near the boundaries.

Estimates of Peb and β based on the extrema of Σp
zz and Ud are shown in Fig. 3.3(c)

and compared to βcrit. The marginal stability curve is found to predict the onset

of unsteady dynamics in the simulations remarkably well (transition from regime I

to II). We find that this transition is primarily associated with an increase in Peb

(or aerotactic drift), whereas the transition from II to III is accompanied by a sharp

increase in β (or active stresses).

3.4 Conclusions

Using a kinetic model and numerical simulations, we have studied the transition

to chaotic dynamics occurring in liquid films of aerotactic bacteria as film thickness is

increased. Our results, which are consistent with experiments [6] and a linear stability

theory [1], emphasize the importance of active stresses in these suspensions, which can

drive unsteady flows and enhance both bacterial and oxygen transport across the film.

A similar conclusion was also reached by Lushi et al. [90], who studied the effects of self-

generated flows on chemotactic aggregation when the chemoattractant is secreted by

the swimmers: they find that, in suspensions of pushers such as bacteria, self-generated

flows have a strong impact on the aggregation patterns, which become unsteady as a

result of strongly mixing flows advecting both swimmers and chemoattractant. These
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observations all suggest that mixing and transport by hydrodynamic interactions likely

play a significant role in facilitating the access of motile bacteria to oxygen and other

nutrients in large-scale suspensions.
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Chapter 4

Transport of a dilute active

suspension in pressure-driven

channel flow

4.1 Introduction

The interaction of active self-propelled particles with rigid boundaries under

confinement plays a central role in many biological processes. Spermatozoa are

well known to accumulate at rigid boundaries [93, 94], with complex implications

for their transport in the female tract during mammalian reproduction [95, 96, 97].

The aggregation of bacteria near surfaces and their interaction with external flows in

confinement has a strong effect on their ability to adhere and form biofilms [98, 99, 100].

It also impacts their interactions with the gastrointestinal wall during digestion, with

consequences for various pathologies [101, 102]. Confinement has also been shown

to affect cell-cell interactions and collective motion in dense sperm and bacterial

92
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suspensions and can also result in spontaneous unidirectional flows [103, 104, 105].

In engineering, the ability to concentrate or separate bacteria by controlling their

motions in microfluidic devices with complex geometries has been demonstrated

[106, 107, 108, 109, 110], as well as the ability to harness bacterial swimming power

to actuate gears [111, 112] or transport cargo [113, 114]. Particle-wall interactions are

also critical in systems involving synthetic microswimmers [115, 116, 117], as these

inherently reside near surfaces due to sedimentation.

The prominent feature of confined active suspensions is the tendency of swim-

ming particles to accumulate near boundaries. This was first brought to light by

Rothschild [93], who measured the concentration of swimming bull spermatozoa in

a glass chamber and reported a nonuniform distribution across the channel with a

strong spike in concentration near the walls. Berke et al. [118] repeated the same

experiment using suspensions of Escherichia coli in microchannels and also observed

an accumulation of bacteria at the channel walls. They further reported the tendency

of bacteria to align parallel to the boundaries, which led them to consider wall hydro-

dynamic interactions due to the force dipole exerted on the fluid by the self-propelled

particles as a potential mechanism for migration. Hydrodynamic interactions are

indeed known to have an impact on the trajectories of swimming particles near no-slip

walls [119, 120], and have been shown to lead to attraction of sperm cells towards walls

[121]. Li and co-workers [122, 123] also observed wall accumulation in suspensions

of Caulobactor crescentus but presented an alternate mechanism based purely on

kinematics that explains accumulation as a result of the collisions of the bacteria with

the wall, leading to their reorientation parallel to the surface. The possibility of a

non-hydrodynamic mechanism for wall accumulation is indeed supported by various
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simulations that neglected wall hydrodynamic interactions [124, 125], suggesting that

such interactions in fact only play a secondary role in this process.

Several other interesting effects have also been reported when an external flow is

applied on the suspension. One such effect is the propensity of motile particles to swim

upstream in a pressure-driven flow. This was noted for instance by Hill et al. [126],

who tracked the trajectories of Escherichia coli in a shear flow near a rigid surface in

a microfluidic channel, and proposed a complex mechanism for upstream swimming

based on the chirality of the flagellar bundles and on hydrodynamic interactions.

Such interactions were characterized more precisely by Kaya and Koser [127], who

demonstrated that the Escherichia coli cells undergo modified Jeffery’s orbits [49]

near the walls and suggested that this detail is crucial in understanding the upstream

migration. A clearer picture of this phenomenon emerged in yet more recent work by

Kaya and Koser [128], who systematically analyzed Escherichia coli motility near a

surface as a function of the local shear rate. At low shear rates, circular trajectories

were observed due to the chirality of the cells, as previously explained by Lauga et

al. [119]. At higher shear rates, positive rheotaxis was reported and accompanied by

rapid and continuous upstream motility. This directional swimming was explained

as a result of the combined effects of surface hydrodynamic interactions, which were

thought to cause the swimming cells to dip towards the walls, and of reorientation

by the shear flow, which aligns the cells against the flow. Upstream motility was

also recently discussed by Kantsler et al. [97] in the case of mammalian spermatozoa,

where the combination of shear alignment, wall steric interactions and cell chirality

was shown to lead to steady spiraling trajectories in cylindrical capillaries.

While most experimental studies under confinement have focused on near-wall



95

aggregation and swimming dynamics, the behavior of self-propelled micro-organisms

under flow in the bulk of the channels is also of interest. In recent work, Rusconi et

al. [129] analyzed the effects of a Poiseuille flow on the trajectories and distributions

of motile Bacilus subtilis cells, with focus on the central portion of the channel. In

sufficiently strong flow, they reported the formation of a depletion layer in the central

low-shear region of the channel, accompanied by cell trapping in the high-shear regions

surrounding the depletion. This trapping was attributed to the strong alignment of

the swimming cells with the flow under high shear, which hinders their ability to

swim across streamlines. Quite curiously, they reported that maximum depletion is

achieved at a critical imposed shear rate of approximately 10 s−1, above which both

trapping and depletion become weaker. A simple Langevin model capturing the effects

of self-propulsion, shear rotation, and diffusion was also proposed to explain these

observations, and was able to reproduce the salient features of the experiments.

Other interesting effects arise in pressure-driven flow due to the ability of active

particles to modify the effective rheology of their suspensions. This problem was

recently addressed by Gachelin et al. [130], who devised a microfluidic rheometer to

measure the rheology of Escherichia coli suspensions as a function of shear rate in

microchannels of width 100µm. At low shear rates and in dilute suspensions, the

effective viscosity was found to be lower than that of the suspending medium, in

agreement with theoretical models for unconfined suspensions in simple shear flow

[40, 131, 68] and to previous bulk measurements [6]. It was then found to increase

at intermediate shear rates, and finally shear-thin at high shear rates as predicted

by Saintillan [68]. Their study also cast light on the precise influence of flow on

wall accumulation, and showed that increasing the flow rate causes a decrease in the
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bacterial concentration at the walls.

Models and simulations explaining the mechanisms leading to these rich dy-

namics have been relatively scarce. Direct numerical simulations of hydrodynamically

interacting swimming particles confined to a gap between two plates were first per-

formed by Hernandez-Ortiz and coworkers [33, 132] using a simple dumbbell model,

and indeed captured a strong particle accumulation at the boundaries in dilute systems.

As the mean swimmer density was increased, collective motion and mixing due to

particle-particle hydrodynamic interactions led to a decrease in the concentration near

the walls. Accumulation was also observed in simulations of self-propelled spheres by

Elgeti and Gompper [125], who entirely neglected hydrodynamic interactions. This

study, as mentioned above, suggests that wall hydrodynamic interactions are not

required to explain migration, and neither is shape anisotropy. Rather, the simple

combination of cell swimming, steric exclusion by the walls, and diffusive processes

is sufficient to capture accumulation, and Elgeti and Gompper [125] also proposed

a simple Fokker-Planck description of the suspension that shares similarities with

the present work and was able to explain their results. A similar continuum model

was also proposed by Lee [133], who derived analytical expressions for the ratio of

particles in the bulk vs near-wall region in the limits of weak and strong rotational

diffusion. Very recently, Li and Ardekani [134] performed direct numerical simulations

of confined suspensions of spherical squirmers that propel via an imposed slip velocity,

and reported strong accumulation at the boundaries irrespective of the details of

propulsion. They also noted the tendency of particles to align normal to the wall in

the near-wall region.

The effects of an external flow have also been addressed using discrete particle
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models and simulations. The dynamics of isolated deterministic microswimmers in

Poiseuille flow were studied in detail by Zottl and coworkers [135, 136], who found

that such swimmers perform either an upstream-oriented periodic swinging motion or

a periodic tumbling motion depending on their location in the channel. Suspensions

of interacting swimmers in pressure-driven flow have also been simulated, notably by

Nash et al. [137] and Costanzo et al. [124], who both observed aggregation at the

walls together with upstream swimming as a result of the rotation of the particles

by the flow. More recently, Chilukuri et al. [138] extended the simulation method

of Hernandez-Ortiz et al. [132] to account for a Poiseuille flow. Similar trends as

reported earlier were observed, including wall accumulation and upstream swimming,

as well as the reduction of accumulation with increasing flow rate. In addition, they

also reported the formation of a depletion layer near the channel centerline in strong

flows, in agreement with the microfluidic experiments of Rusconi et al. [129]. Simple

scalings for the dependence of this depletion with shear rate, swimming speed and

channel width were also proposed.

While these various numerical simulations have been able to reproduce the

relevant features of previous experiments, a clear unified theoretical model capable

of capturing and explaining all of the above effects based on conservation laws

and microscopic swimmer dynamics is still lacking. In unconfined systems, much

progress has been made over the last decade in the description of the behavior of

active suspensions using continuum kinetic theories [29, 139, 39]. One such class of

models, introduced by Saintillan and Shelley [140, 141] to explain the emergence of

collective motion in semi-dilute suspensions, is based on a conservation equation for the

distribution function Ψ(x,p, t) of particle positions and orientations, in which fluxes
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arise due to self-propulsion, advection and rotation by the background fluid flow, as well

as diffusive processes. When coupled to a model for the fluid flow (whether externally

imposed or driven by the swimmers themselves), this conservation equation can be

linearized for the purpose of a stability analysis or integrated in time to investigate

nonlinear dynamics. This approach, which also relates to other models developed in

the context of active liquid crystals [47, 139, 48], has been very successful at elucidating

the mechanisms leading to collective motion at a suspension level. However, attempts

to apply such continuum kinetic theories to confined suspensions have been few and

far between, in part due to the complexity of the boundary conditions that need to be

enforced on the distribution function.

In this chapter, we present a simple continuum theory for the dynamics and

transport of a dilute suspension of Brownian active swimmers in a pressure-driven

channel flow between two parallel flat plates. To focus on the effects of steric confine-

ment and its interaction with the flow, we neglect particle-particle and particle-wall

hydrodynamic interactions entirely but incorporate a detailed treatment of the bound-

ary conditions for the distribution function. As we show below, our theory is able to

capture all the different regimes discussed above, including wall accumulation in the

absence of flow, and upstream swimming, depletion at the centerline and trapping

in high-shear regions when a flow is applied. We introduce the governing equations,

boundary conditions and nondimensionalization in §4.2, where we also derive a simpler

approximate model based on moment equations. The equilibrium distributions in the

absence of flow are obtained in §4.3, where wall accumulation is seen to be accompanied

by a net polarization of the particle distribution near the boundaries, and where a very

simple expression is derived for the concentration profile across the channel in terms of
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Figure 4.1: Problem definition: a dilute suspension of slender active particles
with positions x = (x, y, z) and orientations p is confined between two parallel
flat plates (z = ±H) and subject to an imposed pressure-driven parabolic
flow.

the parameters of the problem. The effects of an external Poiseuille flow are discussed

in §4.4, where a numerical solution of the governing equations captures upstream

swimming and shear trapping in the relevant parameter ranges, and where both effects

are also explained theoretically using asymptotic analysis in the weak and strong flow

regimes. We analyze the effective rheology of a dilute suspension in Poiseuille flow

and its influence on the mean velocity profile at low particle concentrations in §4.5.

Finally, we summarize our results in §4.6 and discuss them in the light of the recent

literature in the field.
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4.2 Governing equations

4.2.1 Problem definition and kinetic model

We analyze the dynamics in a dilute suspension of self-propelled slender particles

confined between two parallel flat plates and placed in an externally imposed pressure-

driven flow as illustrated in figure 4.1. The channel half-width is denoted by H,

and is assumed to be much greater than the characteristic length L of the particles

(H/L� 1), so that the finite size of the particles can be neglected. The external flow

follows the parabolic Poiseuille profile

U(x) = U(z) ŷ = Um
[
1− (z/H)2

]
ŷ, (4.1)

with maximum velocity Um at the centerline (z = 0). The shear rate varies linearly

with position z across the channel:

S(z) =
dU

dz
= −γ̇w

z

H
, (4.2)

where γ̇w = 2Um/H is the maximum absolute shear rate attained at the walls (z =

±H).

Following previous models for active suspensions [140, 141], the configuration of

the active particles is captured by the probability distribution function Ψ(x,p, t) of find-

ing a particle at position x = (x, y, z) with orientation p = (sin θ cosφ, sin θ sinφ, cos θ)

at time t, where p also defines the direction of swimming. Conservation of particles is
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expressed by the Smoluchowski equation [18]

∂Ψ

∂t
+∇x·(ẋΨ) +∇p·(ṗΨ) = 0, (4.3)

where the translational flux velocity ẋ captures self-propulsion with constant velocity

Vs in the direction of p, advection by the imposed flow, and center-of-mass diffusion

with isotropic and constant diffusivity dt:

ẋ = Vs p+U(z)− dt∇x lnΨ. (4.4)

Particle rotations are captured by the angular flux velocity ṗ, which includes con-

tributions from the imposed flow via Jeffery’s equation [49, 50], and from rotational

diffusion with diffusivity dr:

ṗ = S(z)(ẑ·p)(I− pp)·ŷ − dr∇p lnΨ. (4.5)

We have assumed that the particles have a high aspect ratio, a good approximation for

common motile bacteria as well as many self-propelled catalytic micro-rods. Particle-

particle hydrodynamic interactions have also been neglected based on the assumption

of infinite dilution; such interactions could otherwise be included via an additional

disturbance velocity in the expressions for ẋ and ṗ [141]. As a result, we expect the

distribution of particles to be uniform along the x and y directions, and at steady

state the Smoluchowski equation (4.3) for Ψ(x,p, t) = Ψ(z,p) then simplifies to

Vs cos θ
∂Ψ

∂z
− dt

∂2Ψ

∂z2
+ S(z)∇p· [cos θ(I− pp)·ŷ Ψ ] = dr∇2

pΨ. (4.6)
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This equation simply expresses the balance of self-propulsion, translational diffusion,

particle alignment by the imposed flow, and rotational diffusion.

In this work, we treat the translational and rotational diffusivities dt and dr as

independent constants, which could result from either Brownian motion or various

athermal sources of noise [62, 63]. The athermal contribution to diffusion may arise due

to tumbling or other fluctuations in the swimming actuation of motile micro-organisms,

or from fluctuations in the chemical actuation mechanism of catalytic particles. In

many active suspensions, such athermal fluctuations are in fact the dominant source

of diffusion.

4.2.2 Boundary conditions

In the continuum limit, the impenetrability of the channel walls is captured by

prescribing that the normal component of the translational flux be zero at both walls:

ẑ·ẋ = 0 at z = ±H. (4.7)

Inserting equation (4.4) for the translational flux, this leads to a Robin boundary

condition for the probability distribution function:

dt
∂Ψ

∂z
= Vs cos θ Ψ at z = ±H, (4.8)

expressing the balance of translational diffusion and self-propulsion in the wall-normal

direction. Equation (4.8) implies that particles pointing towards a wall (cos θ > 0

for the top wall at z = +H) incur a positive wall-normal gradient (∂Ψ/∂z > 0),

whereas particles pointing away from the wall (cos θ < 0) incur a negative gradient.
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This suggests that sorting of orientations should occur and lead to a net polarization

towards the walls, accompanied by near-wall accumulation. These effects will indeed

be confirmed in §4.3. It is important to note that the boundary condition (4.8)

requires that the wall-normal swimming flux be balanced by a diffusive flux. In the

complete absence of translational diffusion (dt = 0), the swimming flux can no longer

be balanced at the wall: this singular limit, which is ill-posed in our mean-field theory,

will not be addressed here. Note also that the balance of the wall-normal fluxes

hints at a length scale of `a = dt/Vs for wall accumulation, as we demonstrate more

quantitatively below.

Other types of boundary conditions have been considered in previous works.

In particular, several studies have implemented the condition

∫

Ω

ẑ·ẋΨ dp = 0 at z = ±H, (4.9)

where Ω denotes the unit sphere of orientation. Equation (4.9) captures the zeroth

orientational moment of (4.8) and is easily implemented numerically using a reflection

condition on the distribution function. It was first used by Bearon et al. [142] in a

two-dimensional model of suspensions of gyrotactic swimmers constrained to a planar

domain. Ezhilan et al. [22] also imposed equation (4.9) in the case of a chemotactic

active suspension confined to a thin liquid film, where the primary mechanism for ac-

cumulation was chemotaxis as opposed to kinematics. In the absence of external fields,

however, this boundary condition allows for a uniform isotropic solution throughout

the channel and is therefore unable to capture near-wall accumulation or upstream

swimming when a flow is imposed (see Appendix A for more details). Kasyap and

Koch [143] also considered chemotactic active suspensions in thin films but used a
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position/orientation decoupling approximation for the probability distribution function

Ψ (x,p, t), allowing them to derive a boundary condition for the number density field

expressing the balance of the chemotactic and diffusive fluxes at the boundaries. To

our knowledge, the only previously reported use of the boundary condition (4.8) for

a confined active suspension was in the work of Elgeti and Gompper [125], whose

analysis was restricted to equilibrium distributions in the absence of flow and in the

limits of narrow channels or weak propulsion.

Finally, it should be kept in mind that the simple boundary condition (4.8)

neglects the finite size of the particles and is therefore inaccurate very close to the walls,

where steric exclusion prohibits certain particle configurations and should lead to a

depletion layer as observed in experiments [117]. The implications of steric exclusion are

discussed further in Appendix B, where a more detailed boundary condition is derived

and enforced on the hypersurface separating allowed from forbidden configurations

[144, 145, 146]. As we show there, the effects of steric exclusion are weak in wide

channels (H/L� 1) such as the ones considered in this work.

4.2.3 Dimensional analysis and scaling

Dimensional analysis of the governing equations reveals three dimensionless

groups:

Pes =
Vs

2drH
, Pef =

γ̇w
dr
, Λ =

dtdr
V 2
s

. (4.10)

The first parameter Pes, or swimming Péclet number, can be interpreted as the ratio

of the characteristic timescale for a particle to lose memory of its orientation due

to rotational diffusion over the time it takes it to swim across the channel width.

Equivalently, it is also the ratio of the persistence length of particle trajectories
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(`p = Vs/dr) over the channel width (2H). The second parameter Pef , or flow Péclet

number, compares the same diffusive timescale to the characteristic time for a particle

to align under the imposed velocity gradient. The third parameter Λ relates the

translational and rotational diffusivities to the swimming speed and is a fixed constant

for a given particle type. It can be interpreted as an inverse measure of the strength

of propulsion of a swimmer with respect to fluctuations, and the limits of Λ→ 0 and

Λ→∞ describe the strong and weak propulsion cases, respectively. When Λ is held

constant, Pes also reduces to an inverse measure of confinement, with Pes → 0 and

Pes →∞ describing the limits of weak and strong confinement, respectively.

In the following, we nondimensionalize the governing equations using the

characteristic time, length and velocity scales

tc = d−1r , `c = H, vc = Hdr, (4.11)

and also normalize the distribution function Ψ by the mean number density n defined

as

n =
1

2H

∫ H

−H

∫

Ω

Ψ(z,p) dp dz. (4.12)

After nondimensionalization, the conservation equation (4.6) becomes

Pes cos θ
∂Ψ

∂z
− 2ΛPe2s

∂2Ψ

∂z2
+
Pef

2
S(z)∇p· [cos θ(I− pp)·ŷ Ψ ] =

1

2
∇2
pΨ, (4.13)

where the dimensionless shear rate profile is simply S(z) = −z. The boundary
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condition (4.8) also becomes

∂Ψ

∂z
=

1

2ΛPes
cos θ Ψ at z = ±1. (4.14)

Note that the choice of H for the characteristic length scale is convenient as it sets

the positions of the boundaries to z = ±1 in the dimensionless system. However, we

will see below that alternate length scales are more judiciously chosen in certain limits

due to the presence of boundary layers.

4.2.4 Orientational moment equations

Equation (4.13), together with boundary condition (4.14), cannot be solved

analytically in general. While a numerical solution is possible as we show below, ana-

lytical progress can still be made in terms of orientational moments of the distribution

function [29]. More precisely, we introduce the zeroth, first, and second moments of

Ψ(z,p) as

c(z) = 〈1〉, m(z) = 〈p〉, D(z) = 〈pp− I/3〉, (4.15)

where the brackets 〈·〉 denote the orientational average

〈h(p)〉 =

∫

Ω

h(p)Ψ(z,p) dp. (4.16)

The zeroth moment c(z) corresponds to the local concentration of particles. The next

two moments are directly related to the polarization vector P(z) and to the nematic

order parameter tensor Q(z) commonly used in the description of liquid-crystalline
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systems [139] as

m(z) = c(z)P(z), D(z) = c(z)Q(z). (4.17)

Knowledge of these as well as higher moments also allows one to recover the full

distribution function as

Ψ(z,p) =
1

4π
c(z) +

3

4π
p·m(z) +

15

8π
pp : D(z) + ..., (4.18)

which can also be interpreted as a spectral expansion of Ψ(z,p) on the basis of spherical

harmonics. Near isotropy this expansion converges rapidly, which justifies truncation

after a few terms. If only the first three terms corresponding to c, m and D are

retained, a closed system of equations can be derived for these variables by taking

moments of the conservation equation (4.13) [47, 29].

In the problem of interest to us here, symmetries dictate that the only non-zero

components of m and D are mz and Dzz = −2Dxx = −2Dyy in the absence of flow.

When a flow is applied in the y direction, my and Dyz = Dzy are also expected to

become non-zero, and Dyy need no longer be equal to Dxx. The governing equations

for these variables can be obtained as
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Pes
dmz

dz
− 2ΛPe2s

d2c

dz2
= 0, (4.19)

Pes
dDzz

dz
− 2ΛPe2s

d2mz

dz2
+

(
1

6Λ
+ 1

)
mz = − 1

10
PefS(z)my, (4.20)

Pes
dDyz

dz
− 2ΛPe2s

d2my

dz2
+my =

2

5
PefS(z)mz, (4.21)

4

15
Pes

dmz

dz
− 2ΛPe2s

d2Dzz

dz2
+ 3Dzz =

4

7
PefS(z)Dyz, (4.22)

− 2

15
Pes

dmz

dz
− 2ΛPe2s

d2Dyy

dz2
+ 3Dyy = −3

7
PefS(z)Dyz, (4.23)

1

5
Pes

dmy

dz
− 2ΛPe2s

d2Dyz

dz2
+ 3Dyz = PefS(z)

(
1

10
c+

5

14
Dzz −

2

7
Dyy

)
.

(4.24)

No equation is needed for Dxx, which can simply be deduced from Dyy and Dzz using

the tracelessness of D. In each of these equations, the first term on the left-hand side

arises due to self-propulsion, the second term captures translational diffusion, and the

third term rotational diffusion. Terms on the right-hand side arise from the externally

applied pressure-driven flow and vanish in the absence of flow (Pef = 0).

Boundary conditions for these variables are also readily obtained by taking

moments of equation (4.14), yielding

dc

dz
=

1

2ΛPes
mz, (4.25)

dmz

dz
=

1

2ΛPes

(
Dzz +

1

3
c

)
,

dmy

dz
=

1

2ΛPes
Dyz, (4.26)

dDzz

dz
=

2

15ΛPes
mz,

dDyy

dz
= − 1

15ΛPes
mz,

dDyz

dz
=

1

10ΛPes
my, (4.27)

all to be enforced at z = ±1. For symmetry reasons, we expect c, my, Dyy, Dzz

to be even functions of z, whereas mz and Dyz are expected to be odd functions.

While we consider rotational diffusion as the only orientation decorrelation mechanism
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in this work, all the derivations shown here can be easily modified to account for

run-and-tumble dynamics instead by modifying numerical prefactors in the third terms

on the left-hand sides of equations (4.22)–(4.24).

Integrating equation (4.19) and making use of the boundary condition (4.25)

easily shows that (4.19) can be replaced by

mz − 2ΛPes
dc

dz
= 0 (4.28)

at every point in the channel, underlining the direct relation between transverse

polarization and concentration gradients. We also note that the normalization condi-

tion (4.12) on the distribution function translates into an integral condition on the

concentration field expressing conservation of the total particle number:

∫ 1

−1
c(z) dz = 2. (4.29)

As we discuss next, solution of the system (4.19)–(4.24) subject to the boundary

conditions (4.25)–(4.27) and to the integral constraint (4.29) is possible under certain

assumptions, and provides results that are in excellent quantitative agreement with

the full numerical solution of the Smoluchowski equation (4.13) over a wide range of

values of the Péclet numbers.

4.3 Equilibrium distributions in the absence of flow

We first analyze the case of no external flow (Pef = 0), where we expect the

boundary condition (4.14) to lead to near-wall accumulation and polarization as a
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result of self-propulsion. In this case, the full governing equation (4.13) simplifies to

Pes

(
cos θ

∂Ψ

∂z
− 2ΛPes

∂2Ψ

∂z2

)
=

1

2
∇2
pΨ, (4.30)

subject to condition (4.14) at the walls. We note some interesting mathematical

properties of these equations. First, taking the cross-sectional average of equation

(4.30) yields

∇2
p

(∫ 1

−1
Ψ dz

)
= 0, (4.31)

which implies that the gap-averaged orientation distribution is isotropic in the absence

of flow. Using the conservation constraint (4.29), we obtain

∫ 1

−1
Ψ dz =

1

2π
, (4.32)

which also implies that the first and higher-order moments all average to zero across

the channel width when there is no flow.

It is also easily seen that the uniform and isotropic distribution Ψ = 1/4π is

an exact solution of equation (4.30) for all parameter values, though it violates the

boundary condition (4.14) when Λ 6= ∞. Inspection of the equations shows that,

in the limit of ΛPes = dt/2Vs → 0, there is a loss of the higher derivative in both

the governing equation and the boundary condition. This singular limit suggests

the existence of an accumulation layer near the channel walls where the distribution

departs from the uniform isotropic state. Inside this boundary layer, the effects of

self-propulsion must be balanced by translational diffusion, notwithstanding the small

value of ΛPes. Rescaling the governing equation inside the boundary layer, however,

does not lead to analytical simplifications for finite Λ, so we turn to the simplified
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moment equations for further characterization of particle distributions near the walls

in §4.3.1, where a simple analytical solution is derived together with a scaling for the

thickness of the accumulation layer. We then describe how the limits of strong and

weak propulsion can be addressed using asymptotic expansions in §4.3.2 and §4.3.3.

4.3.1 Theory based on moment equations

In the absence of flow, the moment equations derived in §4.2.4 only involve c,

mz and Dzz, and simplify to:

mz − 2ΛPes
dc

dz
= 0, (4.33)

Pes
dDzz

dz
− 2ΛPe2s

d2mz

dz2
+

(
1

6Λ
+ 1

)
mz = 0, (4.34)

4

15
Pes

dmz

dz
− 2ΛPe2s

d2Dzz

dz2
+ 3Dzz = 0, (4.35)

subject to the integral constraint (4.29) and to the boundary conditions

dmz

dz
=

1

2ΛPes

(
Dzz +

1

3
c

)
,

dDzz

dz
=

2

15ΛPes
mz at z = ±1. (4.36)

Using this set of equations, we first proceed to derive a relation between the

values of the concentration and wall-normal polarization at the boundaries. First,

we integrate equation (4.35) across the channel width and use the second boundary

condition in (4.36) to arrive at

∫ 1

−1
Dzz(z) dz = 0. (4.37)

Now, combining equations (4.33) and (4.34), integrating from z to 1 and making use
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of the first boundary condition gives

Dzz − 2ΛPes
dmz

dz
+

6Λ+ 1

3
c = 2Λ c(1). (4.38)

This relation can be integrated once more across the channel width. Using condition

(4.37) together with the parity properties of c and mz, this simplifies to

c(±1) =

(
1 +

1

6Λ

)
∓ Pesmz(±1), (4.39)

providing a simple relation between concentration and polarization at the walls.

Inserting this relation into the first condition in (4.36) yields a new set of boundary

conditions that does not involve the concentration:

dmz

dz
=

1

2ΛPes

(
Dzz +

6Λ+ 1

18Λ

)
∓ 1

6Λ
mz,

dDzz

dz
=

2

15ΛPes
mz at z = ±1. (4.40)

Equations (4.34)–(4.35), together with these boundary conditions, form a coupled

system of second-order linear ordinary differential equations for mz and Dzz that can

be solved analytically. Once these variables are known, the concentration profile is

easily obtained from the polarization by integration of (4.33) along with condition

(4.39).

Solving these equations yields complicated expressions for c, mz and Dzz that

are omitted here for brevity. The profiles, which are illustrated in figure 4.2 and will

be discussed in more detail below, reveal one important finding: while a significant

wall-normal polarization exists in the near-wall region, nematic alignment is relatively

weak throughout the channel for Λ & 0.1. This suggests seeking a yet simpler solution
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that neglects nematic order altogether. If the moment expansion (4.18) is truncated

after two terms, the equations for c and mz simplify to

mz − 2ΛPes
dc

dz
= 0, −2ΛPe2s

d2mz

dz2
+

(
1

6Λ
+ 1

)
mz = 0, (4.41)

subject to the conditions

dmz

dz
=

c

6ΛPes
at z = ±1, and

∫ 1

−1
c(z) dz = 2. (4.42)

Solving these equations is straightforward and provides elegant expressions for the

concentration and polarization profiles:

c(z) =
B [6Λ coshB + coshBz]

6ΛB coshB + sinhB
, (4.43)

mz(z) =
6ΛPesB

2 sinhBz

3 (6ΛB coshB + sinhB)
, (4.44)

where

B−1 = ΛPes

√
12

1 + 6Λ
(4.45)

defines the dimensionless decay length of the excess concentration at the walls. In

dimensional terms, this decay length is given by B−1H = `a
√

3/(1 + 6Λ) where

`a = dt/Vs. In the limit of strong propulsion (Λ � 1), it simplifies to
√

3 `a. In the

limit of weak propulsion (Λ� 1), it becomes `d/
√

2 where `d =
√
dt/dr is a purely

diffusive length scale. For Brownian particles, `d is typically of the order of the particle

size L, though this may not be the case for active particles subject to athermal sources
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of noise. Next, we focus more precisely on these two limits by rescaling the governing

equations with the appropriate scales identified here.

4.3.2 Strong propulsion limit: Λ→ 0

In the limit of small Λ, the above discussion suggests rescaling the Smoluchowski

equation using the accumulation length scale `a, yielding

cos θ
∂Ψ

∂z
− ∂2Ψ

∂z2
= Λ∇2

pΨ, (4.46)

subject to the boundary condition

∂Ψ

∂z
= cos θ Ψ at z = ±H∗. (4.47)

Here, H∗ = (2ΛPes)
−1 is the channel half-height rescaled by the accumulation length

scale `a. The gap-averaged isotropy constraint is now expressed as

∫ H∗

−H∗
Ψdz =

H∗

2π
. (4.48)

The leading-order solution corresponding to Λ = 0, which was previously obtained by

Elgeti and Gompper [125], is written

Ψ (0)(z, θ) =
H∗ cos θ

4π sinh (H∗ cos θ)
exp (z cos θ) , (4.49)

and it is easily seen that it satisfies zero wall-normal flux pointwise throughout the

channel. In particular, it shows that wall accumulation is possible even in the absence

of rotational diffusion and is simply a result of a coupling between self-propulsion,
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translational diffusion and confinement. This solution can then be corrected to order

O(Λ) by solving the first-order inhomogeneous equation

cos θ Ψ (1)(z, θ)− ∂Ψ (1)

∂z
= ∇2

p

∫ z

−H∗
Ψ (0)(z, θ) dz. (4.50)

subject to boundary condition (4.47). An exact analytical solution to this equation

can again be obtained but is cumbersome and omitted here for brevity.

4.3.3 Weak propulsion limit: Λ→∞

In the limit of large Λ, the Smoluchowski equation is rescaled using the diffusive

length scale `d as

1√
Λ

cos θ
∂Ψ

∂z
− ∂2Ψ

∂z2
= ∇2

pΨ, (4.51)

subject to

∂Ψ

∂z
=

1√
Λ

cos θ Ψ at z = ±H†. (4.52)

where H† = (2
√
ΛPes)

−1. The leading-order solution in the limit of Λ→∞ is uniform

and isotropic and corresponds to the case of a passive particle: Ψ (0)(z, θ) = 1/4π. It

can be corrected asymptotically using a regular perturbation expansion in powers of

Λ−1/2:

Ψ (z, θ) = Ψ (0) (z, θ) + Λ−1/2 Ψ (1) (z, θ) + Λ−1 Ψ (2) (z, θ) + ... (4.53)
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Figure 4.2: (Color online) Equilibrium distributions in the absence of flow
and for various swimming Péclet numbers Pes (with Λ = 1/6), obtained by
numerical solution of equation (4.13) using finite volumes: (a) concentration c,
(b) wall-normal polarization mz, and (c) wall-normal nematic order parameter
Dzz.

Recursively solving for higher-order terms yields

Ψ (1) (z, θ) =
3

4π
√

2 cosh
(√

2H†
) sinh(

√
2z) cos θ, (4.54)

Ψ (2) (z, θ) =

[
− 1

15

cosh
√

2z

cosh(
√

2H†)
+

tanh(
√

2H†)

5
√

3

cosh(
√

6z)

sinh(
√

6H†)

](
cos2 θ − 1

3

)
, (4.55)

which both satisfy the appropriate boundary conditions. Quite remarkably, it can be

seen that successive terms in the expansion (4.53) correspond to successive orientational

moments of the distribution function in equation (4.18), with Ψ (1) and Ψ (2) describing

the polarization and nematic order, respectively.

4.3.4 Numerical results and discussion

Figure 4.2 shows the full numerical solution for the concentration c, wall-normal

polarization mz and nematic order parameter Dzz obtained by finite-volume solution

of the Smoluchowski equation (4.13) as described in Appendix B. Here, we fix the

value of Λ and focus on the effect of Pes, which an inverse measure of confinement.
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Figure 4.3: (Color online) Equilibrium distributions in the absence of flow
and for various values of Λ (with Pes = 0.25), obtained by numerical solution
of equation (4.13) using finite volumes: (a) concentration c, (b) wall-normal
polarization mz, and (c) wall-normal nematic order parameter Dzz. Solutions
based on moment equations are nearly identical, as illustrated in figure 4.4.

The concentration profiles shown in figure 4.2(a) exhibit significant accumulation

of particles near the boundaries, especially at low values of Pes. As anticipated,

this accumulation is accompanied by polarization towards the boundaries as a direct

consequence of the boundary condition (4.25), as well as by a weak nematic alignment.

As Pes increases, the spatial heterogeneity and anisotropy near the walls progressively

extend through the entire channel as the two boundary layers thicken and eventually

merge. Further increase in the swimming Péclet number leads to a flattening of the

profiles, which is especially significant when Pes > 1. This flattening is a direct

consequence of the scaling of translational diffusion with Pe2s in equation (4.13),

causing it to overwhelm self-propulsion which scales with Pes. The influence of Λ

is illustrated in figure 4.3, where it is seen to be similar to that of Pes: increasing

Λ leads to a thickening of the boundary layers and flattening of the concentration

profiles, again due to the scaling of translational diffusion with Λ in equation (4.13).

The finite-volume numerical solution of the full conservation equation (4.13) is

in excellent quantitative agreement with the two- and three-moment approximations
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Figure 4.4: (Color online) The relative rms error for the concentration
between the finite-volume solution and the two-moment analytical solution
(4.43) for different values of Λ. Solutions based on moment equations are
nearly identical to the finite-volume solution for sufficiently large values of Λ.

derived previously, which are not shown in figure 4.2 as they are nearly indistinguishable

over the entire channel width as long as Λ & 0.1. The rms error between the two-

moment solution of equation (4.33) and the finite-volume solution is indeed plotted

in figure 4.4, where it remains below 10−3 for all values of Pes considered here when

Λ & 0.1. This finding may seem quite surprising considering the strong approximation

made when truncating expansion (4.18) after only two terms, and strongly validates

the use of approximate moment equations such as (4.19)–(4.24) when modeling active

suspensions, at least in the absence of flow. For very small values of Λ, however,

nematic alignment at the walls becomes significant as seen in figure 4.3(c), so that

the nematic tensor can no longer be neglected and the two-moment solution loses its

accuracy; in this case, the alternate expressions derived in the small Λ limit in §4.3.2

can be used instead.

The influence of Pes on wall accumulation is analyzed more quantitatively in

figure 4.5, showing the values of the wall concentration c(±1), the boundary layer

thickness δ defined as the distance from the wall where c(1− δ) = 1, and the fraction
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Figure 4.5: (Color online) Wall accumulation in the absence of flow as
a function of Pes (at Λ = 1/6): (a) concentration c(±1) at the walls; (b)
boundary layer thickness δ, defined as the distance from the wall where
c(1− δ) = 1; (c) fraction δ∗ of particles inside the boundary layer, defined as
the integral of c(z) over the boundary layer thickness. The solid line shows the
theoretical prediction based on the two-moment solution (4.43), and symbols
show full numerical results using finite volumes.

δ∗ of particles inside the boundary layer defined as

δ∗ =

∫ 1

1−δ
c(z) dz. (4.56)

Analytical expressions for these quantities can be derived from the two-moment

solution (4.43). In particular, the boundary layer thickness is obtained as

δ(Pes) = 1− 1

B
log





sinhB

B
±
[(

sinhB

B

)2

− 1

]1/2
 , (4.57)

which has the two limits

lim
Pes→0

δ(Pes) = 0 and lim
Pes→∞

δ(Pes) = 1− 1√
3
. (4.58)
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Similarly, the fraction of particles inside the boundary layer is given by

δ∗(Pes) = 1− 6ΛB (1− δ) coshB + sinh [B (1− δ)]
6ΛB coshB + sinhB

, (4.59)

and has the same limits as δ(Pes) when Pes → 0 and ∞.

As shown in figure 4.5(a), the wall concentration reaches its maximum in

the limit of Pes → 0, and steadily decreases towards 1 as Pes increases due to the

smoothing effect of translational diffusion. This is accompanied by an increase in the

boundary layer thickness δ, which asymptotes at high values of Pes. The fraction

δ∗ of particles near the walls shows a similar trend, but interestingly also exhibits

a weak maximum for Pes ≈ 1.135 when wall accumulation due to self-propulsion

and translational diffusion are of similar magnitudes; at this value of Pes, δ
∗ ≈ 0.46

corresponding to nearly half the particles being trapped near the walls. As previously

observed in figure 4.4, excellent agreement is obtained between the two-moment

approximation and the numerical solution of the full governing equations.

4.4 Equilibrium distributions and transport in flow

4.4.1 Weak-flow limit: regular asymptotic expansion

We now proceed to analyze the effects of an external pressure-driven flow, first

focusing on the case of a weak flow for which Pef � 1. Since the parameter Λ is fixed

for a given type of swimmers, we keep it constant in the rest of the chapter and focus

on the effects of Pes and Pef . The form of the governing equations suggests seeking

an approximate solution as a regular expansion of the moments of the distribution
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function in powers of Pef . The leading-order O(Pe0f) solution corresponding to the

absence of flow was previously calculated in §4.3. It is henceforth denoted by c(0),

m(0), D(0), and we recall that m
(0)
y = D

(0)
yz = 0. Inspection of the moment equations

(4.19)–(4.24) reveals that the interaction of the applied shear profile S(z) with this

leading-order solution perturbs my and Dyz at order O(Pef). On the other hand, c,

mz, Dzz and Dyy are only perturbed by the flow at order O(Pe2f ) due to its interaction

with my and Dyz. Based on these observations, we expand the solution as

c(z) = c(0)(z) + Pe2f c
(2)(z) +O(Pe3f ), (4.60)

mz(z) = m(0)
z (z) + Pe2fm

(2)
z (z) +O(Pe3f ), (4.61)

Dzz(z) = D(0)
zz (z) + Pe2fD

(2)
zz (z) +O(Pe3f ), (4.62)

Dyy(z) = D(0)
yy (z) + Pe2fD

(2)
yy (z) +O(Pe3f ), (4.63)

my(z) = Pefm
(1)
y (z) +O(Pe3f ), (4.64)

Dyz(z) = PefD
(1)
yz (z) +O(Pe3f ). (4.65)

We focus here on determining the leading-order corrections to my and Dyz, which

capture streamwise polarization and nematic alignment with the applied shear, re-

spectively. The O(Pef ) moment equations are written

Pes
dD

(1)
yz

dz
− 2ΛPe2s

d2m
(1)
y

dz2
+m(1)

y =
2

5
S(z)m(0)

z , (4.66)

Pes
5

dm
(1)
y

dz
− 2ΛPe2s

d2D
(1)
yz

dz2
+ 3D(1)

yz = S(z)

(
1

10
c(0) +

1

2
D(0)
zz

)
, (4.67)
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Figure 4.6: (Color online) Effect of a weak applied flow: leading-order
O(Pef ) corrections of (a) streamwise polarization my and (b) shear nematic
alignment Dyz for different values of the swimming Péclet number, obtained
by numerical solution of equations (4.66)–(4.68).

subject to boundary conditions

dm
(1)
y

dz
=

1

2ΛPes
D(1)
yz ,

dD
(1)
yz

dz
=

1

10ΛPes
m(1)
y at z = ±1. (4.68)

Note that the forcing terms on the right-hand sides of equations (4.66)–(4.67) are

known and capture the interaction of the local shear rate S(z) with the equilibrium

distributions in the absence of flow.

A numerical solution of equations (4.66)–(4.68) is plotted in figure 4.6 for

different values of Pes. At low values of the swimming Péclet number, figure 4.6(a)

shows an upstream polarization (my < 0) near the boundaries, and a downstream

polarization (my > 0) near the center of the channel. The upstream polarization,

which has previously been observed in both experiments and simulations and is at

the origin of the well-known phenomenon of upstream swimming, is a simple and

direct consequence of the shear rotation of the particles near the wall, which tend to

point towards the walls in the absence of flow as explained in §4.3. This interaction is

encapsulated in the right-hand side in equation (4.66). The downstream polarization
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near the centerline is a more subtle effect arising from self-propulsion through the

first term on the left-hand side of (4.66). As Pes increases and the boundary layers

thicken, upstream swimming becomes weaker near the boundaries due to the weaker

wall-normal polarization there; however, my is also observed to become negative across

the entire channel due to the thickening of the polarized boundary layers into the bulk

of the channel as previously shown in figure 4.2(b).

The mean streamwise swimming velocity V y of the active particles with respect

to the imposed flow can be defined in terms of the polarization as

V y =
1

2

∫ 1

−1
Pesmy(z) dz =

PesPef
2

∫ 1

−1
m(1)
y (z) dz = PesPef m

(1)
y . (4.69)

An expression for m(1)
y can be derived based on the moment equations. We first take

the cross-sectional average of equation (4.66) and use the first boundary condition to

obtain

m(1)
y = −1

5

∫ 1

−1
z m(0)

z (z) dz. (4.70)

Since m
(0)
z is an odd function of z with m

(0)
z (z) ≥ 0 for z ≥ 0, the integrand on the

right-hand side is always positive across the channel, and therefore the mean upstream

polarization is negative: m(1)
y < 0. This also implies that V y < 0, i.e., there is a net

upstream flux of particles against the mean flow for all values of Λ and Pes in the

weak flow limit. Using equation (4.34) for m
(0)
z (z), we can rewrite the right-hand side

as

m(1)
y = − 1

5
(

1
6Λ

+ 1
)
[

2ΛPe2s

∫ 1

−1
z

d2m
(0)
z

dz2
dz − Pes

∫ 1

−1
z

dD
(0)
zz

dz
dz

]
. (4.71)
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After integration by parts and application of the boundary condition on m
(0)
z (z)

together with equation (4.37), this simplifies to

m(1)
y = − 2Pes

15
(

1
6Λ

+ 1
) [c(0)(1)− 6ΛPesm

(0)
z (1)

]
. (4.72)

Recalling that c(0)(1) and m
(0)
z (1) are related via equation (4.39), we obtain two expres-

sions for the mean streamwise swimming velocity in terms of either the concentration

or wall-normal polarization at the top wall in the absence of flow:

V y = −4Λ

5
Pe2sPef

[
c(0)(1)− 1

]
= − 2

15
Pe2sPef

[
1− 6ΛPesm

(0)
z (1)

]
. (4.73)

Since the concentration at the wall in the absence of flow always exceeds the mean

when Pes > 0, equation (4.73) again confirms that V y < 0.If we further make use of

the simplified two-moment analytical solution (4.43) for the concentration profile, we

arrive at a simple expression for the mean upstream velocity in terms of the swimming

and flow Péclet numbers:

V y = −4Λ

5
Pe2sPef

[
B coshB − sinhB

6ΛB coshB + sinhB

]
. (4.74)

This simple analytical prediction for V y will be tested against numerical simulations

at arbitrary Pef in §4.4.2, where it will be shown to provide an excellent estimate for

the swimming flux up to Pef ≈ 2.

The effects of the external flow on nematic alignment are also illustrated in

figure 4.6(d), where Dyz is found to vary almost linearly across the channel width

and has the same sign as the external shear rate profile S(z). The right-hand side in
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equation (4.67) provides a simple explanation for these findings, where we see that

shear nematic alignment results primarily from the interaction of the flow with the

concentration profile and with the wall-normal nematic alignment. As Pes increases,

shear nematic alignment decreases due to the decrease in c and Dzz inside the boundary

layers as seen in figures 4.2(a) and (c), and to self-propulsion through the first term

on the left-hand side of equation (4.67).

4.4.2 Strong-flow limit: scaling analysis

As we shall see in §4.4.3 and figure 4.7, the regime of high flow Péclet number

is also quite interesting as it can result in a depletion near the channel centerline

surrounded by regions where particles become trapped. The thickness of this depletion

region will be found to decrease with increasing flow strength, suggesting the presence

of another boundary layer near z = 0 in the limit of Pef � 1. Insight into this regime

can be gained by analyzing the behavior of the governing equation (4.13) for Pef � 1

and Pes � 1. If the swimming Péclet number is low, the wall boundary layers are

very thin and have negligible impact on the dynamics in the bulk of the channel.

Inspection of equation (4.13) suggests that, in the outer region away from both the

channel walls and the centerline, the dominant balance is between shear alignment

and rotational diffusion:

Pef
2

S(z)∇p· [cos θ(I− pp)·ŷ Ψ ] ≈ 1

2
∇2
pΨ. (4.75)

In this region, the concentration is expected to be nearly uniform, and the particle

orientation distribution is primarily nematic as a result of the competition between the
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local shear rate and rotational diffusion (as would occur in a passive rod suspension).

This corresponds to the shear-trapping region where cross-streamline migration is very

weak due to the strong alignment with the flow.

However, as we move closer and closer to the centerline, the local shear rate

decreases, causing a concomitant decrease in shear alignment and increase in cross-

streamline migration due to self-propulsion. This transition corresponds to the edge

of the central boundary layer from which particles are depleted, and the position δD

of this transition region (or half-thickness of the depletion layer) can be estimated by

balancing the magnitudes of the terms describing self-propulsion and shear alignment

in equation (4.13):

Pes
δD
∼ Pef

2
δD, (4.76)

from which we find

δD ≈ C
√
χ, (4.77)

where the prefactor C is a numerical constant and where we have defined

χ =
Pes
Pef

=
Vs

2γ̇wH
. (4.78)

The dimensionless group χ can be interpreted as the ratio of the timescale γ̇−1w it takes

a particle to align with the flow over the characteristic timescale 2H/Vs it takes it to

swim across the channel width: if χ is small, particles align with the flow much faster

than they can cross the channel, leading to significant shear-trapping; on the other

hand, if χ is large, particles cross the channel much faster than they align with the

flow and shear-trapping does not occur. As we show in Appendix C, this scaling for δD

can indeed also be derived by considering the individual trajectories of deterministic
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swimmers released from the centerline, which can be shown to become trapped at a

distance of the order of δD. It will also be shown to agree quite well with numerical

results in §4.4.3, where we will find that δD ≈ 2.404
√
χ provides an excellent estimate

for the thickness of the depletion layer when Pes . 0.25 and Pef & 50.

To gain further understanding of the effect of shear rate on the intensity of

depletion, we rescale lengths by δD inside the central boundary layer to rewrite the

governing equation (4.13) as

Γ

C
cos θ

∂Ψ

∂z
− 2Λ

Γ 2

C2

∂2Ψ

∂z2
− CΓ

2
z∇p· [cos θ(I− pp)·ŷ Ψ ] =

1

2
∇2
pΨ, (4.79)

where the dimensionless group Γ =
√
PesPef emerges as the most significant pa-

rameter governing the profile of the depletion layer. Unsurprisingly, we find that

self-propulsion and shear rotation have the same magnitude upon rescaling. In this

region, self-propulsion, which scales with Γ , has the effect of enhancing depletion by

driving particles away from the centerline; this competes against translational diffusion,

scaling with Γ 2, which has the effect of smoothing concentration gradients and thus

hampers depletion. This suggests the following dependence of the concentration profile

on Pef . As flow strength is increased from small values, the depletion layer forms

and continually narrows according to equation (4.77) for δD. As long as Γ < 1,

self-propulsion dominates translational diffusion and increasing Pef (and therefore Γ )

enhances depletion. This trend reverses when Γ ∼ O(1), when translational diffusion

starts to overcome self-propulsion, leading to a subsequent decrease in the strength of

depletion for Γ > 1. This qualitative explanation for the non-monotonic dependence

of the strength of depletion upon Γ (and hence upon the mean shear rate of the

imposed Poiseuille flow) is consistent with the experimental observations of Rusconi
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Figure 4.7: (Color online) Equilibrium concentration profiles (at Λ = 1/6)
for (a) Pes = 0.25 (strong wall accumulation) and (b) Pes = 1.0 (weak
accumulation) and for various values of the flow Péclet number Pef , obtained
by finite-volume solution of the governing equation (4.13).

et al. [129], and is also borne out by numerical solutions of the governing equations as

we describe next.

4.4.3 Arbitrary flow strengths: finite-volume calculations and

discussion

We now test and extend the key predictions from the weak-flow asymptotics and

strong-flow scaling analysis from the preceding sections by performing finite-volume

numerical simulations of the governing equation (4.13) for arbitrary values of Pes and

Pef using the algorithm of Appendix C. Typical concentration profiles are illustrated

in figure 4.7 for various values of Pef , and for the two values of Pes = 0.25 and

1.0 corresponding to cases where wall accumulation in the absence of flow is strong

and weak, respectively. In both cases, the leading effect of the external flow on c

is to decrease wall accumulation. This trend is easily understood as a result of the

alignment of the particles with the flow, which reduces wall-normal polarization and

thereby hinders accumulation. This decrease in accumulation also results in a net
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Figure 4.8: (Color online) Equilibrium streamwise and wall-normal polariza-
tion profiles (at Λ = 1/6) for (a)–(c) Pes = 0.25 and (b)–(d) Pes = 1.0 and
for various values of the flow Péclet number Pef , obtained by finite-volume
solution of the governing equation (4.13). The streamwise polarization my is
shown on the top row (a)–(b), and the wall-normal polarization mz on the
bottom row (c)–(d).

increase in the concentration in the central parts of the channel and in the flattening

of the profiles in the strong-flow limit. When Pes is small as in figure 4.7(a), a

depletion layer is also observed to form near the channel centerline and to progressively

narrow with increasing Pef , in agreement with the theoretical predictions of §4.4.2.

At high values of Pef , the three distinct regions identified in §4.4.2 (wall accumulation,

shear-trapping, and centerline depletion) in fact become clearly visible. However, if the

swimming Péclet number is increased to Pes = 1.0 as in figure 4.7(b), the thickening

of the wall boundary layers suppresses shear-trapping and depletion at the centerline,

leading to a nearly uniform concentration profile in the strong flow limit.
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Figure 4.9: (Color online) Effect of swimming and flow Péclet numbers
on: (a) wall concentration c(±1), (b) streamwise polarization my(±1) at the
channel walls, and (c) streamwise polarization my(0) at the channel centerline.

Corresponding profiles for the wall-normal and streamwise polarization are

also shown in figure 4.8. As expected, rotation of the particles by the flow causes a

decrease in the wall-normal polarization, and also results in a non-zero streamwise

polarization my as previously discussed in §4.4.1. This streamwise polarization is

especially strong in the near-wall region where my is negative, indicating upstream

swimming. It is significantly weaker near the center of the channel, where it is found

to be positive for Pes = 0.25 but remains negative across the entire channel when

Pes = 1.0 due to the overlap of the two wall boundary layers.

These trends are made more quantitative in figure 4.9, showing the dependence

of c(±1), my(±1) and my(0) on the swimming and flow Péclet numbers. As previously

discussed, the wall concentration is seen to decrease with increasing flow strength

irrespective of the value of Pes, and asymptotically tends to 1 in the strong-flow limit as

the concentration profiles flatten. Figure 4.9(b) shows that the streamwise polarization

at the walls is always negative, which implies that the active particles always swim

upstream near the boundaries. Interestingly, we find that there is maximum upstream

swimming at Pef ≈ 10, and the upstream motion is reduced at higher values of the



131

10−5

10−4

10−3

10−2

10−1

1

∣ ∣ V
y

∣ ∣

0.1 1 10 100

Pef

P es = 0.0625

P es = 0.125

P es = 0.25

P es = 0.5

Pes = 1

Pes = 2

(a)

10−5

10−4

10−3

10−2

10−1

∣ ∣ V
y

∣ ∣
P

e
f

0.05 0.1 1 2

Pes

Pef = 0.1

Pef = 0.25

Pef = 0.5

Pef = 1

Pef = 2

Pef = 5

Pef = 10

Pef = 20

(b)

Figure 4.10: (Color online) (a) Magnitude of the average upstream swimming
velocity |V y| as a function of Pef for different values of Pes (at Λ = 1/6), and
(b) dependence of |V y|/Pef on Pes for different values of Pef . Symbols show
finite-volume numerical simulations, and dotted lines show the theoretical
prediction of equation (4.73).

flow Péclet number. The streamwise polarization at the channel centerline shows

complex trends as shown in figure 4.9(c). As predicted by the weak-flow asymptotic

analysis of §4.4.1, my(0) is found to be positive for low values of Pes and negative for

high values of Pes. Its absolute value increases with flow strength in both cases up to

Pef ≈ 10, beyond which further increasing flow strength reduces the polarization. The

decrease in both my(±1) and my(0) at high Pef is a likely consequence of the dominant

effect of the shear alignment term in equation (4.13), which promotes nematic rather

than polar order.

The dependence of the average streamwise swimming velocity V y defined in

equation (4.69) on both Péclet numbers is shown in figure 4.10, where numerical results

are compared to the weak-flow theoretical prediction of equation (4.73). Consistent

with figure 4.9(b) for the streamwise polarization at the walls, we find that V y < 0,

and that |V y| first increases nearly linearly with Pef in agreement with the predictions

of §4.4.1. This increase persists up to Pef ≈ 10, beyond which |V y| starts decreasing

again. Excellent quantitative agreement is found with equation (4.73) for Pef . 2.0.
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This is confirmed in figure 4.10(b), showing the dependence of |V y|/Pef on swimming

Péclet number: the upstream velocity is found to increase with Pes, primarily as a

result of the corresponding increase in swimming speed of individual particles, and a

collapse of all the curves onto the theoretical prediction of equation (4.73) is observed

when Pef . 2.0.

As seen in figure 4.7(a), shear-trapping and centerline depletion are observed in

the central portion of the channel at high flow Péclet number if Pes is sufficiently low.

This is illustrated more clearly in figure 4.11, where concentration and wall-normal

polarization profiles are shown in the central portion of the channel for various values

of the flow Péclet number and for Pes = 0.125. This value was chosen to match the

experiments of Rusconi et al. [129], where the following parameters were reported:

Vs = 50µm, dr = 1 s−1, and 2H = 400µm. As seen in figure 4.11(a), increasing Pef

from zero first results in a decrease in the concentration at the centerline, corresponding

to the formation of the depletion layer. As the concentration decreases, the width of

the depletion layer is also found to decrease. This trend continues up to Pef ≈ 20,

above which the concentration at the centerline starts increasing again, even though

the depletion layer keeps narrowing. These trends are in very good agreement with the

experiments of Rusconi et al. [129], who also reported a non-monotonic dependence of

the strength of depletion on shear rate; in fact, the profiles shown in figure (4.11) are

very similar to the experimental profiles at equivalent values of Pef . The trends on the

concentration profile are easily understood based on figure 4.11(b) for the wall-normal

polarization, which reflects the net swimming velocity across the channel and provides

insight into cross-streamline migration. Indeed, the polarization profiles exhibit peaks

on both sides of the depletion layer, corresponding to a strong migration away from
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Figure 4.11: (Color online) (a) Concentration profiles in the central portion
of the channel for Pes = 0.125 and various values of the flow Péclet number
Pef , obtained by finite-volume solution of equation (4.13). (b) Corresponding
profiles of the wall-normal polarization mz.
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Figure 4.12: (Color online) (a) Depletion layer thickness δD, defined as
the distance from the centerline where the wall-normal polarization reaches
its maximum, as a function of

√
χ =

√
Pes/Pef . (b) Depletion index AD

defined in equation (4.80) as a function of Γ =
√
PesPef .

the center. These peaks increase in magnitude and also shift towards the centerline

as flow strength increases and the depletion layer narrows. Beyond those peaks, mz

quickly decays to zero where the concentration profiles plateau in accordance with

equation (4.28) and shear-trapping of the particles takes place.

These trends are tested more quantitatively against the strong-flow scaling

analysis of §4.4.2 in figure 4.12. We first define the thickness δD of the depletion

layer as the distance from the centerline where mz reaches its maximum, when such a
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maximum exists. Based on the analysis of §4.4.2, we expect δD to scale linearly with

√
χ =

√
Pes/Pef in strong flows, and this is indeed confirmed in figure 4.12(a). We

find that δD can only be defined when
√
χ . 0.16 or Pef & 40Pes, which corresponds

to the shear-trapping regime. Best agreement with the scaling prediction is obtained in

the low Pes and high Pef limit, and a linear least-square fit to the data for Pes ≤ 0.25

and Pef ≥ 50 shows that δD ≈ 2.404
√
χ. As Pes increases, the numerical results

depart from this prediction, primarily due to the thickening of the wall boundary layers

which causes them to interact with the parts of the channel where shear-trapping and

depletion occur. We further quantify the shape of the depletion layer by introducing

a depletion index AD measuring the amount of particles depleted from the center due

to trapping in high-shear regions:

AD =

∫ δD

0

c(z) dz − δDc(δD). (4.80)

As we argued in §4.4.2 based on equation (4.79), the shape of the depletion layer

is expected to depend upon Γ =
√
PesPef , and indeed the numerical data for the

depletion index for various values of Pes and Pef is found to collapse onto a master

curve when plotted vs Γ in figure 4.12(b). In agreement with the trends observed in

figure 4.11(a), the depletion index shows a non-monotonic dependence on Γ , with

maximum depletion occurring for Γ ≈ 2.

The dynamics in the limits of Pes � 1 and Pef � 1 are summarized schemati-

cally in figure 4.13, where the channel can be roughly divided into three distinct regions.

Region (A), with thickness δ ∼ ΛPes, abuts the channel wall and is characterized by

wall accumulation and a net polarization towards the wall. These effects occur even in

the absence of flow, and are in fact mitigated by the flow which tends to decrease the
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Figure 4.13: Schematic summary of the dynamics in the limits of Pes � 1
and Pef � 1. The channel can be roughly divided into three regions: (A)
near the walls, particles accumulate in a boundary layer of thickness δ ∼ ΛPes;
(B) away from the walls and centerline, strong nematic alignment by the
flow leads to shear-trapping and a nearly uniform concentration profile; (C)
near the centerline, particle propulsion leads to a depletion layer of thickness
δD ∼ Γ . The diagram only shows the left half of the channel z ∈ [−1, 0]; the
corresponding diagram in the other half can be obtained by symmetry and by
noting that mz is an even function of z, whereas my and Dyz are both odd
functions.
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wall concentration and rotate particles to induce upstream polarization. Away from

both the wall and the channel centerline is region (B), where the concentration profile

is nearly uniform and shear trapping occurs: here, polarization is weak but there is a

strong nematic alignment of the particles due to the applied shear. The local shear

rate decreases in magnitude as we approach the centerline and enter region (C), which

has a characteristic thickness of δD ∼
√
Pes/Pef : in this region, particles are depleted

due to a net polarization towards the walls, which drives migration away from the

center but is counterbalanced by translational diffusion. Increasing Pes causes both

regions (A) and (C) to widen, up to a point where they merge and the three regions

can no longer be distinguished. Increasing Pef , on the other hand, tends to weaken

wall accumulation but does not change the thickness of region (A), while it also causes

the narrowing of region (C).

4.5 Effective rheology in pressure-driven flow

As they propel themselves, active particles exert stresses that modify the

effective rheology of the suspension. While the rheology of dilute active suspensions

has previously been studied in simple linear flows in unbounded domains [68, 147],

the effects of confinement and of non-uniform shear in pressure-driven flow have yet

to be analyzed. Microfluidic experiments by et al. [130] have shown trends similar

to theoretical predictions in simple shear flow, yet we expect departures due to the

non-uniform distribution and orientation of the particles across the channel. We first

show in §4.5.1 how the perturbation to the imposed flow due to the particles can be

obtained, and we use it to define an effective viscosity in §4.5.2.



137

4.5.1 Flow modification by the particles

The particle extra stress due to the presence of the active swimmers has been

modeled in our previous work [68, 21] and is the sum of two contributions:

Σp(x) = αD(x) + βS(x) : E(x). (4.81)

Here, the tensors D and S are related to the second and fourth moments of the

distribution function:

D(x) = 〈pp〉 − I

3
, S(x) = 〈pppp〉 − I

3
〈pp〉, (4.82)

and E is the local rate-of-strain tensor of the imposed pressure-driven flow:

E(x) =
1

2
(∇U +∇UT ) = −Pefz

2
(ŷẑ + ẑŷ) . (4.83)

The dimensionless coefficients α and β are defined as

α =
σ0n

µdr
, β =

4πn`3

3 log(2A)
, (4.84)

where σ0 is the intrinsic swimming dipole exerted by the particles as a result of

self-propulsion, and A is the particle aspect ratio. The first term in equation (4.81)

models the active stress due to propulsion, where α < 0 for a pusher particle such

as common bacteria and α > 0 for a puller particle. The second term in the stress

definition arises due to the inextensibility of the particles which resist stretching by

the flow, and is the same as that in a suspension of passive rods [71].
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To determine the modification of the flow by the particles, we solve the Stokes

equations forced by the particle extra stress:

−∇2
xu +∇xq = ∇x·Σp, ∇x·u = 0, (4.85)

where q denotes the pressure. We seek a solution for the velocity that is only a function

of z. By continuity, we know that

duz
dz

= 0, (4.86)

which implies that uz(z) = 0 using the no-penetration condition at the walls. In

components, the momentum equation becomes:

−d2ux
dz2

=
dΣp

xz

dz
, −d2uy

dz2
=

dΣp
yz

dz
,

dq

dz
=

dΣp
zz

dz
. (4.87)

Realizing that Σp
xz = 0, we can integrate the first relation in (4.87) to show that

ux(z) = 0. The third relation shows that a pressure gradient balances particle normal

stresses in the z-direction. Finally, the y-component of the momentum equation is

easily solved subject to the no-slip condition as

uy(z) =
z + 1

2

∫ 1

−1
Σp
yz dz −

∫ z

−1
Σp
yz dz, (4.88)

where

Σp
yz(z) = αDyz − βPefz

∫

Ω

Ψ p2yp
2
z dp. (4.89)

By symmetry, it can be seen that the first integral in equation (4.88) is zero, and
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therefore

uy(z) = −
∫ z

−1
Σp
yz dz. (4.90)

4.5.2 Effective viscosity

Knowledge of the velocity profile uy(z) allows us to define an effective viscosity.

Two distinct definitions are considered here. We first define a dimensionless local

particle viscosity ηp as

ηp(z) =
Σp
yz(z)

U ′(z)
= −Σ

p
yz(z)

Pefz
= − α

Pefz
Dyz + β〈p2yp2z〉. (4.91)

This local viscosity varies across the channel width due to the change in shear rate,

which also causes a change in the local orientation distribution. We see that it

involves the fourth moment of the distribution function, which needs to be evaluated

numerically. A simpler expression can however be derived based on the three-moment

expansion and closure approximation introduced in §4.2.4:

ηp(z) = − α

Pefz
Dyz + β

[
c

15
+

1

7
(Dyy +Dzz)

]
. (4.92)

In the asymptotic limit of Pef � 1 (weak flow), we can also use the regular expansion

introduced in §4.4.1 to obtain an asymptotic expression for the viscosity:

ηp(z) = −α
z
D(1)
yz + β

[
c(0)

15
+

1

7

(
D(0)
yy +D(0)

zz

)]
+O(Pef ). (4.93)

While expressions such as (4.91)–(4.93) describe the local modification of the

solvent viscosity by the particles, a global measure of the effective viscosity that does
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not depend on z is of greater practical use, especially for comparison with experiments.

To define such a quantity, we follow the approach of Gachelin et al. [130] and consider

the modification of the net flow rate in the channel by the particles. The flow rate per

unit width of the imposed external flow is easily obtained as

Q̇e =

∫ 1

−1
Pef (1− z2) dz =

2Pef
3

. (4.94)

Similarly, the flow rate due to the flow perturbation calculated in §4.5.1 is

Q̇p =

∫ 1

−1
uy(z) dz. (4.95)

We then define the relative Newtonian viscosity ηr as

ηr =
Q̇e

Q̇e + Q̇p

=

(
1 +

3

2Pef

∫ 1

−1
uy(z) dz

)−1
. (4.96)

A relation between the relative velocity ηr and the local particle viscosity of equation

(4.91) is easily derived:

ηr =

(
1 +

3

2

∫ 1

−1

∫ z

−1
zηp(z) dz

)−1
. (4.97)

4.5.3 Numerical results

Numerical results were obtained for uy(z), ηp(z) and ηr for both pullers and

pushers using finite-volume simulations. The modification of the flow by the particles

is illustrated in figure 4.14, showing profiles of uy(z) for different values of Pef . In

the case of puller particles shown in figure 4.14(a), we find that uy(z) has a nearly
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Figure 4.14: (Color online) Flow modification by the particles in suspensions
of (a) pullers (α = +1) and (b) pushers (α = −1), for various values of the
flow Péclet number. In both cases, Pes = 0.125 and β = 0.1.

parabolic profile and is negative across the entire channel, indicating a reduction in

the total velocity of the suspension due to the particles, which becomes stronger with

increasing flow strength. This corresponds to an effective increase in the viscosity of

the suspension as will be confirmed below, and is consistent with previous predictions

in linear shear where puller suspensions were always found to be more viscous than

suspensions of passive rods as a result of activity [68]. The trends are significantly

more complex in the case of pushers, as shown in figure 4.14(b). At low flow rates, uy

is found to be positive, indicating an enhancement of the flow by the particles. The

situation reverses at high flow rates, where uy becomes negative. This non-monotonic

trend will be reflected in the viscosity data below. We also observe a weak maximum

in the velocity profile near the centerline, which indicates a non-uniform viscosity

across the channel.

Profiles of the local viscosity ηp(z) for the same parameter values are plotted

in figure 4.15. In suspensions of pullers, the particle viscosity is indeed found to be

positive everywhere in the channel. In weak flows, it is maximum near the walls due to
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Figure 4.15: (Color online) Local particle viscosity ηp(z) calculated using
equation (4.91) in suspensions of (a) pullers (α = +1) and (b) pushers
(α = −1), for various values of the flow Péclet number. In both cases,
Pes = 0.125 and β = 0.1.

particle accumulation there. As the flow strength increases, shear-thinning is observed

as in the classic case of passive rod-like particles [148], though it occurs primarily near

the walls, leading to a weak maximum in the viscosity near the centerline at high

values of Pef ; this is consistent with the standard explanation of shear-thinning in

rod suspensions due to the nematic alignment of the particles with the flow, which

is strongest in the high-shear near-wall regions. The case of pushers is illustrated

in figure 4.15(b). At low flow rates, the particle viscosity is negative throughout

the channel due to activity, which explains the enhancement of the flow observed in

figure 4.14(b). As Pef increases, the viscosity becomes positive near the channel walls

due to the strong nematic alignment of the particles there, which causes the passive

contribution to the stress to dominate the active contribution in equation (4.81), but

it remains negative near the centerline where the shear rate is weak. This change

in sign explains the non-monotonicity of the velocity profile in figure 4.14(b): for a

given pressure gradient, the flow is hindered near the walls where ηp > 0, whereas it is

enhanced near the centerline where ηp < 0.
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Figure 4.16: (Color online) Global relative viscosity ηr (open symbols)
calculated using equation (4.96) in suspensions of pushers (α = −1), pullers
(α = +1) and movers (α = 0), for Pes = 0.125 and for various values of
the flow Péclet number. Two values of the parameter β are shown: (a)
β = 0.001, and (b) β = 0.1. The data is compared to the relative viscosity of
an unconfined suspension in uniform simple shear flow with shear rate equal
to the mean shear rate in the channel (full symbols).

The net effect of these results on the flow rate is summarized in figure 4.16,

showing the relative viscosity ηr as a function of Pef for two different values of β for

pushers and pullers, as well as for so-called movers, which are particles that swim

(Vs 6= 0) but do not exert any active stress (α = 0). When β is low in figure 4.16(a),

the particle stress is dominated by the active contribution, which leads to an increase in

viscosity in suspensions of pullers, and a decrease in suspensions of pushers. Both effects

become weaker with increasing flow strength due to the alignment of the particles with

the flow. When passive stresses are more significant in figure 4.16(b), a net increase

in viscosity is observed. Both puller and mover suspensions exhibit shear-thinning. In

the case of pushers, a non-monotonic dependence of the viscosity on Pef is observed:

ηr < 1 at low flow rates when activity dominates, but it becomes greater than 1 at

intermediate flow rates due to passive stresses, before exhibiting shear thinning at

high values of Pef . These trends are indeed in agreement with the experimental
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observations of Gachelin et al. [130], who reported a non-monotonic dependence of

the relative viscosity with flow rate in microfluidic experiments using bacteria. Figure

4.16 also compares the relative viscosity to that of a uniform unconfined suspension

under simple shear flow with shear rate γ̇ = γ̇w/2, where only mild discrepancies are

observed; note, however, that these discrepancies are expected to amplify at higher

values of the swimming Péclet number, due to the increased influence of confinement

on the particle orientation distribution inside the channel.

4.6 Discussion

4.6.1 Summary of main results

We have used a combination of theory and numerical simulations to analyze the

distributions and transport properties of an infinitely dilute suspension of self-propelled

particles confined between two parallel flat plates, both in quiescent conditions and

under an imposed pressure-driven flow. Our analysis focused on incorporating the

effects of confinement within the kinetic theory framework previously developed

by Saintillan and Shelley [140], which is based on a Smoluchowski equation for

the distribution of the active particle positions and orientations. In particular, we

demonstrated that prescribing a zero-normal-flux condition on the particle distribution

function at the boundaries captures several key features reported in experiments on

dilute active suspensions under confinement. We presented a finite-volume algorithm

for the numerical solution of the Smoluchowski equation, which allows for an easy

implementation of the boundary conditions, and also developed a simpler system of

equations for the orientational moments of the distribution function, which enabled
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us to perform analytical calculations in the absence of flow and under a weak imposed

flow. An asymptotic scaling analysis was also performed on the full Smoluchowski

equation under strong flow. The numerical simulation data was used to test and

further understand the analytical calculations and predictions.

We first considered the dynamics in the absence of flow. In this case, the

governing equations involve a swimming Péclet number Pes, which is the ratio of

the persistence length of swimmer trajectories to the channel height, as well as a

parameter Λ that is fixed for a given swimmer type and whose inverse measures the

strength of propulsion. In the limit of wide channels, the channel can be divided into

two regions: a near-wall accumulation region where the particles tend to concentrate

and have a net polarization towards the wall, and a bulk region away from the walls

where the distribution is nearly uniform and isotropic. Asymptotic expressions for the

full distribution function were also derived as series in powers of Λ in the weak and

strong propulsion limits. In particular, it was shown that the characteristic thickness

of the accumulation layer scales with dt/Vs in the strong propulsion limit (Λ� 1), and

with
√
dt/dr in the weak propulsion limit (Λ� 1). For finite values of Λ, analytical

expressions for the concentration and polarization profiles were obtained by solving the

moment equations and displayed excellent agreement with the finite-volume numerical

simulation of the full distribution function for a wide range of values of the swimming

Péclet number so long as Λ & 0.1. Based on these results, we proposed and validated

a simple mechanism for wall accumulation, where the presence of the wall breaks

the polar symmetry of the active particles and leads to sorting of orientations. This

mechanism differs from previous explanations based on hydrodynamic interactions

or surface alignment due to collisions, and led us to conclude that both pusher
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and puller particle suspensions will exhibit similar wall accumulation in the dilute

limit. Hydrodynamic and surface alignment interactions are, however, expected to

quantitatively affect the profiles in more concentrated systems and to lead to different

distributions for pusher and puller particles.

Next, we analyzed the effects of an imposed pressure-driven flow. When a

flow is applied on the suspension, the physics is now governed by three dimensionless

groups: the swimming Péclet number Pes and parameter Λ introduced above, as

well as a flow Péclet number Pef comparing the imposed shear rate to rotational

diffusion. In the weak flow limit, we calculated the leading-order corrections of the

streamwise polarization and shear nematic alignment due to the flow and showed that

near-wall upstream swimming is a consequence of shear rotation of the particles inside

the accumulation layer near the walls. We derived an analytical expression for the

average upstream swimming velocity of the active particles relative to the imposed

flow, which was compared against numerical simulations and provides an excellent

estimate for Pef . 2. In the strong flow limit, we developed a scaling analysis to

show that when Pes � 1 and Pef � 1 the channel can be roughly divided into

three regions: the near-wall accumulation region with thickness δ ∼ ΛPes, a depletion

region near the centerline with thickness δD ∼ Γ =
√
Pes/Pef , and a shear-trapping

region away from the wall and centerline where the concentration is nearly uniform

and particle alignment is primarily nematic. The extent of the central depletion shows

a non-monotonic variation with flow strength, with a maximum depletion occurring

at a critical flow strength such that Γ ∼ O(1).

Finally, we also studied the effective dilute rheology of the suspension and

showed that while the local effective viscosity of pullers is positive throughout the
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channel, that of pushers can be either positive or negative in different parts of the

channel depending on flow strength. We also defined a global relative viscosity based

the modification of the net flow rate by the particles, and observed trends for pushers

that are in agreement with the recent experimental measurements of Gachelin et al.

[130].

4.6.2 Discussion and comparison to previous works

The phenomena analyzed in this study have received considerable attention in

experiments as well as other models and simulations, so we compare and contrast them

here to these prior works. As mentioned in the introduction, the wall accumulation

predicted by our model in the absence of flow is well known in experiments on

bacterial suspensions, where accumulation layers of ≈ 1 to 50 µm are typically

reported [118, 122, 123, 149], with increases in concentration of up to 50 times the

bulk density very close to the wall [123]. Such high concentrations at the walls

are consistent with our numerical results of figure 4.3, which predict high values of

c(±1) in the strong-propulsion limit of Λ� 1 relevant to bacteria. Indeed, a rough

estimate for E. coli provides Λ ≈ 0.01, though it is difficult to precisely measure dt

in experiments since long-time mean-square displacements are dominated by Taylor

dispersion. This strong accumulation is also consistently observed in simulations

[33, 137, 124, 125, 105, 134], which also exhibit the preferential alignment of the

swimmers towards the wall that our model predicts. A similar alignment has also been

reported in a few experiments [62, 105], though detailed observations of swimming

micro-organisms near walls has also revealed complex complex scattering dynamics

due to the interactions of the flagellar appendages with the boundaries [96, 150].
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These observations seem to contradict mechanisms purely based on Stokes-dipole

hydrodynamic interactions with the no-slip walls, as these predict reorientation of the

cells parallel to the walls in the case of pushers [118]. Rather, they appear to support

the prediction that accumulation layers derive predominantly from a polarity-sorting

mechanism across the channel together with a balance of self-propulsion and diffusion

at the walls. We note that this mechanism was also proposed in the work of Elgeti

and Gompper [125], who performed simulations of self-propelled Brownian spheres

between two flat plates. Their numerical results support the trends described in §4.3.4

on the effect of confinement as captured by Pes. Elgeti and Gompper [125] also wrote

down a continuum model that shares similarities with ours, which they used to analyze

the strong propulsion and narrow gap limits. Their conclusions are in agreement with

the discussion of §4.3.2 and §4.3.3.

The distributions and dynamics predicted by our theory under imposed flow

also agree with the bulk of prior studies, both experimental and numerical. The

reorientation of near-wall swimmers against the flow leading to upstream swimming

has been reported ubiquitously in many experiments [126, 127, 128, 97] and simulations

[137, 124, 138], with several of these studies proposing similar mechanisms as that

described herein, namely the shear rotation of the polarized cells near the walls.

Quite remarkably, the peak in the upstream swimming flux at a critical flow strength

visible in the simulation data of figure 4.10(a) was also reported in the experiments of

Kantsler et al. [97].

The dynamics in strong flows in the central part of the channel has only received

little attention in previous studies. Our interest in this problem was sparked by the

recent microfluidic experiments of Rusconi et al. [129], which were the first to predict
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centerline depletion and shear trapping. Our scaling analysis and numerical results of

§4.4.2 and §4.4.3 are in excellent agreement with their observations. In particular, the

shape of the concentration profiles near the channel centerline obtained in figure 4.11

are quite similar to those shown in figure 2(a) of their paper. Further, we observed in

our study a non-monotonic dependence of the depletion index on Γ , with maximum

depletion occurring for Γ ≈ 2. In the experiments of Rusconi et al. [129], a similar

non-monotonic trend was reported, with the strongest depletion occurring in the range

of γ ≈ 2.5 – 10 s−1. From their data, we estimate Pef ≈ 5 – 20 and Pes ≈ 0.125,

from which we find Γ ≈ 0.8 – 1.6 in reasonable agreement with our numerical results.

A simple analytical model based on a Fokker-Planck equation was also introduced in

their paper, though only limited results were obtained in the low-Pef limit.

Since the experiments of Rusconi et al. [129], the existence of centerline

depletion in strong flows was also confirmed in the numerical simulations of Chilukuri

et al. [138], which provided additional insight into the shape of the depletion layer

and its scaling with flow strength. By fitting the dip in concentration at the centerline

with a parabola, they were able to extract the profile curvature from their simulation

data, and showed that it collapses onto a master curve when plotted vs γ̇wH/2Vs,

in agreement with our prediction that the shape of the depletion is controlled by

χ = Pes/Pef = Vs/2γ̇wH. Their also reported similar particle orientations as

predicted in figures 4.6(a) and 4.8(a): namely, swimmers are preferentially aligned

with the flow in the bulk of the channel, even though they tend to swim upstream near

the walls. Finally, we recall that our theoretical scaling for the width of the depletion

layer is also in agreement with the analytical model of Zottl and Stark [135], which is

discussed in more detail in Appendix D and determines the distance away from the
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centerline where a deterministic swimmer leaving z = 0 with a given orientation fully

aligns with the flow, i.e., becomes trapped by shear alignment.

4.6.3 Concluding remarks

The favorable agreement of our predictions with both experiments and sim-

ulations validates our model and in particular our choice of boundary condition.

We reiterate that particle-particle and particle-wall hydrodynamic interactions were

entirely neglected in this work, suggesting that the salient features of confined active

suspensions such as wall accumulation, upstream swimming, centerline depletion

and shear-trapping can all be explained in the absence of such interactions. Yet

even in dilute suspensions, particle-wall hydrodynamic interactions are known play

a role [120] and are expected to slightly modify the results described here. Pusher

and puller suspensions are no longer equivalent when hydrodynamic interactions are

included and therefore may adopt slightly different distributions, whereas this distinc-

tion is irrelevant in the present model. As particle density increases, we also expect

particle-particle hydrodynamic interactions to become significant, and to destabilize

the equilibrium distributions obtained in §4.3 if the concentration is sufficiently high.

A preliminary one-dimensional stability analysis accounting for flow modification

by the particles suggests the existence of a symmetry-breaking bifurcation above a

critical concentration in suspensions of pushers, leading to unidirectional flow with

net fluid pumping; such an instability was also previously predicted using various

phenemenological models for active liquid crystals [151, 152, 153, 154, 155]. Further

increases in concentration may also lead to the onset of bacterial turbulence [156, 149].

These predictions have yet to be confirmed from a hydrodynamics first-principles
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perspective and may also be investigated computationally using a generalization of

the finite-volume algorithm presented in Appendix C, or by numerical solution of

the approximate equations for the orientational moments of the distribution function,

which were shown to be highly accurate in the absence of an external flow. Since the

equilibrium states under confinement are non-uniform and polarized in the wall-normal

direction, the instabilities in confined active suspensions could have multifold origins.

These aspects will be the focus of chapter 6.

Our study has only focused on the limit of high-aspect-ratio particles. If the

aspect ratio of the particles is not high, some of the conclusions of this work may

change. The distributions in the absence of flow, including the formation and structure

of the wall accumulation layers, are not expected to change even in the limit of

spherical particles, as confirmed by previous simulations of Brownian active spheres

[125]. However, small-aspect-ratio particles will be subject to a weaker alignment with

the local shear in an imposed flow, which is expected to widen and eventually suppress

the centerline depletion layer in strong flows. This concept may provide interesting

avenues for the sorting of active particles by shape in microfluidic devices.

As a final comment, we recall that a crucial ingredient of our analysis is the

presence of translational diffusion in the dynamics of the swimmers, which acts to

balance the swimming flux at the boundaries and leads to diffuse accumulation layers.

In the limit of strong propulsion or weak diffusion (Λ→ 0), we saw that accumulation

is enhanced, and we expect the formation of concentration singularities at the walls in

the strict limit of dt = 0. This limit is not easily addressed in the context of our theory,

though a very recent attempt at describing accumulation in this case was proposed

by Elgeti and Gompper [157]. The development of a more detailed framework in the
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absence of diffusion may prove particularly relevant for describing the accumulation of

fast-swimming bacteria undergoing run-and-tumble dynamics, notably in applications

involving the interaction of bacterial suspensions with suspended passive objects

[111, 112, 113, 114] and is the focus of the next chapter.
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4.A Comparison between the no-flux and reflec-

tion boundary conditions

In this Appendix, we compare the no-flux boundary condition of equation (4.8),

which is central to our model, to the reflection boundary condition used in previous

works [22, 142]. The reflection boundary condition ensures that

Ψ (±1, θ, φ) = Ψ (±1, π − θ, φ) , (4.98)

at the channel walls, where θ and φ are defined in Figure 1. Calculating the first three

orientational moments of equation (4.98) yields the following conditions to be enforced
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at z = ±1:

dc

dz
= 0, (4.99)

mz = 0,
dmy

dz
= 0, (4.100)

dDzz

dz
= 0,

dDyy

dz
= 0, Dyz = 0. (4.101)

While equations (4.99)–(4.101) are easily shown to imply that the no-flux conditions

(4.25)–(4.27) on c, my,Dyy, Dzz are also satisfied, they are much more stringent

conditions, with a significant impact on the distribution of particles near the wall.

First, in the absence of flow, we see that equations (4.33)–(4.35) now need to

be solved subject to boundary conditions (4.99)–(4.101) at z = ±1. The uniform and

isotropic solution with c(0) = 1 and m
(0)
z = D

(0)
zz = 0 satisfies this system exactly. In

other words, the condition of 4.98, by enforcing a zero concentration gradient and wall-

normal polarization at the walls, is unable to capture the concentration/polarization

boundary layer which is one of the key results predicted by the no-flux boundary

condition and is a ubiquitous feature of experiments and particle models.

The impact of condition (4.98) on distributions under flow can be understood in

the low Pef limit by modifying the derivation of §4.4.1. Since m
(0)
z = 0, the right-hand

term in equation (4.66) now vanishes. Equation (4.66)–(4.67) are then rewritten as

Pes
dD

(1)
yz

dz
− 2ΛPe2s

d2m
(1)
y

dz2
+m(1)

y = 0, (4.102)

Pes
5

dm
(1)
y

dz
− 2ΛPe2s

d2D
(1)
yz

dz2
+ 3D(1)

yz =
S(z)

10
, (4.103)
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subject to the boundary conditions

dm
(1)
y

dz
= 0, D(1)

yz = 0 at z = ±1. (4.104)

Taking a cross-sectional average of equation (4.102) subject to equation (4.104) shows

that m(1)
y = 0. Therefore, the mean upstream velocity in the channel is exactly zero

if the reflection boundary condition is enforced. The condition also imposes a zero

streamwise nematic alignment (D
(1)
yz = 0) at the walls, which is not physical when

a fluid flow satisfying the no-slip boundary condition is imposed. A closer look at

equations (4.103)–(4.104) also reveals that the system is in fact ill-posed in the limit

of Pes → 0. For finite values of Pes, a numerical solution shows that the reflection

boundary condition severely underpredicts the near-wall upstream polarization shown

in figure (4.6). Finally, we note that the analysis presented in §4.4.2 in the strong-

flow limit (and hence the scalings for the depletion boundary layer thickness and

rationalization of the non-monoticity of the depletion index with Pef) describe the

dynamics in the bulk of the channel and is not affected by the boundary condition

imposed.

4.B Effect of steric exclusion

The analysis of this chapter entirely neglected the finite size of the active

particles and in particular did not account for steric exclusion with the boundaries,

which is expected to modify the distributions near the walls as observed experimentally

[117]. As previously shown in the case of passive rods [144, 145, 146], excluded volume

interactions can be incorporated by means of a more complex boundary condition. One
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must first realize that steric exclusion prohibits those configurations near either of the

two walls that lead to overlap of a section of a particle with the wall. The boundaries

between such allowed and prohibited configurations define two hypersurfaces in the

three-dimensional (z, θ, φ) space of particle configurations:

z = 1− L∗ |cos θ| (top hypersurface), (4.105)

z = −1 + L∗ |cos θ| (bottom hypersurface), (4.106)

where L∗ = L/2H is the ratio of the particle length to the channel width. At any

position z inside the channel, this restricts the allowable range of θ to an interval of

the form [θ1(z), θ2(z)], with

θ1(z) =





0 for 1− |z| ≥ L∗,

cos−1
(

1− |z|
L∗

)
for 1− |z| ≤ L∗,

(4.107)

and

θ2(z) =





π for 1− |z| ≥ L∗,

cos−1
(−1 + |z|

L∗

)
for 1− |z| ≤ L∗,

(4.108)

and consequently, any integral with respect to p of a field variable A(z,p) must be

restricted to these configurations:

∫

Ω

A(z,p) dp ≡
∫ 2π

0

∫ θ2(z)

θ1(z)

A(z,p) sin θ dθ dφ. (4.109)

To ensure that prohibited configurations are never realized, the boundary con-

dition (4.7) must be replaced by a more general no-flux condition on the hypersurfaces
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Figure 4.17: (Color online) Effect of steric exclusion on the steady concen-
tration profile in the absence of flow and for Pes = 0.25. The plot compares
numerical results for three different values of L∗ = L/2H to the case where
steric exclusion is neglected (L∗ → 0).

defined in equations (4.105)–(4.106). Introduce the generalized flux vector J as

J(z,p, Ψ) = (ẋ + ṗ)Ψ = Jzẑ + Jθθ̂ + Jφφ̂, (4.110)

with

Jz = Pes cos θ Ψ − 2ΛPe2s
∂Ψ

∂z
, (4.111)

Jθ =
1

2

(
PefS(z) cos2 θ sinφΨ − ∂Ψ

∂θ

)
, (4.112)

Jφ =
1

2

(
PefS(z) cos θ cosφΨ − 1

sin θ

∂Ψ

∂φ

)
. (4.113)

Denoting by n̂(z, θ) the normal unit vector on one of the two hypersurfaces, the

generalized no-flux condition is simply expressed as

n̂(z, θ)·J(z,p, Ψ) = 0, (4.114)
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which, upon calculation of the normal n̂, leads to the two conditions:

Jz ∓ L∗sin θJθ = 0 at z = 1− L∗ |cos θ|, (4.115)

Jz ± L∗sin θJθ = 0 at z = −1 + L∗ |cos θ|. (4.116)

In each case, the upper sign is used when θ ∈ [0, π/2] and the lower one when

θ ∈ [π/2, π]. Numerical solution of the conservation equation (4.6) subject to the

boundary conditions (4.115)–(4.116) can be done using finite volumes as described

in Appendix B. Typical results for the concentration profile c(z) in the absence of

flow are shown in figure 4.17 for different values of L∗ and compared to the solution

obtained previously using the boundary condition (4.7), which corresponds to the limit

of L∗ → 0. When steric exclusion is accounted for, a depletion layer is observed close

to the walls whose thickness is of the order of L∗. Steric exclusion leads to a decrease

in concentration in the near wall region because it suppresses the orientations aligned

towards the wall and hence the wall normal polarization. Under stronger confinement

(higher L∗), this leads to a concentration peak at the edge of the depletion layer due

to wall accumulation, and this peak increases in magnitude and shifts closer to the

wall as L∗ decreases. For very small values of L∗, the concentration profile approaches

the profile obtained by neglecting steric effects, and steric exclusion can be safely

neglected outside of the depletion layer itself whenever L∗ . 0.01. This is indeed the

appropriate regime in most microfluidic experiments with bacterial suspensions, which

justifies the use of the simpler boundary condition (4.7) in the work presented here.
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4.C Finite-volume numerical algorithm

In this Appendix, we describe the algorithm used for the numerical solution

of equation (4.13) for the distribution function. The method is based on a finite-

volume discretization of the Smoluchowski equation [158], which has the advantage of

satisfying conservation locally to machine precision while also allowing for an easy

implementation of no-flux boundary conditions such as (4.7) or (4.115)–(4.116). To

avoid the cost of large matrix inversions, we solve the time-dependent Smoluchowski

equation to steady state using an explicit scheme. In conservative form, the governing

equation can be written as

∂Ψ

∂t
+∇J ·J = 0, (4.117)

where J is the generalized flux vector defined in equations (4.110)–(4.113), and ∇J is

the gradient operator in the three-dimensional (z, θ, φ) space of particle configurations:

∇J ≡
∂

∂z
ẑ +

∂

∂θ
θ̂ +

1

sin θ

∂

∂φ
φ̂. (4.118)

We note that Ψ(z, θ, φ) is defined on a hypervolume obtained by extruding the unit

sphere in the z dimension. This computational domain is discretized into finite

volumes using a uniform grid with respect to (z, r, φ), where r = cos θ. The nodal

points (zi, rj, φk) where Ψ is evaluated are located at the centers of each volume and
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have coordinates

zi =
2i− 1

Nz

− 1 for i = 1, ..., Nz, (4.119)

rj =
2j − 1

Nr

− 1 for j = 1, ..., Nr, (4.120)

φk =
2π(k − 1)

Nφ

for k = 1, ..., Nφ, (4.121)

where Nz, Nr, and Nφ are the total numbers of points in each direction. We also

define the grid spacing in each direction as

∆z =
2

Nz

, ∆r =
2

Nr

, ∆φ =
2π

Nφ

. (4.122)

The advantage of this discretization (compared to a uniform grid with respect to θ) is

that it divides the sphere of orientations into elements of equal area, which reduces

restrictions on the time step arising from the rotational flux.

A typical finite volume centered around node (i, j, k) is illustrated in figure 4.18.

It is delimited by eight grid points denoted A through H, with indices (i±, j±, k±)

where we have introduced the notations i± = i± 0.5, j± = j ± 0.5 and k± = k ± 0.5.

The cell edges have lengths

AB = DC = EF = HG = ∆`θ ≡ cos−1(rj−)− cos−1(rj+), (4.123)

AD = EH = ∆`−φ ≡
2π sin θj−

Nφ

, BC = FG = ∆`+φ ≡
2π sin θj+

Nφ

, (4.124)

AE = BF = DH = CG = ∆z. (4.125)

In figure 4.18, faces ABCD and EFGH have unit normal ẑ and surface area ∆r∆φ.
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Figure 4.18: Typical finite volume in three-dimensional (z, θ, φ) space,
centered around an arbitrary nodal point with indices (i, j, k). The uniform
discretization with respect to (z, r, φ) ensures that all such computational
cells have equal volume ∆V = ∆z∆r∆φ.

Similarly, faces ADHE and BCGF have unit normal θ̂ and areas ∆z∆`−φ and ∆z∆`+φ ,

respectively, whereas faces ABFE and DCGH have unit normal φ̂ and area ∆z∆`θ.

The volume of the computational cell is ∆V = ∆z∆r∆φ.

In order to satisfy conservation of the distribution function exactly in each

finite volume, we first integrate equation (4.117) over computational cell V (i, j, k):

∫∫∫

V (i,j,k)

(
∂Ψ

∂t
+∇J ·J

)
dz dr dφ = 0. (4.126)
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After applying the divergence theorem to the second term, this can be recast as

0 =
∂

∂t

∫∫∫

V (i,j,k)

Ψ dz dr dφ+

∫∫

ABCD

Jz dr dφ−
∫∫

EFGH

Jz dr dφ

+

∫∫

ADHE

Jθ dz dφ−
∫∫

BCGF

Jθ dz dφ

+

∫∫

ABFE

Jφ dz dr −
∫∫

DCGH

Jφ dz dr.

(4.127)

Volume and surface integrals in equation (4.127) are approximated to second-order

using a midpoint rule. After division by ∆V , this leads to the discretized equation:

0 =
∂Ψ i,j,k

∂t
+

1

∆z
[Jz(i+, j, k)− Jz(i−, j, k)]

+
1

∆r

[
Jθ(i, j+, k) sin θj+ − Jθ(i, j−, k) sin θj−

]

+
∆`θ
∆r∆φ

[Jφ(i, j, k+)− Jφ(i, j, k−)] .

(4.128)

In order to integrate this equation, we must first obtain approximate expressions for

the fluxes at the centers of the six volume faces. This is done using linear interpolation

for terms involving Ψ , and centered finite differences for terms involving derivatives of

Ψ . In the z and φ directions, this gives

Jz(i+, j, k) ≈ Pes cos θj
(
Ψ i+1,j,k + Ψ i,j,k

2

)
− 2ΛPe2s

(
Ψ i+1,j,k − Ψ i,j,k

∆z

)
, (4.129)

Jφ(i, j, k+) ≈ 1

2

[
PefS(zi) cos θj cosφk+

(
Ψ i,j,k+1 + Ψ i,j,k

2

)

− 1

sin θj

(
Ψ i,j,k+1 − Ψ i,j,k

∆φ

)]
,

(4.130)

with similar expressions for Jz(i−, j, k) and Jφ(i, j, k−). The approximation of Jθ

is slightly more involved due to the non-uniformity of the mesh with respect to θ.
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Derivatives with respect to θ are calculated using symmetric central finite differences

in terms of r after application of the chain rule, and linear interpolation is used with

respect to the θ variable, leading to the approximation

Jθ(i, j+, k) ≈ 1

2

{
PefS(zi) cos θj+ cosφk

[
λj+Ψ i,j+1,k + (1− λj+)Ψ i,j,k

]

+ sin θj+
(
Ψ i,j+1,k − Ψ i,j−1,k

∆r

)}
,

(4.131)

with a similar expression for Jθ(i, j−, k). The interpolation weight λj+ is given by

λj+ =
cos−1(rj + ∆r

2
)− cos−1(rj)

cos−1(rj +∆r)− cos−1(rj)
. (4.132)

When integrating equation (4.128) in time, care must be taken when dealing with cells

adjacent to the poles of the unit sphere (j = 1 and Nr), as these cells are missing one

face. For instance, cells with j = 1 are such that A = D and E = H in the diagram

of figure 4.18, so that face ADHE is missing and the corresponding flux should not

be included in the discretized equation.

Boundary conditions also need to be specified to proceed with the time inte-

gration. Periodic boundary conditions are used in the φ direction, yielding:

Jφ(1/2, j, k) = Jφ(Nφ − 1/2, j, k) and Jφ(Nφ + 1/2, j, k) = Jφ(3/2, j, k). (4.133)

Treatment of the boundaries in the θ and z directions differs depending on whether

steric exclusion with the walls is included or not.
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4.C.1 Without steric exclusion

When steric exclusion is not included and the simple boundary condition

of equation (4.7) is used, θ varies over its full range [0, π]. However, no boundary

condition is needed along θ as the boundary cells with j = 1 and Nr are missing

one face as explained above, which eliminates the need to specify Jθ(i, 1/2, k) and

Jφ(i, Nr + 1/2, k). Along the z direction, the boundary condition is simply the no-flux

condition (4.7), which translates into

Jz(i, j, 1/2) = Jz(i, j, Nz + 1/2) = 0. (4.134)

4.C.2 With steric exclusion

The situation is more complex when steric exclusion is accounted for, as the

boundary conditions needs to be enforced on the hypersurfaces defined in equations

(4.105)–(4.106). It is convenient in this case to choose Nz and Nr such that

∆z = L∗∆r or Nz =
Nr

L∗
. (4.135)

Indeed this ensures that the hypersurfaces fall onto grid points and eliminates the

need for further interpolation. However, if L∗ is small, this implies that a significantly

finer resolution is needed along z than along θ. As we discussed in Appendix A,

the hypersurfaces limit the range of allowable values of θ to an interval of the form

[θ1(z), θ2(z)] ⊂ [0, π] for particles located near the walls. After discretization of the

domain and choosing Nz and Nr to satisfy condition (4.135), we find that for any

nodal point with coordinate zi, there is a finite range [θj1(i), θj2(i)] of allowable values
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of θj, with

j1(i) =





Nr

2
+ 1− i if z ≤ −1 + L∗,

Nr

2
−Nz + i if z ≥ 1− L∗,

1 otherwise,

(4.136)

j2(i) =





Nr

2
+ i if z ≤ −1 + L∗,

Nr

2
+Nz + 1− i if z ≥ 1− L∗,

Nr otherwise.

(4.137)

Interior nodal points such that j ∈ [j1(i) + 1, j2(i) − 1] are such that full cuboidal

finite volumes in (z, r, φ) can be constructed around them, and therefore do not

require any special boundary treatment. Boundary nodal points such that j = j1(i)

or j2(i), however, are contained inside prisms whose hypotenuses coincide with the

hypersurfaces. These finite volumes can be treated in the same way as interior control

volumes by prescribing zero-flux contributions from surfaces lying outside of the

domain, by multiplying the volume ∆V by 0.5, and by adjusting the surface area of

faces ABFE and DCGH to a reduced triangular area given by

∆A =
∆z∆lθ

2
+

[
rj∆lθ − 2 sin

(
∆lθ
2

)
cos

(
θj+ + θj−

2

)]
. (4.138)

4.D Active particle trajectories and shear trapping

In this Appendix, we rationalize the linear dependence of the depletion layer

thickness δD upon Pes/Pef by deriving the trajectory of a deterministic swimmer



165

whose dynamics result from self-propulsion and shear rotation via Jeffery’s equation.

A similar derivation was previously presented by Zottl and Stark [135, 136]. In

dimensional variables, the equations of motion of the swimmer are written

ż(t) = Vs cos θ(t), (4.139)

ṗ(t) = (I− pp)·(ζE + W)·p. (4.140)

Here, ζ is a shape parameter, with ζ ≈ 1 for a slender particle as we have assumed in

the rest of the chapter. The two second-order tensors E and W are the rate-of-strain

and vorticity tensors of the imposed flow, respectively:

E =
γ̇w
2
z(t) (ŷẑ + ẑŷ) , W =

γ̇w
2
z(t) (ŷẑ− ẑŷ) . (4.141)

Parameterizing the orientation vector as p = (sin θ cosφ, sin θ sinφ, cos θ), we can use

equation (4.140) to obtain expressions for the time rate of change of the polar and

azimuthal angles of the swimmer as

θ̇(t) =
γ̇w
2
z(t)sinφ(t)

[
(ζ + 1) cos2 θ(t)− (ζ − 1) sin2 θ(t)

]
, (4.142)

φ̇(t) =
γ̇w
2
z(t) (ζ + 1)

cos θ(t)cosφ(t)

sin θ(t)
. (4.143)

Equations (4.139), (4.142) and (4.143) form a closed system of coupled ordinary

differential equations that can be solved for the swimmer dynamics.

Any swimmer that is not perfectly aligned with the walls (cos θ 6= 0) will tend

to migrate towards one of the boundaries due to self-propulsion, while shear rotation

tends to align it along the flow direction causing it to get trapped. Recalling the
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definition of χ as the ratio of the time scale for shear rotation to the time it takes for

a swimmer to cross the channel,

χ =
Vs

2γ̇wH
=
Pes
Pef

, (4.144)

we expect two different regimes. When χ � 1, any swimmer released from the

centerline with initial orientation (θ0, φ0) will reach one of the walls before becoming

trapped. On the other hand, when χ � 1, we expect there to exist a position

ztrap(θ0, φ0) inside the channel where the swimmer gets trapped due to shear alignment.

This indeed corresponds to the regime discussed in §4.4.2, where depletion from the

centerline and shear-trapping were predicted to occur for Pes � 1 and Pef � 1.

To derive a quantitative estimate for ztrap, we calculate the value of z at which

θ first reaches ±π/2. We first consider the case of a particle with initial position

z0 = 0 and orientation defined by θ0 ∈ [0, π/2), φ0 = 3π/2. For this specific initial

configuration, φ̇(0) = 0 which implies φ(t) = 3π/2 for all times. The motion is two-

dimensional in this case, and the dynamics is governed by the two coupled ordinary

differential equations

ż(t) = Vs cos θ(t), (4.145)

θ̇(t) = − γ̇w
2
z(t)

[
(ζ + 1) cos2 θ(t)− (ζ − 1) sin2 θ(t)

]
. (4.146)

An equation for the swimmer trajectory can then be obtained by taking the ratio of

(4.145) and (4.146):

dθ

dz
=

z

H

[
(ζ + 1)− 2 (ζ − 1) sin2 θ(t)

2χ cos θ

]
. (4.147)
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This can be integrated from (z, θ) = (0, θ0) to (ztrap, π/2), yielding

(
ztrap(θ0)

H

)2

= χ

√
1

2ζ(ζ + 1)

(
tanh−1

√
2ζ

ζ + 1
− tanh−1

√
2ζ

ζ + 1
sin θ0

)
. (4.148)

For a typical swimmer of aspect ratio 10, we estimate ζ ≈ 0.98. Taking the initial config-

uration to be θ0 = 0, equation (4.148) simplifies to ztrap/H ≈
√

3χ ≈ 1.73
√
Pes/Pef .

This estimate is consistent with the high-Pef scaling analysis of §4.4.2, as well as with

the numerical results of §4.4.3 where we found δD ≈ 2.404
√
Pes/Pef .

The more general case of an arbitrary initial orientation (θ0, φ0) can also be

solved analytically. Combining equations (4.142) and (4.143) to eliminate z(t), we

find after integration:

cosφ = cosφ0

∣∣∣∣
(ζ + 1) cosec2θ − 2ζ

(ζ + 1) cosec2θ0 − 2ζ

∣∣∣∣
1
2

. (4.149)

Now, using equations (4.139) and (4.142), we get

(
ztrap(φ0, θ0)

H

)2

= 2χ

∫ π/2

θ0

cos θ(
ζ + 1− 2 ζ sin2 θ

)√
1− cos2 φ

dθ, (4.150)

where sinφ is known in terms of θ using (4.149). This expression confirms the scaling

of ztrap with
√
χ, and it can in fact be shown that ztrap in equation (4.150) has an

upper bound given by the previous estimate (4.148).



Chapter 5

On the distribution and swim

pressure of run-and-tumble

particles in confinement

5.1 Introduction

The propensity of confined self-propelled particles to accumulate at boundaries

is a trademark of active matter and has been reported in many experiments on bacterial

suspensions [118, 130, 159] as well as simulations based on various models [33, 125, 134].

Several disparate mechanisms have been proposed in explanation, including wall

hydrodynamic interactions [118] and scattering due to collisions with the walls [123],

though recent the oretical efforts have shown that the mere interplay of self-propulsion,

stochastic processes and confinement is sufficient to explain accumulation [133, 157, 23].

With few exceptions, however, these models have necessitated particle diffusion, which

in reality is nearly negligible in bacterial suspensions where stochasticity in the

168
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dynamics takes instead the form of run-and-tumble random walks [160].

An understanding of the distribution of active particles in confinement is

especially critical for determining the mechanical force per unit area exerted by the

suspension on the boundaries, or so-called ‘swim pressure’. This novel concept, which

has received much scrutiny recently, describes the force that must be applied on

containing osmotic walls to keep self-propelled particles confined. Models based on

the virial theorem [161, 162, 163] and on direct calculations of the wall mechanical

pressure [164] in infinite or semi-infinite collections of spherical swimmers have all

arrived at a simple ideal-gas law Πi for the swim pressure in the limit of infinite

dilution:

Πi = nζDt = nζ
V 2
0

3λ
, (5.1)

where n is the mean number density, ζ is the viscous drag coefficient of a particle and

Dt = V 2
0 /3λ is the long-time translational diffusivity of an unconfined run-and-tumble

swimmer expressed in terms of its speed V0 and mean tumbling rate λ [160]. Equation

(5.1) and its extension to finite concentrations have proven useful to explain motility-

induced phase separation in suspensions of self-propelled colloids [161, 165], though

its general validity as a thermodynamic equation of state for the pressure of active

matter remains controversial [166, 167, 168] and appears to be limited to unconfined

spherical particles [162, 164, 169].

In this work, we analyze the simple case of a dilute suspension of athermal

run-and-tumble spherical swimmers confined between two parallel flat plates. We

propose in §2 a kinetic model based on two probability density functions describing the

spatial and orientational distribution of the particles inside the gap and at the walls,

which are coupled via flux conditions and only account for the effects of swimming
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and orientation decorrelation by tumbling. Further, our model implicitly captures

hard-wall steric interactions without resorting to a soft potential to describe wall

collisions as in previous theories [164, 169]. A semi-analytical solution method is

outlined in §3, which provides the full probability density functions and allows for a

direct calculation of the mechanical swim pressure exerted on the walls in terms of

the polarization of the surface distributions. Results for the distributions and swim

pressure are presented in §4, where they are shown to compare very favorably with

Monte-Carlo simulations.

5.2 Problem definition and theoretical model

5.2.1 Problem formulation

As a minimal model for an active suspension in confinement, we consider a dilute

collection of self-propelled spherical particles confined between two infinite parallel

plates separated by a distance 2H (see figure 5.1). The swimmers are non-Brownian

and simply perform a run-and-tumble random walk: straight runs of duration τ at

constant velocity V0 along the unit director p alternate with instantaneous tumbling

events causing random and uncorrelated reorientations of p. The time τ between

tumbles is an exponentially distributed random variate with mean λ−1, where the

tumbling rate λ is assumed to be independent of position and orientation. To elucidate

the interplay between run-and-tumble dynamics and confinement, we focus on the

dilute limit and entirely neglect interparticle interactions. Particle-wall interactions

are purely steric: as a swimmer meets one of the two surfaces, the normal component

of its swimming motion is cancelled by a hard-core repulsive force causing it to stay
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2. Theoretical model and simulation method

2.1. Problem definition

As a simple model for an active suspension in confinement, we consider a dilute collection
of self-propelled spherical particles confined between two infinite parallel plates separated
by a distance 2H. The swimmers are non-Brownian and simply perform a run-and-tumble
random walk: straight runs of duration ⌧ at a fixed velocity V0 along the particle director
p alternate with instantaneous tumbling events causing random and uncorrelated changes
in the direction of p. The time ⌧ between tumbles is an exponentially distributed random
variate with mean ��1, where � also defines the mean tumbling rate. To elucidate the
interplay between run-and-tumble dynamics and confinement, we focus on the dilute limit
and entirely neglect interparticle interactions. Particle-wall interactions are purely steric:
as a swimmer meets one of the two surfaces, the normal component of its swimming
motion is cancelled by a hard-core repulsive force causing it to stay at and push against
the wall until a subsequent tumbling event reorients it into the bulk. Tumbling events
occurring at the walls can lead to reorientation into the wall or into the bulk, so that a
particle at a surface may need to undergo several tumbles before it is able to escape.

There are only two length scales in the problem: the mean run length `r = V0�
�1

and the channel half-width H. We define their ratio as the Péclet number Pe = `r/H =
V0/�H, where the two limits Pe ! 0 and Pe ! 1 describe weak and strong confinement,
respectively. Due to the symmetry of the problem, the distribution of particles in the
channel only depends on two degrees of freedom: the wall-normal coordinate z 2 (�H, H)
and the wall-normal component of the particle director q = p · ẑ = cos ✓ 2 (�1, 1). It is
convenient to distinguish particles pointing towards the top and bottom walls, and
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convenient to distinguish particles pointing towards the top and bottom walls, and

q"

run
length `r = V0⌧

tumble

REFERENCES

Berg, H. C. 1993 Random Walks in Biology . Princeton University Press.
Elgeti, J. & Gompper, G. 2015 Run-and-tumble dynamics of self-propelled particles in con-

finement. Europhys. Lett. 109, 58003.
Ezhilan, B. & Saintillan, D. 2015 Transport of a dilute active suspension in pressure-driven

channel flow. J. Fluid Mech. p. to appear.
Solon, A. P., Stenhammar, J., Wittkowski, R., Kardar, M., Kafri, Y., Cates, M. E.

& Tailleur, J. 2015 Pressure and phase equilibria in interacting active Brownian spheres.
Phys. Rev. Lett. 114, 198301.

Takatori, S. C., Yan, W. & Brady, J. F. 2014 Swim pressure: Stress generation in active
matter. Phys. Rev. Lett. 113, 028103.

2 B. Ezhilan, R. Alonso-Matilla, and D. Saintillan

RESPONSE TO REFEREE COMMENTS:

z = �H

z = +H

O

x

y

z

✓

�

u(x) = uy(z) ŷ
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We thank the referee for his/her generally positive comments on our paper and for his/her insightful
suggestions which we have taken into account when revising the manuscript as we explain below:

COMMENT 1: Page 2, column 1, paragraph 3: description of the algorithm. The authors need to
present how they performed their simulations. Just referencing “Lefauve & Saintillan, in prepara-
tion” is not an appropriate description of the simulation method. The methodology and the results
of this manuscript cannot be appreciated without a description of how these results were obtained.

RESPONSE: We agree with the referee that the description of the simulation method in the previous
version of the paper lacked detail. We originally planned on providing more details in a subsequent
publication, but to address the referee’s concern we have now included a new supplemental file in
which we describe the simulation method and fast algorithm for both periodic and non-periodic
geometries.

COMMENT 2: Another comment on the algorithm: Did the authors use infinitely small particles
for their simulations? In this case the formation of asters seems unphysical, because in their Hele-
Shaw geometry the flow appears to be radially outwards, implying an unphysical source-type flow
at the center of the aster. Can the authors please clarify whether they think the aster formation is
an artifact of their simulation method, or whether they believe it is physically relevant, and if so,
how do they physically explain the radial flow field?

RESPONSE: We thank the referee for this excellent observation, which we had missed in the pre-
vious version of the manuscript. To elucidate the origin of the source-type flow surrounding asters
(and observed in figure 3 of the previous version of the paper) we performed a number of additional
simulations in which we changed the near-field regularization of interactions. In our simulation code,
the singular interactions are regularized by replacing terms of the form 1/r3 with 1/(r + �)3 where
� > 0 is a small user-defined parameter that prevents blow-up. In addition to regularizing interac-
tions, this also introduces some weak local compressibility in the flow, especially for large values
of �. We have checked that this was at the origin of the source flow observed around asters, which
causes them to keep growing after they form.

To determine more precisely the effect of this artificial compressibility on the dynamics, we per-
formed a series of additional simulations in which we systematically varied � from 0.005

�
� to

1.0
�
� (in the original paper, it was set to � = 0.5

�
�). We observed that asters only form at suffi-

1

RESPONSE TO REFEREE COMMENTS:

z = �H

z = +H

O

x

y

z

✓

�

u(x) = uy(z) ŷ
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Figure 1. Problem definition: run-and-tumble particles are confined between two flat plates
separated by 2H. The distribution of particles is a function of z and q = p · ẑ = cos ✓ 2 (�1, 1).
Orientations pointing towards the top and bottom walls are parametrized by q" = q and q# = �q,
respectively, both defined in (0, 1).
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as a swimmer meets one of the two surfaces, the normal component of its swimming
motion is cancelled by a hard-core repulsive force causing it to stay at and push against
the wall until a subsequent tumbling event reorients it into the bulk. Tumbling events
occurring at the walls can lead to reorientation into the wall or into the bulk, so that a
particle at a surface may need to undergo several tumbles before it is able to escape.

There are only two length scales in the problem: the mean run length `r = V0�
�1

and the channel half-width H. We define their ratio as the Péclet number Pe = `r/H =
V0/�H, where the two limits Pe ! 0 and Pe ! 1 describe weak and strong confinement,
respectively. Due to the symmetry of the problem, the distribution of particles in the
channel only depends on two degrees of freedom: the wall-normal coordinate z 2 (�H, H)
and the wall-normal component of the particle director q = p · ẑ = cos ✓ 2 (�1, 1). It
is convenient to distinguish particles pointing towards the top and bottom walls, and to
this end we define the two coordinates q" = q 2 (0, 1) and q# = �q 2 (0, 1) as depicted
in figure ??. The distribution of particles in the channel is then fully determined by a
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 "

s (q") and  #
s (q#), which satisfy conservation equation as we discuss next.

q" = q q# = �q
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Figure 1. Problem definition: run-and-tumble particles are confined between two flat plates
separated by 2H. The distribution of particles is a function of z and q = p · ẑ = cos ✓ 2 (�1, 1).
Orientations pointing towards the top and bottom walls are parametrized by q" = q and q# = �q,
respectively, both defined in (0, 1).
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2.1. Problem definition

As a simple model for an active suspension in confinement, we consider a dilute collection
of self-propelled spherical particles confined between two infinite parallel plates separated
by a distance 2H. The swimmers are non-Brownian and simply perform a run-and-tumble
random walk: straight runs of duration ⌧ at a fixed velocity V0 along the particle director
p alternate with instantaneous tumbling events causing random and uncorrelated changes
in the direction of p. The time ⌧ between tumbles is an exponentially distributed random
variate with mean ��1, where � also defines the mean tumbling rate. To elucidate the
interplay between run-and-tumble dynamics and confinement, we focus on the dilute limit
and entirely neglect interparticle interactions. Particle-wall interactions are purely steric:
as a swimmer meets one of the two surfaces, the normal component of its swimming
motion is cancelled by a hard-core repulsive force causing it to stay at and push against
the wall until a subsequent tumbling event reorients it into the bulk. Tumbling events
occurring at the walls can lead to reorientation into the wall or into the bulk, so that a
particle at a surface may need to undergo several tumbles before it is able to escape.

There are only two length scales in the problem: the mean run length `r = V0�
�1

and the channel half-width H. We define their ratio as the Péclet number Pe = `r/H =
V0/�H, where the two limits Pe ! 0 and Pe ! 1 describe weak and strong confinement,
respectively. Due to the symmetry of the problem, the distribution of particles in the
channel only depends on two degrees of freedom: the wall-normal coordinate z 2 (�H, H)
and the wall-normal component of the particle director q = p · ẑ = cos ✓ 2 (�1, 1). It
is convenient to distinguish particles pointing towards the top and bottom walls, and to
this end we define the two coordinates q" = q 2 (0, 1) and q# = �q 2 (0, 1) as depicted
in figure ??. The distribution of particles in the channel is then fully determined by a
bulk probability density function  (z, q) and by two surface probability density functions
 "

s (q") and  #
s (q#), which satisfy conservation equation as we discuss next.

q" = q q# = �q
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3.4. Swim
pressure calculation

The formulation described above provides a direct way of estimating the swim
pressure

in the system, which is simply the force per unit area exerted by the particles at the

walls as they push on the surface. Specifically, the normal component of motion of each

particle at the upper wall is resisted by a force given by ⇣V
0q "

, where ⇣ is the viscous

drag coe�cient of one particle (Takatori et al. 2014). Knowing the surface probability

density function  "
s , an expression for the swim

pressure is easily found as

⇧
s =

Z
1

0 ⇣V
0q "
 "
s (q "

) dq "
=
⇣V

0m
s ,

(3.12)

where m
s is the surface polarization. Using equation (2.11), this is also expressed in terms

of bulk variables as
⇧

s =
⇣V

0
r̀


m "#

(±H) + 1
2 S "#

(±H)
�
=
⇣ V 2

0
�


m "#

(±H) + 1
2 S "#

(±H)
�
.

(3.13)

In bulk unconfined systems, calculations based on the virial theorem
have led to the

simpler ‘ideal-gas’ swim
pressure (Takatori et al. 2014; Yang et al. 2014)

⇧
i =

n⇣ V 2
0

3� ,

(3.14)

which contains no information on particle orientations since these systems are isotropic,

but follows the same scaling as equation (3.13). To compare both predictions, we define

a dimensionless pressure as the ratio of equations (3.13) and (3.14):

P
= ⇧

s
⇧

i
= 3m

sn
r̀ = 3

n


m "#

(±H) + 1
2 S "#

(±H)
�
,

(3.15)

where n =
N/H

is the mean number density in our system. P
captures the departure

from
the ideal-gas swim

pressure due to confinement e↵ects, and we will indeed see that

P !
1 in the limit of weak confinement (Pe !

0).

4. Results and comparison to simulations

4.1. Simulation method

To validate our model, we also perform
Markov chain Monte Carlo simulations of run-

and-tumble swimmers between two hard walls. During a run of duration ⌧ , the swimmer

trajectory simply evolves as x(t + �t) =
x(t) + V

0p�t where �t is a short time step.

Each run is then followed by a tumbling event, where the new orientation vector is picked

randomly on the unit sphere of orientations. The time ⌧ between two consecutive tumbles

is drawn from
an exponential distribution with cumulative distribution function F (⌧) =

1 � exp[��⌧ ]. When a swimmer meets a wall, it remains there and continues tumbling

until it reorients towards the bulk and swims away. Time-averaged bulk and surface

probability density functions were extracted from
orientational and spatial histograms,

and convergence was checked with respect to �t and the duration of the simulation.

r̀p

run
r̀ =

V
0⌧
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where n = N/H is the mean number density in our system. P captures the departure
from the ideal-gas swim pressure due to confinement e↵ects, and we will indeed see that
P ! 1 in the limit of weak confinement (Pe ! 0).

4. Results and comparison to simulations

4.1. Simulation method

To validate our model, we also perform Markov chain Monte Carlo simulations of run-
and-tumble swimmers between two hard walls. During a run of duration ⌧ , the swimmer
trajectory simply evolves as x(t + �t) = x(t) + V0p�t where �t is a short time step.
Each run is then followed by a tumbling event, where the new orientation vector is picked
randomly on the unit sphere of orientations. The time ⌧ between two consecutive tumbles
is drawn from an exponential distribution with cumulative distribution function F (⌧) =
1 � exp[��⌧ ]. When a swimmer meets a wall, it remains there and continues tumbling
until it reorients towards the bulk and swims away. Time-averaged bulk and surface
probability density functions were extracted from orientational and spatial histograms,
and convergence was checked with respect to �t and the duration of the simulation.
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Figure 5.1: Problem definition: run-and-tumble particles are confined be-
tween two flat plates separated by 2H. The distribution of particles is a
function of z and q = p · ẑ = cos θ ∈ (−1, 1). Orientations pointing to-
wards the top and bottom walls are parametrized by q↑ = q and q↓ = −q,
respectively, both defined in (0, 1).

at and push against the wall until a subsequent tumbling event reorients it into the

bulk. Tumbling events occurring at the walls can lead to reorientation into the wall

or into the bulk, so that a particle at a surface may need to undergo more than one

tumble before it is able to escape.

There are only two length scales in the problem: the mean run length `r = V0λ
−1

and the channel width 2H. We define their ratio as the Péclet number Pe = `r/2H =

V0/2λH, where the two limits Pe → 0 and Pe → ∞ describe weak and strong

confinement, respectively. Due to the symmetry of the problem, the distribution of

particles in the channel only depends on two degrees of freedom: the wall-normal

coordinate z ∈ (−H,H) and the wall-normal component of the particle director

q = p · ẑ = cos θ ∈ (−1, 1). It is convenient to distinguish particles pointing towards

the top and bottom walls, and to this end we divide the unit sphere of orientations

into two hemispheres and define two distinct orientation coordinates q↑ = q ∈ (0, 1)

and q↓ = −q ∈ (0, 1) for particles pointing up or down, respectively, as depicted in
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figure 5.1.

The distribution of particles in the channel is then fully described by a bulk

probability density function ψ(z, q) and by two surface probability density functions

ψ↑s(q
↑) and ψ↓s(q

↓), which are only defined over half of the orientations since the

surfaces cannot sustain a concentration of particles pointing towards the bulk. By

symmetry, we expect

ψ(z,−q) = ψ(−z, q), ψ(z, q↑) = ψ(−z, q↓) and ψ↑s(q
↑) = ψ↓s(q

↓) (5.2)

for q↑ = q↓. Next, we describe the coupled bulk/surface conservation equations

satisfied by these distributions, together with the appropriate boundary conditions.

5.2.2 Bulk conservation equation

The steady bulk probability density function ψ(z, q) satisfies the conservation

equation

V0 q
∂

∂z
ψ (z, q) = −λψ (z, q) +

1

2

∫ 1

−1
λψ (z, q′) dq′. (5.3)

The left-hand side describes transport along z due to self-propulsion. Run-and-tumble

dynamics is captured by the right-hand side, where the first term accounts for depletion

due to swimmers tumbling away from orientation q, and the second term for restoration

due to swimmers tumbling from orientations q′ into q. It is also useful to define the

orientational moments of order j of the bulk probability density function on the full

sphere and on the upper/lower hemispheres of orientations as

Mj(z) =

∫ 1

−1
qj ψ (z, q) dq and M↑↓

j (z) =

∫ 1

0

(q↑↓)j ψ(z, q↑↓) dq↑↓, (5.4)
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and we note that the zeroth, first and second moments correspond to the concentration,

polarization, and nematic alignment fields:

c(z) = M0(z), m(z) = M1(z), S(z) = M2(z), (5.5)

c↑↓(z) = M↑↓
0 (z), m↑↓(z) = M↑↓

1 (z), S↑↓(z) = M↑↓
2 (z). (5.6)

By symmetry, it is straightforward to see that full moments of even order are even

functions of z whereas those of odd order are odd functions. With these notations,

the bulk conservation equation (5.3) simplifies to

`r q
∂

∂z
ψ (z, q) = −ψ(z, q) + 1

2
c(z). (5.7)

Taking the zeroth and first orientational moments of equation (5.7) and applying

symmetry conditions immediately shows that the polarization is zero and the nematic

alignment is uniform across the channel:

m(z) = 0 and S(z) = S0 ∀z ∈ (−H,H), (5.8)

where S0 is a constant independent of z.

5.2.3 Surface conservation equations

Similarly, conservation equations for the steady surface probability density

functions at the walls can be written. We first define the surface concentration and
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polarization as

cs =

∫ 1

0

ψ↑↓s (q↑↓) dq↑↓ and ms =

∫ 1

0

q↑↓ ψ↑↓s (q↑↓) dq↑↓, (5.9)

and note that the values of cs and ms are the same at both walls. With these notations,

the conservation equation at the upper wall (z = +H) reads

V0 q
↑ ψ(H, q↑) = λ

[
ψ↑s(q

↑)− 1
2
cs
]
, (5.10)

and a similar equation holds at z = −H. The right-hand side in equation (5.10)

describes tumbling processes at the wall. The left-hand side, on the other hand,

captures the flux of particles that enter the surface from the bulk by self-propulsion,

and is therefore proportional to the bulk probability density function ψ(H, q↑) next to

the wall. Evaluating the zeroth and first moments of equation (5.10) yields simple

relations between cs and ms and the values of the bulk moments in the vicinity of the

wall:

cs = 2`rm
↑(H), ms − 1

4
cs = `rS

↑(H). (5.11a, b)

5.2.4 Boundary condition and particle number conservation

Equation (5.10) can be interpreted as a boundary condition for orientations

pointing into the wall. For orientations pointing away from the wall, the swimming

flux away from the wall must be balanced by tumbling of particles from the surface

towards the bulk. Simply stated, particles on the surface that tumble to an orientation

pointing into the bulk are transported away by self-propulsion. This leads to the
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additional condition

V0 q
↓ ψ(H, q↓) = 1

2
λ cs or `r q

↓ ψ(H, q↓) = 1
2
cs. (5.12)

As cs is constant and finite, this condition suggests divergence and discontinuity of

the bulk probability density function for orientations parallel to the wall (q↓ → 0), as

will indeed be verified in our analytical solution and stochastic simulations. Taking

the zeroth and first moments of equation (5.12) provides the two additional relations

cs = 2`rm
↓(H), cs = 4`rS

↓(H). (5.13a, b)

Finally, the above system of equations for the bulk and surface distributions is

supplemented by a constraint on the total number of particles in the channel:

2 cs +

∫ H

−H
c(z) dz = N, (5.14)

where N is the particle number in a vertical slice of unit horizontal cross-section.

5.3 Method of solution and swim pressure calcula-

tion

5.3.1 Integral equation for the moments

We now outline a solution method for the system described in §5.2. As a

first step, we derive an integral equation relating the bulk orientational moments to

the concentration field. The bulk concentration equation (5.7) can be viewed as a
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linear inhomogeneous ordinary differential equation for ψ(z, q) where q is a parameter.

We solve it by the method of variation of constants, treating orientations q↑ and

q↓ separately. After applying the boundary condition (5.12), we obtain a general

expression for the bulk density function:

ψ(z, q↑↓) =
cs

2`r q↑↓
exp

[
−(H ± z)

`r q↑↓

]
±
∫ z

∓H

c(z′)

2`r q↑↓
exp

[
∓(z − z′)

`r q↑↓

]
dz′. (5.15)

Note that the bulk and surface concentrations c(z) and cs both appear on the right-

hand side and are still unknown. However, equation (5.15) shows that their knowledge

entirely specifies the bulk distribution ψ(z, q). The bulk moments of order j on both

hemispheres of orientations are immediately obtained by integration:

M↑↓
j (z) =

cs
2`r
Ej+1

[
H ± z
`r

]
±
∫ z

∓H

c(z′)

2`r
Ej+1

[
±(z − z′)

`r

]
dz′, (5.16)

where Ej is the exponential integral function defined as

Ej(z) =

∫ 1

0

uj−2 exp
(
−z
u

)
du. (5.17)

Finally, the moment of order j on the full sphere of orientations can be shown to be

Mj(z) =
cs
2`r

(
Ej+1

[
H + z

`r

]
+ Ej+1

[
H − z
`r

])
+

∫ H

−H

c(z′)

2`r
Ej+1

[∣∣∣∣
z − z′
`r

∣∣∣∣
]

dz′.

(5.18)
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5.3.2 Concentration field and solution procedure

Setting j = 0 in equation (5.18) immediately provides an integral equation for

the yet unknown concentration profile:

c(z) =
cs
2`r

(
E1
[
H + z

`r

]
+ E1

[
H − z
`r

])
+

∫ H

−H

c(z′)

2`r
E1
[∣∣∣∣
z − z′
`r

∣∣∣∣
]

dz′. (5.19)

Dividing through by cs, we obtain an equation for c(z)/cs that can be solved numerically.

For finite `r, we find that an approximate solution is easily obtained iteratively by

casting equation (5.19) in the form ck+1(z)/cs = f [ck(z)/cs], starting with an initial

guess which we take to be c0(z) = 0. In strong confinement (Pe & 10), the solution

converges in O(20) iterations, though more iterations are required in wider channels.

To complete the solution for the concentration field, the value of the surface

concentration cs must be calculated. Having previously obtained c(z)/cs, it is easily

evaluated by recasting the constraint (5.14) as

cs = N

[
2 +

∫ H

−H

c(z)

cs
dz

]−1
. (5.20)

Knowledge of c(z) and cs then directly provides all the remaining variables. The bulk

probability density function is given by equation (5.15), while the bulk partial and

full moments can be calculated using equations (5.16) and (5.18). Finally, the surface

orientation distribution is provided by equation (5.10) and the surface polarization

by equation (5.11b). Solutions obtained by this method are presented in §5.4, where

excellent agreement with results from Monte-Carlo simulations will be shown.
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5.3.3 Swim pressure calculation

The above formulation provides a direct way of estimating the swim pressure

in the system, which is simply the force per unit area exerted by the particles at the

walls as they push on the surface. Specifically, the normal component of the motion

of each particle at the upper wall is resisted by a force ζV0q
↑, where ζ is the viscous

drag coefficient of one particle [161]. Knowing the surface probability density function

ψ↑s , an expression for the swim pressure is then easily found as

Πs =

∫ 1

0

ζV0q
↑ψ↑s(q

↑) dq↑ = ζV0ms, (5.21)

where ms is the surface polarization. Combining equations (5.11b) and (5.13b) to solve

for ms yields a simple relation between the swim pressure and the second moment S0

of the bulk distribution function:

Πs = ζV0`r
[
S↑(H) + S↓(H)

]
= ζ

V 2
0

λ
S(H) = ζ

V 2
0

λ
S0. (5.22)

A similar result was obtained by Solon et al. [164]. In bulk unconfined systems,

previous models have led to the ideal-gas pressure Πi of equation (5.1), which contains

no information on particle orientations due to isotropy but follows the same scaling as

equation (5.22). To compare both predictions, we define a dimensionless pressure as

the ratio of equations (5.22) and (5.1):

P =
Πs

Πi

=
3ms

n`r
=

3S0

n
, (5.23)
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where n = N/2H is the mean number density in our system. P − 1 quantifies the

departure from the ideal-gas swim pressure. In an infinitely wide channel (Pe→ 0),

the bulk distribution at the centerline is expected to be isotropic, implying S0 = n/3

and therefore P → 1. This will be confirmed in our numerical results in §4, where we

also show that P deviates from 1 when Pe > 0 as a result of confinement.

5.4 Results and comparison to simulations

5.4.1 Simulation method

To validate our model, we also perform Markov-chain Monte-Carlo simulations

of run-and-tumble swimmers between two hard walls. During a run of duration τ ,

the swimmer trajectory simply evolves as x(t + ∆t) = x(t) + V0p ∆t where ∆t is

a short time step. Each run is then followed by a tumbling event, where the new

orientation vector p is picked randomly on the unit sphere. The time τ between

two consecutive tumbles is drawn from an exponential distribution with cumulative

distribution function F (τ) = 1− exp[−λτ ]. When a swimmer meets a wall, it remains

there and continues to tumble until it reorients towards the bulk and swims away.

Time-averaged bulk and surface probability density functions were extracted from

orientational and spatial histograms, and convergence was checked with respect to ∆t

and to the duration of the simulation.

5.4.2 Theoretical and numerical results

Solutions for the bulk concentration profile are depicted in figure 5.2, where

both the full concentration c(z) and the partial ‘up’ concentration c↑(z) are plotted for
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Figure 5.2: Concentration profiles across the channel for various values of
Pe = `r/2H: (a) full concentration c(z), and (b) partial ‘up’ concentration
c↑(z). Solid lines show the semi-analytical solution of §5.3, and symbols are
Monte-Carlo simulation results.

various values of the Péclet number, which measures the degree of confinement. The

full concentration profiles in figure 5.2(a) show significant accumulation at the walls,

with wall boundary layers whose thickness scales with `r. An interesting and unique

feature of non-interacting and non-aligning spherical run-and-tumble particles is that

accumulation occurs in the absence of polarization, and m(z) is found to be strictly zero

throughout the channel as already derived in equation (5.8). A non-zero polarization

would indeed lead to a net flux of particles in the wall-normal direction, which cannot

happen in a confined athermal system, unlike in Brownian suspensions where this flux

can be balanced by diffusion [23]. The profiles also show the presence of a singularity

in c(z) at the walls, which is a direct consequence of the boundary condition (5.12)

and is also obvious from the solution (5.19) where E1(0) diverges. Concentration

singularities were also predicted by Elgeti and Gompper [157], though their model

did not capture orientation distributions. As confinement becomes significant and Pe

increases, the bulk concentration decreases throughout the channel to reach nearly

zero at Pe = 200, indicating that strongly confined particles spend most of their time

at the boundaries. Excellent quantitative agreement is obtained between theory and
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Monte-Carlo simulations.

Figure 5.2(b) also shows the partial ‘up’ concentration obtained by only counting

particles pointing towards the top wall. The asymmetry of the profiles and the

singularity at the bottom wall indicates that on average there are more particles

pointing away from the wall than towards it inside the wall accumulation layers.

However, in order to satisfy no net polarization in the bulk, this implies that those

particles pointing towards the wall are more strongly polarized than those pointing

away. This point is confirmed in figure 5.3(a–b), showing the orientation distributions

in the bulk in the vicinity of the top wall for orientations pointing away from and

towards the wall. Figure 5.3(a) confirms the divergence of the bulk probability density

in the neighborhood of orientations parallel to the wall (q↓ → 0) as expected from

boundary condition (5.12), which is also captured by the simulations. The presence of

this discontinuity can be rationalized as follows: particles that leave the surface at

an orientation q↓ & 0 swim nearly parallel to the surface and therefore remain there

much longer than particles leaving in other orientations. The distribution of particles

pointing towards the wall in figure 5.3(b) shows no such singularity, but exhibits a

weak finite peak at a critical value of q↑ for an intermediate range of Péclet numbers

between 5 and 50, whose physical origin remains unclear. The orientation distribution

ψ↑s(q
↑) of particles on the top wall is shown in figure 5.3(c) and shows a preferential

alignment normal to the wall rather than parallel to it. However, this distribution

becomes nearly isotropic under very strong confinement (Pe = 1000), for reasons that

we elucidate below.

Taking moments of ψ↑s(q
↑) provides the surface concentration cs and surface

polarization ms, which are plotted versus Péclet number in figure 5.4(a–b). Both
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Figure 5.3: Bulk probability density at the top wall for (a) orientations
pointing away from the wall and (b) orientations pointing towards it. (c)
Surface probability density at the top wall as a function of q↑. Solid lines show
the semi-analytical solution of §5.3, and symbols are Monte-Carlo simulation
results.

quantities increase with increasing confinement, but asymptote as Pe → ∞. The

asymptote for cs is N/2, meaning that in very narrow channels the particles spend

all their time at the boundaries; indeed, the time 2H/V0 it takes them to cross the

gap is infinitesimal compared to the mean run time λ−1. This is also consistent with

the decrease in the bulk concentration seen in figure 5.2(a). In this limit, particles

tumbling away from one wall reach the other wall nearly instantaneously, leading to

an isotropic surface orientation distribution in agreement with figure 5.3(c), hence the

asymptote of N/4 for the wall polarization.

Lastly, the dependence of the dimensionless swim pressure P on the degree of

confinement is illustrated in figure 5.4(c). In the limit of weak confinement (H � `r

or Pe→ 0), the swim pressure is seen to tend to the ideal-gas law of equation (5.1) in

both our model and simulations: P → 1 or Πs → Πi. This corresponds to the limit

of a single wall where the gap width 2H plays no role, and validates the results of

previous studies in infinite or semi-infinite systems for which the expression for Πi was

first derived [161, 164]. Confinement, however, causes a decrease in the swim pressure,
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Figure 5.4: (a) Surface concentration cs, (b) surface polarization ms, and (c)
dimensionless pressure P as functions of Péclet number Pe = `r/2H. Solid
lines show the semi-analytical solution of §5.3, and symbols are Monte-Carlo
simulation results.

which in fact tends to zero for fixed n in very narrow gaps. The high-Pe asymptote

for ms describes the limiting behavior:

P → 3

4
Pe−1, i.e. Πs →

3

4
Pe−1Πi =

nHζV0
2

=
NζV0

4
(5.24)

as Pe→∞ (or H → 0), which corresponds to N/2 particles pushing with an average

force of ζV0/2 against each wall. The decrease in pressure and the details of the

asymptote agree with the previous two-dimensional results of Yang et al. [162], who

also verified them in numerical simulations of self-propelled disks. They are also

consistent with the study of Ray et al. [166], who analyzed the force on two nearby

parallel plates in an active particle bath and proposed that the pressure inside the

gap in a one-dimensional system with constant run length varies as Πi/(1 + Pe).

5.4.3 Summary and discussion

We have presented a simple continuum model for a dilute suspension of spherical

run-and-tumble particles confined between two hard walls and interacting via purely
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steric forces with the walls. The model improves upon our previous theory for confined

Brownian suspensions [23] by allowing us to address the limit of zero temperature

within a continuum framework and by incorporating a more realistic treatment of

surface interactions and exchange processes between surfaces and the bulk. This

description also provides a direct and simple way of calculating the mechanical swim

pressure exerted on the walls and serves as a complementary approach to the work of

Solon et al. [164], where a continuous description of the same problem using a soft

potential for wall interactions was used to calculate the pressure. We have outlined

an elegant approach to derive a semi-analytical solution for the probability density

functions, and demonstrated excellent quantitative agreement between our model and

results from discrete Monte-Carlo simulations.

Our theoretical predictions and simulation results have highlighted several

striking features of confined suspensions of run-and-tumble particles, namely the

presence of a singularity and discontinuity in the bulk probability density function for

orientations nearly parallel to the walls in the near-wall region, and the existence of

a concentration boundary layer of thickness of the order of `r that actually diverges

at the walls. Our pressure calculations were shown to match the recently proposed

ideal-gas equation of state of active matter in wide channels, thus further validating

this ideal-gas law and confirming the prediction that the precise nature of particle-wall

steric interactions has no impact on the wall mechanical pressure for spherical particles

[164]. We demonstrated, however, that confinement leads to departures from this ideal

behavior and specifically to a decrease in the swim pressure, which in fact vanishes

in the limit of an infinitely narrow gap when the mean number density is held fixed.

In this case, we found that swimmers spend all their time at the boundaries, which
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provides the basis for previous models of strongly confined systems that only account

for the surface distribution of swimmers [170].

While capturing the salient features of confined active suspensions, the problem

under consideration remained minimal. Yet, the kinetic model presented here could be

further modified to incorporate other effects and provide a more realistic description

of biological or synthetic active systems. In particular, many active particles are rod-

shaped and therefore also incur an aligning torque as they interact with boundaries.

Recent theoretical work has shown that the wall pressure is modified in that case and

becomes dependent upon the details of particle-wall interactions [169, 171]. In addition,

experiments show that the surface-to-bulk tumbling of biological swimmers as well

as certain types of synthetic swimmers is not uncorrelated but rather results in the

preferential release of the particles near a specific angle [150, 172, 173]. Incorporating

such details in our model is straightforward and would modify the distribution of

particles near the walls with unexpected consequences for the mechanical pressure.

Our basic model, validated here in the dilute limit, could also be modified to account

for hydrodynamic couplings and to study the structure of the self-generated flows and

collective dynamics of interacting active particles in confinement. In more complicated

problems such as the ones described above, a complete solution for the bulk and surface

probability density functions may not be tractable semi-analytically. Orientational

moment equations with a suitable closure model [174, 23] likely would not perform well

either because of the near-wall singularities in the bulk probability density function

as well as complications arising from having to develop governing equations and

closure approximations for the partial moments as opposed to the full ones. Extending

the present model to non-planar boundaries, whether concave or convex, is not
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straightforward either but would be of great interest for the theoretical description

of active particle transport in complex geometries or of their interaction with and

transport of passive payloads. This rich avenue is the focus of our future work.
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Chapter 6

Transition to spontaneous

directional flows in confined active

suspensions

6.1 Introduction

Recent years have seen significant developments in the understanding of the

emergence of collective motion in biologically active suspensions. There is widespread

consensus that self-organization is such suspensions are driven by the stresses exerted

by the active particles on the fluid as they propel themselves [175, 10, 4, 5, 12, 9, 33, 34,

19, 20, 176, 105]. Continuum kinetic theories, where a Smoluchowski equation for the

probability distribution of the active particle positions and orientations is coupled to the

Stokes equation for the flow arising from the active stresses, is an extremely powerful

approach for understanding active fluids (as has been demonstrated in the preceding

chapters). In this approach, the emergent behaviour in active systems is viewed as a

187
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breakdown of stability of the various equilibrium states [19, 20, 39, 41, 85, 42, 21].

While collective self-organization in unconfined systems have been studied

rigorously, analogous studies on confined active suspensions have been relatively scarce.

Recent experiments have shown that confinement can stabilize the collective motion

into controlled patterns such a robust double vortex in flattened drops [104, 177,

105] and stable unidirectional rotation in circular racetracks [178]. Such fascinating

experiments motivate our interest in the theoretical investigation of the rich interplay

between confinement and interactions in active suspensions.

While various phenemenological models for active liquid crystals have focussed

on the effect of confinement on collective behavior, predicting fascinating features

including spontaneous flow transitions [151, 152, 153, 154, 155], such predictions

are yet to be confirmed from a hydrodynamics first-principles perspective. A few

studies have attempted to use mean-field theories in confined active suspensions

[142, 22, 1, 143, 179], but their treatment of the boundary conditions (for the active

particle probability distribution function) have been very approximate. Moreover,

these studies also included an external field (such as gravity or chemotaxis), hence

making it difficult to understand the sole effect of confinement on the activity-driven

emergent behavior.

Recent theoretical studies (including one of our own works discussed in chapter

4) have identified that the appropriate way of incorporating confinement within the

mean-field framework for suspensions of Brownian swimmers is to prescribe a zero

wall-normal translational active particle probability flux at both walls [125, 180, 23].

This condition essentially requires that the self-propulsive flux on the wall has to be

balanced by a translational diffusive flux, which leads to polarity sorting. The striking



189

result, which is in agreement with experiments and Brownian Dynamics simulations,

is that wall accumulation and wall-normal polarization in confined active suspensions

happens even in the absence of external fields, hydrodynamic or alignment interactions

and is simply a result of swimming, translational diffusion and confinement.

In the light of these recent theoretical insights, confinement can change the

dynamics of active self-organization in a multitude of ways as outlined below.

• Polarized and spatially inhomogenous base states: The existence of po-

larized and spatially inhomogeneous equilibrium distributions in confined active

suspensions has interesting implications for their stability when coupled to hy-

drodynamic interactions (as compared to unconfined systems where base states

are uniform isotropic or uniform nematic).

• Correlation length: The stability of a uniform isotropic or nematic base states

in unconfined systems reveal the zero wavenumber (k = 0) mode to be most

unstable, and numerical simulations show (in agreement) that concentration

and director fields are correlated over length scales comparable to that of the

size of the simulation box. Confinement introduces another length scale into

the picture and momentum screening by the walls on length scales of the order

of the channel height could potentially control the correlation length of active

self-organization.

• No-slip on the fluid velocity: In confined active suspensions, a no-slip

condition has to be imposed on fluid velocity on the confining walls, which changes

the structure of the self-generated flows and hence, the overall morphology of

the self-organization.
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We explore these effects in this chapter by investigating the dynamics in a

suspension of hydrodynamically-interacting active Brownian pusher particles confined

between two parallel plates. The kinetic model is presented in section 6.2. A linear

stability analysis of a one dimensional perturbation in the wall normal direction to the

base state in confined active suspensions is presented in section 6.3. The computational

framework for a confined forced-Stokes flow solver is presented in section 6.4. With the

aid of this solver, non-linear simulations are performed in section 6.5 to investigate the

stability and non-linear dynamics in two dimensions before we finish with concluding

remarks in section 6.6.

6.2 Kinetic Model

We consider a suspension of active Brownian pusher particles suspended in a

viscous fluid. The active particles swim with velocity Vs, have constant translational

and rotational diffusivities denoted by dt and dr, respectively and exert force dipoles on

the fluid with negative stresslet strength σ0. The suspension, with mean number density

n, is confined between two parallel walls z = ±H with half-width of seperation H.

Dimensional analysis of the governing equations identifies three relevant dimensionless

groups:

Pes =
Vs

2drH
, α =

σ0n

µdr
, Λ =

drdt
V 2
s

. (6.1)

The swimming Peclet number Pes is the ratio of the persistence length to the

channel height and is a measure of degree of confinement. The activity parameter

α measures the strength of active stresses relative to dissipation by viscosity and

rotational diffusion and is directly proportional to the mean number density n. The



191

swimmer specific parameter Λ compares the strength of diffusion to self-propulsion

and is constant for a specific swimmer.

The configuration of an active particles can be specified in terms of the first

three orientational moments of the active particle probability density Ψ(x,p, t). After

non-dimensionalization using the length scale lc = H and time scale tc = d−1r , the

conservation equations for concentration, polarization vector and the nematic order

parameter tensor c, m and D read [29, 23]:

∂c

∂t
= − ∂

∂xl

[
ulc+ 2Pesml − 4ΛPe2s

∂c

∂xl

]
, (6.2)

∂mi

∂t
= − ∂

∂xl

[
ulmi + 2Pes

(
Dil + c

δil
3

)
− 4ΛPe2s

∂mi

∂xl

]
+

(
3

5
Eil +Wil

)
ml − 2mi, (6.3)

∂Dij

∂t
= − ∂

∂xl

[
ulDij + 2Pes

[
1

5
(miδjl +mjδil)−

2

15
mlδij

]
− 4ΛPe2s

∂Dij

∂xl

]
+

[
2

5
cEij +

3

7
(EilDlj +DilElj)

]
+ [WilDlj −DilWlj]− 6Dij, (6.4)

where the flux terms (the terms with divergence) include contributions from advection

by the disturbance flow, self-propulsion and translational diffusion and the source terms

arise from rotational diffusion and from alignment and rotation by the rate-of-strain

and vorticity tensors E and W of the disturbance velocity field u:

Eij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
, (6.5)

Wij =
1

2

(
∂ui
∂xj
− ∂uj
∂xi

)
. (6.6)

These equations are subject to the corresponding no-flux boundary conditions
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at the wall (at z = ±1) which are a balance of the self-propulsive and diffusive fluxes.

mz − 2ΛPes
∂c

∂z
= 0, (6.7)

Di3 + c
δi3
3
− 2ΛPes

∂mi

∂z
= 0, (6.8)

1

5
(miδj3 +mjδi3)−

2

15
mzδij − 2ΛPes

∂Dij

∂z
= 0. (6.9)

The fluid velocity satisfies the Stokes equations subject to the no-slip condition

ui (z = ±1) = 0. The Stokes equation reads:

∂ul
∂xl

= 0, − ∂p

∂xi
+

∂ui
∂xl∂xl

+ α
∂Dli

∂xl
= 0. (6.10)

6.3 Linear stability analysis

Analytical expressions for the equilibrium concentration c0(z), wall-normal

polarization m0
z(z) and nematicity D0

zz(z) profiles in the dilute limit were previously

derived [23] in chapter 4 and omitted here for brevity. In this section, we investigate

the stability of these equilibrium states in confined active suspensions to hydrodynamic

coupling.

We specifically analyze the stability of a one-dimensional perturbation in

the wall-normal direction to the quiescent state of the form Ψ (z,p, t) = Ψ 0 (z, θ) +

εΨ ′(z,p) exp(σt). In 1D, the disturbance velocity can be analytically solved for as

uy(z) = −
∫ z

−1

(
αDyz −

α

2

∫ 1

−1
Dyz dz

)
dz. (6.11)

In the linear limit, an one-dimensional perturbation in the wall-normal direction
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only leads to changes in wall-parallel (or stream-wise) polarization my and shear

nematic alignment Dyz. The growth rate of the instability can be solved for as an

eigenvalue problem shown below.

σmy
′ = −2Pes

dDyz
′

dz
+ 4ΛPe2s

d2my
′

dz2
− 2my

′ +

4α

5

(
1

2

∫ 1

−1
Dyz

′ dz −Dyz
′
)
mz

0, (6.12)

σDyz
′ = −2

Pes
5

dmy
′

dz
+ 4ΛPe2s

d2Dyz
′

dz2
− 6Dyz

′

+α

(
1

2

∫ 1

−1
Dyz

′ dz −Dyz
′
)(

c0

5
+Dzz

0

)
. (6.13)

subject to the following boundary conditions at z = ±1.

Dyz
′ = 2ΛPes

dmy
′

dz
, (6.14)

1

5
my
′ = 2ΛPes

dDyz
′

dz
. (6.15)

The eigenvalue problem has 4 contributions: self-propulsion, translational and rota-

tional diffusion and the crucial fourth term which accounts for the alignment of the

polarized and inhomogeneous base state with the self-generated fluid velocity gradient.

Solving this numerically reveals a symmetry-breaking phase-transition from a quies-

cent state to a steady spontaneous flowing state above a critical level of activity or

concentration for pusher suspensions as shown in figure 6.1(a). The marginal stability

curve shows that higher concentrations and weaker confinements are more unstable.

This unique instability is driven by the interaction of the base state wall-normal

polarization and concentration with the self-generated fluid velocity gradient. It has to

be noted that there is no analogous instability or net pumping in unconfined systems.
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The fastest growing mode leads to a symmetric velocity profile in the channel

with net fluid pumping as shown in figure 6.1(b). Interestingly, the second fastest

growing mode interestingly leads to an anti-symmetric velocity profile with no net fluid

pumping. The non-linear one-dimensional simulations of the full probability density

function Ψ(z,p) also confirms this fact, where a purely anti-symmetric perturbation

leads to an steady spontaneous flow state with an anti-symmetric velocity profile,

while any other perturbation inevitably leads to steady spontaneous flow state with

a symmetric velocity profile (because of its higher growth rate). We note that

Marenduzzo et al. [155] had predicted similar results using phenomenological active

liquid crystal models but reported that the symmetric and anti-symmetric modes has

the same growth rate.

This spontaneous steady flow state can also be viewed as another, more stable

base state in confined active systems. A perturbation to the no-flow base state leads to

a self-generated disturbance flow in an arbitrary direction through the channel which

results in upstream polarization and streamwise alignment reducing the accumulation

and wall-parallel polarization. However, this streamwise alignment also reinforces the

perturbation leading to fluid pumping and hence, forming the basis of the instability

mechanism.

6.4 Confined forced-Stokes solver

Note: For simplicity of notation, ∇x is replaced by ∇ in this section.

In this section, we develop a confined solver for Stokes equation (in 2 dimensions
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Figure 6.1: (color online).(a) Marginal stability curve in the (α, Pes) pa-
rameter space (b) fastest growing velocity mode (c) second fastest growing
velocity mode.

y and z) which read:

−∇2u +∇P = Fa, u(z = ±H) = 0. (6.16)

The stream-wise direction ŷ is considered to be periodic.

This confined Stokes equation is handled by taking advantage of their linearity

and decomposing the solution into 3 parts:

• Analytic solution for the mean pumping velocity field (upŷ) arising from the

stream-wise averaged force,

• Hasimoto Fourier solution (uh) for Stokes equation with net active particle

forcing but with periodic boundary condition,

• Boundary correction (uc): A semi-analytical solution to correct the boundary

velocity from the Fourier solution.

Once the three components are computed as explained in the following subsec-
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tions, the self-generated fluid velocity u is calculated as their superposition.

u (x) = upŷ + uh (x)− uc (x) . (6.17)

6.4.1 Analytical solution

We derive here the analytic solution for the mean pumping velocity field (upŷ)

arising from the stream-wise averaged active force, F̄(z), whose components are given

by:

F̄y(z) = α
∂

∂z
D̄yz, (6.18)

F̄z(z) = α
∂

∂z
D̄zz, (6.19)

where

D̄yz =

∫ Ly

0

Dyz dy, (6.20)

D̄zz =

∫ Ly

0

Dzz dy. (6.21)

While F̄z is balanced by the pressure, F̄y drives the stream-wise velocity which can be

solved as,

ūy = α

(
z + 1

2

∫ 1

−1
D̄yz dz −

∫ z

−1
D̄yz dz

)
. (6.22)

This basically corresponds to the solution for the ky = 0 mode.
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6.4.2 Hasimoto Fourier solution

We outline here the Fourier solution method derived by [77] to solve the Stokes

equation with net active particle forcing ( F′a = Fa − F̄) but with periodic boundary

condition. The periodic flow field uh (x) defined in y ∈ (0, Ly) , z ∈ (−1, 1) satisfies:

−∇2uh +∇P = F′a, (6.23)

∇ · uh = 0, (6.24)

subject to periodic BC. We expand the velocities and pressure in a Fourier series as

uh (y, z) =
∑

kz

∑

ky

ûp (ky, kz) e
2πi(kyy+kzz), (6.25)

p (y, z) =
∑

kz

∑

ky

p̂ (ky, kz) e
2πi(kyy+kzz). (6.26)

Upon Fourier transformation of the Stokes equation, we have

4π2k2ûh + 2πikp̂ = F̂a, (6.27)

2πik · ûh = 0, (6.28)

from which we can solve for the Fourier coefficient of the periodic velocity ûh as

ûh =
1

4π2k2

(
I− k̂k̂

)
· F̂a. (6.29)
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6.4.3 Boundary correction

The periodic solution up (x) has non-zero values for velocities at the boundaries

given by

u (z = −1) = u1, (6.30)

u (z = 1) = u2. (6.31)

In order to satisfy the no-slip condition, this has to be corrected with the boundary

correction velocity uc. We solve the Stokes equation without active stress forcing,

subject to the boundary velocities of the periodic solution, to obtain uc.

−∇2uc +∇P = 0, (6.32)

∇ · uc = 0. (6.33)

subject to

uc (z = −1) = u1, (6.34)

uc (z = 1) = u2. (6.35)

We expand the flow and pressure field in a Fourier series in y with Fourier coefficients

û (ky, z) and P̂ (ky, z).

uc (y, z) =
∑

ky

ûc (ky, z) e
2πikyy, (6.36)

P (y, z) =
∑

ky

P̂ (ky, z) e
2πikyy. (6.37)
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Pressure solution

The fluid pressure satisfies the Laplace’s equation and we can immediately

solve the Fourier coefficient of the pressure as

P̂ = a (ky) cosh qz + b (ky) sinh qz, (6.38)

where

q2 = 4π2k2y, (6.39)

and a (ky) and b (ky) are constants (which will be solved for later). Substituting

eq. (6.38) into the Fourier transform of eq. (6.32) gives a non-homogeneous ODE with

non-homogeneous (Dirichlet) boundary condition.

q2ûc −
d2ûc
dz2

+

(
2πikyP̂ ŷ +

dP̂

dz
ẑ

)
= 0, (6.40)

subject to

ûc (z = −1) = û1 (ky) , (6.41)

ûc (z = 1) = û2 (ky) . (6.42)

We split this problem into a non-homogeneous ODE with homogeneous boundary

condition to solve for ûc1 and a homogenous ODE with non-homogeneous (Dirichlet)

boundary condition to solve for ûc2.



200

Solution for ûc1

ûc1 satisfies

q2ûc1 −
d2ûc1
dz2

= 0, (6.43)

subject to

ûc1 (z = −1) = û1, (6.44)

ûc1 (z = 1) = û2. (6.45)

Solving we get,

ûc1 = C (z)

(
û1 + û2

2

)
+ S (z)

(
û2 − û1

2

)
, (6.46)

where

C (z) =
cosh qz

cosh q
, (6.47)

S (z) =
sinh qz

sinh q
. (6.48)

Solution for ûc2

ûc2 satisfies

q2ûc2 −
d2ûc2
dz2

+

(
2πikyP̂ ŷ +

dP̂

dz
ẑ

)
= 0, (6.49)

subject to

ûc2 (z = −1) = 0, (6.50)

ûc2 (z = 1) = 0. (6.51)
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Solving we get,

ûc2 =
i

2
(aΓ1 + bΓ2) ŷ +

1

2
(aΓ2 + bΓ1) ẑ, (6.52)

where Γ1(z) and Γ2(z) are given by

Γ1(z) = sinh q [zS (z)−HC (z)] , (6.53)

Γ2(z) = cosh q [zC (z)−HS (z)] . (6.54)

Solving for pressure co-efficients

By forcing ûc1 + ûc2 to satisfy the continuity equation, we solve for a and b.

2πikyv̂ +
dŵ

dz
= 0. (6.55)

Also note that,

C ′(z) = qS (z) tanh q, (6.56)

S ′(z) = qC (z) coth q, (6.57)

Γ ′1(z) = sinh q [(1− q tanh q) S (z)− (qz coth q) C (z)] , (6.58)

Γ ′2(z) = cosh q [(1− q coth q) C (z)− (qz tanh q) S (z)] . (6.59)

The solution for a and b are given by

a =
qi (v̂1 + v̂2) sinh q + q (ŵ2 − ŵ1) cosh q

q − sinh q cosh q
, (6.60)

b =
−qi (v̂2 − v̂1) cosh q − q (ŵ2 + ŵ1) sinh q

q + sinh q cosh q
. (6.61)
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The correction velocity is finally obtained as uc = uc1 + uc2.

6.5 Numerical Simulations

6.5.1 Method

We complement the linear stability analysis of section 6.3 by performing fully

non-linear simulations of the kinetic model presented in section 6.2. The numerical

simulation is based on a finite-volume solution of the conservation equation for the

order fields eq. (6.2)-(6.4), which allows for an easy implementation of the boundary

conditions eq. (6.7)-(6.9), and a second-order Adam-Bashforth’s time integration

scheme. The Stokes equation is handled using the confined flow solver developed in

section 6.4. The velocity grid points are staggered with respect to the finite-volume

discretization of the order parameter fields and are defined such that the extremum

points coincide with the two walls. We use 256× 512 grid points in the y × z space.

At time t = 0, the order parameter fields are initialized with a no-flow base state plus

a two-dimensional perturbation. The simulations are run till a statistically steady

state is reached.

6.5.2 Results and Discussion

The non-linear simulations confirm the predictions of the linear stability analysis

presented in section 6.3 and show that the quiescent no-flow base state is destablized

above critical activity levels shown in figure 6.1(a). Figure 6.2 shows the time evolution

of the self-generated fluid velocity profiles in the channel. The transient dynamics is

characterized by the formation of circular vortical patterns with characteristic lengths
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Figure 6.2: (color online) Time evolution of the self-generated fluid velocity
profiles in the channel.

on the scale of the channel width. The dynamics at long times is a strong function

of the degree of confinement. In strong confinement (at Pes = 0.5 and α = −40

shown in 6.2 (a)), there is a transition to a steady spontaneously flowing state. The

direction of fluid pumping is spontaneous and arbitrary. In weak confinement (at

Pes = 0.125 and α = −40 shown in 6.2 (b)), the spontaneous flow state is unstable

and the resultant active turbulence state is characterized by chaotic vortical patterns,

with net (time-averaged) fluid pumping in an arbitrary direction. The morphology

of the emergent structures observed in our simulations are strikingly similar to that

reported in recent microfluidic experiments of bacterial fluids in linear confinement

and in race tracks [181].

Figure 6.3 (a) shows net rate of fluid pumped as a function of time. The net

flow rate reaches a steady state for strongly confined suspensions (Pes = 0.5) but

fluctuates with time for the case of weak confinement (Pes = 0.125) where active
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Figure 6.3: (color online) (a) average flow rate pumped Qav as a function
of time, (b) Correlation between velocity and polarization field across the
channel (averaged over stream-wise coordinate and time) for different degrees
of confinement Pes.

turbulence leads to fluctuations in the direction and magnitude of fluid pumping.

The relative alignment of the bacteria with self-generated flows has been vividly

discussed in recent works [105, 182, 183, 181]. We explore this aspect in figure 6.3

(b) where the correlation between the polarization of the suspension m and the fluid

velocity u (averaged over stream-wise coordinate and time) is plotted as a function

of wall-normal coordinate z. The steady flowing state, observed in strongly confined

active fluids, is characterized by particles swimming against the flow everywhere in

the channel, in agreements with experiments [105, 181]. The underlying mechanism

is similar to the mechanism for upstream swimming in externally imposed Poiseuille

flows [23]. Confinement leads to polarization towards the wall in the base state, which

coupled to shear alignment leads to upstream swimming. The active turbulence state,

reported in weakly confined active fluids, is characterized by particles swimming

against the flow in the near-wall region and particles swimming with the flow in the

bulk.
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6.6 Conclusions and Outlook

In this chapter, we have investigated the hydrodynamic stability of active sus-

pensions in linear confinement using linear stability analysis and numerical simulations.

Our analysis has shown that confinement can stabilize active self-organization and

lead to steady spontaneous directed fluid pumping. Our first-principles kinetic theory

approach has also provided us valuable insights on the mechanism that allows for the

existence of such a steady flowing state in confined active suspensions. Our results

are in striking qualitative agreement with recent experiments on confined bacterial

suspensions [181], thus validating the use of such continuum kinetic theories for the

study of confined active suspensions, even in the semi-dilute concentration regime.

The kinetic theory framework for confined active suspensions brings a wide

range of exciting problems within the realm of analytical and computational tractabil-

ity. Using direct extensions of our framework, we have recently studied active self-

organization in circular disks and race tracks [184], reproducing and providing physical

insight into the rich features observed in recent experiments [105, 178, 183, 181], such

as spontaneous double vortex, unidirectional bands, traveling wave spirals and other

chaotic states.

This opens up a really intriguing question. Can we optimize the confining

topology to constructively control self-generated flows into desired patterns? This rich

avenue is the focus of our future work.
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