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THE ELECTRONIC STRUCTURE OF MOLECULES, SOLIDS AND SOLID SURFACES 

James R. Chelikowsky 

Inorganic Materials Research Division, Lawrence Berkeley Laboratory 
and Department of Physics;.University of California 

Berkeley, Cal'ifornia 94720 

ABSTRACT 

A detailed study is undertaken to investigate the electronic 

structure of eleven diamond and zincblende semiconductors: Si, Ge, 

ZnSe, a-Sn, lnSb, CdTe, GaP, GaSh, InP and InAs. By means of an 

empirical non-local pseudopotential scheme the optical spectrum, 

electronic density of states, and valence charge density is calculated 

for each compound. The theoretically required parameters are deter-

mined by comparisions with optical and photoemission experimental 

measurements. 

In particular, the effect of anon-local potential on the electronic 

structure of each compound is investigated. It is found that the 

local pseudopotential approach can yield incorrect band topologies, 

optical gaps, charge densities and valence band widths. All of these 

defects can be corrected by the addition of a non-local term to the 

pseudopotential. 

In addition, to the calculations performed on these bulk materials, 

a method for calculating the electronic structure of non periodic systems 

is developed. This very powerful technique allows the direct appli-

cation of the pseudopotential method to such systems as solid surfaces, 

localized impurity and vacancy states, atomic and molecular states, 

finite chains or layers, adsorbates, and interfaces between solids. 

Here the method is applied to molecules and surfaces. Specifically 
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the molecular ground state energy levels and orbitals are calculated 

for diatomic silicon. With respect to surfaces, the technique is used 

to calculate the electronic structure of semiconductor and metal 

surfaces. The Si (111) surface is studied in detail. Calculations 

are performed using ideal, relaxed and reconstructed surface models 

with the results compared to experiment. The (110) surfaces of GaAs 

and ZnSe are also investigated. Finally, as an example of a metal 

surfa~e the (111) surface of Al is considered. 
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I. INTRODUCTION 

Since its introduction in the late 1950's 1 the pseudopotential 

method has evolved considerably. Through its application via model 

2 2 
potentials and the empirica;t pseudopotential method (EPM), a great 

deal of information about solid state properties has been obtained. 

Band structures, optical response functions, electronic density of 

states and charge densities have been calculated for a wide variety of 

materials. Of all these materials, one of the most successful classes 

to which the pseudopotential method has been applied are diamond and 

zincblende semiconductors. 

Studies on these materials, until recently, have relied upon a 

simplified "local" pseudopotential approach with reflectivity data 

used to fix the theoretical parameters. And it was observed that 
' '' 3 

such an approach was sufficient to explain most of the optical data._ 

However, on purely theoretical grounds the pseudopotential should 

3 be non local and energy dependent. Thus, it was perhaps not 

surprising that the advent of high resolution photoemission spectra-

scopy, i.e. x-ray photoemission spectroscopy (XPS)
4

' 5 ultraviolet 

photoemission spectroscopy (UPS), 6 produced detailed information on 

the valence bands which was in conflict with many of the existing 

pseudopotential calculations. This result could be explained·on the 

basis that local approximations could suffice for the reflectivity 

case where only a limited energy range was involved. In particular, 

in reflectivity data only the highest valence bonds and lowest 

conduction bands are involved. 
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In order to accurately obta-in a correct band structure for the 

·valence band region, it was~ therefore, speculated that non-locality 

or energy dependence must be considered. This was particularly true 

since other one-electron approaches, including such effects, tended 

to yield more accurate valence bands than a local pseudopotential 

7 approach. 

In addition to yielding incorrect valence band edges, it has also 

recently been determined that a local pseudopotential can yield 

8 9 10 incorrect bond topologies ' and valence charge densities. 

Therefore, an attempt to recalculate the band structures of a 

large number of diamond and zincblende semiconductors has been under-

taken. Using an empirical non-local pseudopotential scheme we have 

calculated the electronic structure of Si, Ge, GaAs, ZnSe, a-Sn, 

InSb, CdTe, GaP, GaSh, InP and InAs. In Section II, calculations 

are presented for each compound yielding the optical spectrum, 

valence band density of states, and pseudocharge density. The non 

local approach has removed the discrepancies which are found to 

occur for the local pseudopotential with respect to the valence 

band widths, optical gaps, charge densities and band topologies. In 

addition to these properties, specific discussions are included 

concerning the temperature dependence of the valence charge density 

in Si and Ge, and the effects of local field corrections for the 

macroscopic dielectric function in Si. 

In all of the aforementioned cases, the systems considered are 

infinite and periodic. This was one of the severe limitations on the 

pseudopotential method. While it may be easily applied to bulk 
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properties, there was no obvious procedure by which it could be 

applied to a wide variety of non periodic problems. In Section III 

a new technique is introduced by which the pseudopotential method 

may be easily extended to non-periodic systems. The method allows 

pseudopotentials to be applied to localized combinations such as 

molecules, surfaces, impurities, vacancies, finite chains, adsorbates 

and solid interfaces. Specifically the technique is applied to the 

case of a molecule, and metal and semiconductor surfaces. The 

ground-state properties of the diatomic silicon molecule is considered. 

With respect to surfaces, a metal surface, Al (111), and semiconductor 

surfaces, Si (111), GaAs (110) and ZnSe (110) are discussed. 

The Si (111) s~rface is covered.in some detail. An ideal, relaxed, 

and reconstructed model for the surface is calculated with the results 

compared to experiment. Using a reconstructed buckled (2 x 1) 

surface model, all the salient experimental results can be accounted 

for. Finally, with respect to GaAs and ZnSe surfaces, a local density 

of states calculation has been performed allowing the decay of the 

surface features present to be directly observed. In the case of 

GaAs, good agreement is achieved for the dangling bond energy spectrum. 
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II. NON-LOCAL PSEUDOPOTENTIAL CALCULATIONS 

FOR DIAMOND AND ZINCBLENDE SEMICONDUCTORS 

A. Non-Local Pseudopotentials 

The fundamental concept involved in an pseudopotential calcula-

tion is that the ion core can be omitted or "pseudized away." 

Computationally this is crucial for it means that the deep ion 

potential has been removed and a simple plane wave basis will yield 

rapid convergence. 
3 

There are many ways of arriving at this result, 

but one of the most straightforward is due to Phillips and Kleinman.
1 

Simply stated, we may rewrite the one-electron Hamiltonian as 

where 

2 X = p /2m + V {r) 
p -

V (r) = v{r) + L (Ek-E ) lb ><b I 
p - - - t t t 

V(r) is the true crystal potential and lb > is a core state with 
.t 

(1) 

(2) 

eigenvalue Et. This new potential has the same eigenvalues, El-:, but 

because the real potential has been cancelled in the core region by 

the second term in (2), 11 the resulting eigenfunctions of (1) are 

smoothly varying in the core region in contrast to the true eigen-

functions. While this permits the pseudoeigenfunctions to be expressed 

in terms of plane waves, the pseudopotential in (2) is dependent not 

only on the energy eigenvalues, Ek, but on the ~-angular momentum 

components present in the core states. 

In spite of the face that (2) is inherently non-local and energy 

dependent many of the optical spectra for semiconductors can be 
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explained by ignoring this fact. 3 If we assume the pseudopotential 

is a simple function of position, then we may take, 

(3) 

where 

V(G) =I s (G)V (G) 
- a - a -a 

S (G) =N! .f exp(-iG·R.a) 
a - a cell - J 

(4) 

j 
and 

V (G) = _ _!_ /exp(-iG·r)V a(r)d3r 
a ""' na - - p - . 

where the G are reciprocal lattice nectors and V (G) are the atomic 
a -

form factors. In such an approximation we are assuming the crystalline 

a potential is a sum of local atomic pseudopotentials, V (r). Q 
p - a 

is the atomic volume and Na is the number of atomic species, a, 

present. These equations may be specialized in the case of the diamond 

or zincblende compounds, ANBB-N to 

where 

(5) 

t = a/8 (1, 1, 1) where a is the lattice constant. v5 and ~ are the 

symmetric and antisymmetric form factors respectively. 
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The local empirical pseudopotential method (EPM), in fact, is 

based upon the above simplification. If we then take the above 

pseudopotentials to be spherical so that V a(r) = V a(l;l), this means 
p ~ p -

the form factors depend upon the magnitude of ~; with a corresponding 

reduction in the number of required form factors. These form factors 

are the empirically determined parameters fit to experimental data 

such as optical gaps. 

The validity of this approach rests upon two arguments: 1) 

Ek>> Et so that (Ek-Et) can be re'placed by a mean energy in (2) such 

as EF (providing one is interested in only a limited energy range) and 

2) the cancellation is equal for all ~ (or at least the ~-components 

of the valence wavefunctions which are significant). Until recently 

as mentioned in the introduction (e.g. comparisions with XPS and UPS 

data), these assumptions have been found to be satisfactory. 

1. Effective Mass Approximation 

If we wish to go beyond this local pseudopotential approach, the 

simplest procedure is to replace the actual electron mass, m, by 

* 3 an adjustable mass, m . This can be illustrated by considering the 

diagonal matrix elements of the secular equation which we would solve 

for the eigenvalues and eigenvectors: 

h 2K2 ---zm + V(K,E)- E, K = ik + Gi (6) 

3 Following the procedure outline elsewhere, we expand our potential V 

around the fermi-level, EF; we get to lowest order in wavevector K, 

and energy E: 



and 

0 0 d 

·V(K,E) 

11
2 

2 
-· K -E = 2m 
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Rewriting the above and neglecting constant terms we have for the 

diagonal elements: 

Let us define the following 

and 

v 
~ = 1- E"· 

(7) 

(8) 

Thus, rewriting our secular equation, by dividing everywhere by~, 

we ha~e, for our diagonal elements, 

(9) 

* With m = ~ME· In such an approach~ the fit V(~), off diagonal elements, 

would actually include a factor ~ from the non-local and energy 

dependent diagonal terms, V(E,K). 

This approach, while simple and leading to improved agreement 

for the valence band widths compared to XPS and UPS data, 12 is 

deficient in several respects. First, we have considered only the 

diagonal elements. The effect of any non-local or energy dependence 
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on the off-diagonal terms has been assumed small. While this may 

be the case for simple metals, it is not clear such an approach is 

applicable to semiconductors. 3 Second, another drawback is the 

question of the relative importance of non-locality through the 

* £-dependence in (2) and the energy dependence in (2). Them approach 

does not allow the relative importance to be seperated out. Third, 

the optical gaps are not improved in such fits compared to experimental 

data. 

2. £-Dependent Potentials 

One procedure to avoid the difficulty in determining the relative 

importance of non-locality and energy dependence is to consider an 

explicity £-dependent potential. In fact, it was first shown by 

. 13 
Phillips and Pandey that an £ =2, or d-well, potential term could 

lead to an improved pseudoptential for Ge. 

Let us consider an 2-dependent potential, to simulate non-locality 

in (2), for the form: 

(10) 

where A£ is a constant representing the well-depth, f£(r) is some 

function simulating the "core" states, and P£ projects out the £-th 

angular momentum component. If such an atomic potential is used, 

we must include a ~ dependence in our potential and require matrix · 

elements of the form: 

i(k + G)·r ( )! -i(k + G~)·r> 
<e - IV£ r e - - - (11) 
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let us define K = k + G and K' = k + G' and ·-
lexp(-i(k + G)• )> . - -

Then by substitution of (10) 'into (11) we have 

(12) 

Using the well known expansion 

00 

ei~·: = L (2~ + l)i~j~(Kr)P~(cosy) (13) 
~=0 

with y being the angle between K and :, P ~, the usual Legendre 

polynomials, j~(Kr) spherical Bessel functions, 3 we obtain, 

00 

= 47T r A~(2~+l)P~(coseKK~)<J~(Kr)f~(r)j~(K'r)>(l4) 
~=0 ' . 

To obtain (14) we have made the additional assumption that f~(:) = 

f~<l::l>-
Let us now consider some realistic forms for f~. We wish f~ to 

simulate the properties of core states, that it should be well localized 

at the atomic sites. Two appropriate choices might be a square-well 

or gaussian-well. The square-well has the advantage in that it is 

simple, but a gaussian-well is probably more realistic and is, in 

fact, computationally simpler. 

For a square-well we require the integral, 

(15) 

where we have taken 
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f (r) -- { 01 

. 3 
This integral is easily evaluated, the result is 

l/2R2 {[j~(KR)] 2-j~_1 (KR)j~+l(KR)} K=K 

2 
2R 2[Kj~+l (KR)j~(K'R)- K'J~+l(K'R)j~(KR)] KIK' 

K -K' 

The first few j~(x) are giveri by 

j (x) = sin(x)/x 
0 

jl (x) sin(x)/x2 - cos(x)/x 

j2 (x) (3/x3-l/x)sin(x)-3/x2cos(x) 

(16) 

(17) 

j 3 (x) 
15 6 . 15 1 

<x4 - ~)sin(x) - (~ - x)cos(x) 
X X 

If we take · 

then we require the integral, 

(18) 

which can easily be evaluated to yield, 

G nR2 R2 2 2 2 
F~ (K,K') = -

4
-IKK---' exp(- ~ (K +K' )) I~+ l/2 (R KK'/2) (19) 
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The Ii+l/2 are modified spherical Bessel functions, the first few are 

given by 

I
112 

(x) = I~ sinh (x) /x 

I
312 

(x) =I ~x (- sinh
2
(x) + cosh (x) /x) 

X 

I ( ) =I Zx [ (_l_ + .!) sinh (x) - _1_
2 

cosh (x) .l 
5/2 X 'IT 3 X 

X X 

(20) 

In both the square-well and gaussian-well cases we have assumed 

R to be independent of ~. This is not necessary and the extension 

of different R for different ~-values is trivial. 

To simulate the effects of ~-non-locality in (2) we can simply 

add an i-dependent term to our local potential. For example, if 

we wished to add a d-well correction to a local potential we could 

choose, 

with f 2 being given by a square-well or gaussian~well. This means, 

of course, we have added two addit1onal parameters, A2 and R which 

must be fixed by experimental or theoretical considerations. We have 

used just such a correction term in fitting our ~and structures; 

the results will be discussed in detail later in this section. 

3. Energy Dependent Pseudopotentials 

In order to understand some of the effects of energy dependence 

in pseudopotentials let us consider a model ion core potential 

devised by Heine and Abarenkov. 14 

In this model they assume that the positive ion pseudopotential 
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may be written as 

I -A£(E) r~ R 

) 
m 

V a(r) 
2 r ~ -Ze /r R m 

(22) 

and 

00 

a I a 
V NL(r) = v (E)P£ 

£=0 £ 

The A£ are the well-depthes for the £-angular momentum component. 

We shall use the script A£ to indicate corrections to the local 

pseudopotential (which includes screening) and the A£ will be reserved 

for the model ion~ potential. P£ projects out the £th angular 

momentum component of the wavefunction. 

which is taken to be equal for all £. 

R is the model radius, 
m 

For convenience, it is assumed 

that A£(£~2) = A2 , this can be done in most cases as the higher£ 

values are negligible in the region of interest. 

To determine A£(E), after selecting a value of Rm, the 

spectroscopic term values are examined for an electron in the atomic 

ion core potential (e.g. Si+3). The well depths A£ are then adjusted 

to reproduce these spectroscopic terms; the behavior for the first 

three A£ in Si is shown in Fig. 1. One can observe that the £ = 0 

and £ = 2 well depths are quite dependent on the energy of the 

spectroscopic term to which it is fit. This should'be of particular 

importance if one wishes to use the potential over a large energy 

range. To obtain the values of A£(E) for a particular energy not 

corresponding to a term value, an extrapolation of the A£ to the 
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desired energy is required. For this purpose, as we have indicated 

in the figure, a linear interpolation is used, a procedure which 

has been justified, at least for the R. 
15 0,1 cases by Shaw. 

An examination of Fig. 1 indicates quite clearly where the assump-

.tions of a local potential may fail in silicon. While A
1 

~ A2 at 

EF so p-d non-locality might be ignored, the fact that A0 is not ~qual 

to A
1 

andA
2 

means that the s-non-locality probably cannot be ignored. 

Indeed, if one extrapolates a rydberg away from EF as might be the 

case in attempting to fit photoemission data the relative value of 

A
0 

to A1 (or A2) increases by a factor of two or more. 

To treat such energy dependence in a rigorous fashion is quite 

difficult. For example, if we take an energy dependent Hamiltonian, 

then we have a different Hamiltonian for each eigenvalue. This 

means solving for as many Hamiltonians as energy bands, and also 

since the eigenfunctions are for different.Hamiltonians, they are 

not orthogonal. 

This probiem can be circumvented by using the following simple 

expression to simulate an energy dependence in the well-depthes. 

We take, 

for matrix elements involving K and K', E
0 

is given E
0

(K) = h 2
K

2
/2m. 

This approximation works quite well when compared to more rigorous 

techniques16 (at least as far as the s-well corrections are concerned). 

We will use such an approximation in (23) where an energy dependence 

may be necessary to fit experimental data and where such a need is 
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supported by model calculations . 

. 4. The "On the Sphere" Approximation 

Up until this point we have not made a connection between a non-

local and local potential. This is, given a non-local ionic potential 

as in (22), is it possible to formulate some sort of local approxima-

tion which would reduce the non-local potential to a local one? 

3 There is in fact just such a procedure. In order to reduce 

a non-local potential to a· local form. one can evaluate it at an 

appropriate mean energy such as EF and use the "on-the-sphere 

appr-oximation" 3 This well-known approximation converts the non-

local potential to a local one by means of the following 

where 

E 

~F 

We now have a local ionic potential; this potential must now be 

screened appropriately before it can be used in calculating the 

electronic properties of a solid such as an optical spectrum. 

In such a fashion, i.e. using the non-local ionic potential 

(24) 

from (22), the approximation of (24), and an appropriate screening, 

17 
a number of local model potentials have been constructed. 
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B. Methods of Calculation 

1. Band Structure 

Once the potential is determined, it is a straight forward calcula-

tion to solve for energy band spectrum. The eigenvalue and eigenvectors 

are found by solving the secular equation, 

(25) 

where for the local approximation we have 

The form factors and structure factors are defined as in (5) for 

diamond and zincblende semiconductors. 

For non-local corrections we may take 

;uNLG, G' = ~G, G' + 

(26b) 

where the sum over refers' to the atomic species present. The 

F~(K,K') are defined as in (16) or (19). An energy dependence may be 

included in the A~ as in (23)~ 

To evaluate the optical response functions or electronic density 

of states it is necessary to perform a summation over wavevector k. 

Thus (25) is solved for a grid of 308 points in the irreducible 

Brillouin zone. 
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To achieve satisfac~ory convergence, typically 50 plane waves 

are included in the wavefunction expansion with another 50 wave 

"' 3 treated in an approximate fashion using a scheme due to Lowdin. 

2. Optical Response Functions 

To optical spectrum can be calculated as follows. First the 

imaginary part of the dielectric function is evaluated using the 

expression, 

where E (k) = 
n n -

E 
v c n 

c 

f ' (k) 
n n -v c 

n n 
c v 
I 

fn n (~) dS 
v c 

(k) - E (k) and 
n 

v 
(27) 

is the interband oscillator strength. The sum is over the initial 

valence band index n and the final conduction band states, n . v ' c 

S is a surface in k-space of constant interband energy. Four 

valence bands, and six conduction bands were included in the su~. 

The Gilat-Raubheimer scheme18 was used to evaluate the. integral. 

The expression for £
2

(w) is based upon several assumptions such as 

neglecting excitonic effects, but has been quite satisfactory for the 

purpose of analyzing reflectivities. We shall discuss some corrections 

to (27) such as the inclusion of "local-fields", in the section on 

silicon. In that section we shall explicity calculate the local-field 
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corrections for silicon. 

Once the imaginary part of the dielectric function has been 

evaluated, the real part may be calculated from a Kramers-Kronig 

transformation, and a reflectivity calculated. 3 To compare the 

theoretical results to the experimental derivative spectra, the 

logarithmic derivative of the reflectivity is computed by numerical 

means. Since the calculated reflectivity is susceptible to noise 

arising from the discrete nature of the grid over which E
2

(w) is 

calculated, some averaging is usually performed. 

3. Electronic Density of States 

The density of states is given by 

N(E) =~I I 6(E-E (k)) (28) 
. k n n ~ 

where the sum is over wavevector and band index. N is the number of 

unit cells, so that if E(k) is in eV, then N(E) is in units of 

(states/eV-atom). The required sum in (28) was evaluated by a 
" 

technique due to Gilat and Raubenheimer. 18 The energy gradients 

required in this method were calculated from ~·E perturbation theory. 

4. Pseudocharge Density 

The pseudocharge density was calculated by using the special 

point scheme of Chadi and Cohen. 19 

p(r) = e I 
k n 

v 

20 
Instead of evaluating the sum, 

(29) 

over a fine grid throughout the Brillouin zone as performed by Walter 

21 and Cohen, only a few representative points need by considered. 

The two point scheme of Chadi and Cohen, with ~l = (2TI/a)(l/4, 1/4, 1/4) 
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and ~2 = (2rr/a)(3/4, 1/4, 1/4) (and appropriate weighting factors), 

yields a valence band pseudocharge density accurate to within 1-2%, 22 

as compared to a sum throughout the zone. Therefore, we have used 

this two point scheme. Approximately 90 plane waves were used in 

the calculation of the required pseudowavefunctions. 

5. Spin-orbit Interactions 

For the heavier elements the atomic spin-orbit splittings become 

rather large. This is reflected in the solids such as CdTe where 

the energy bands split by nearly leV at the valence band maximum. 

Since we are interested in obtaining precise band structures such 

interactions must be considered. 

We have included spin-orbit by extension of a method first 

23 presented by Saravia and Brust for Ge. Following the work of 

Weisz24 as modified by Bloom and Bergstresser25 we may write the 

spin-orbit matrix element contribution to the pseudopotential 

Hamiltonian as 

Jf0 G,G' (k) = (K x K')·cr ,[-L\scos((G-G')·t) + A.Asin(G-G')·t)] 
- -s,s - -

where we define 

K = k + G, K I = k + G' 

as before with 

As = (A A + AB) /2 AA;., (.A - A )/2 
A B 

.A = A llBAni(K) BA (K') 
n~ 

.AB 
B BB (K') CXlJB n~(K) ni 

(30) 

(31) 
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a are the pauli spin-states and As, AA are the symmetric and anti-

symmetric contributions to the spin-orbit Hamiltonian. ~ is an 

adjustable parameter, and a is constrained such that the ratio of the 

spin-oribt contributions for the atoms A and B are the same as the 

26 
spin-orbit splitting ratio for free atoms. 

~ is then fixed by the experimental value of the spin-orbit split-

tings of the energy bands. 

The Bnt are defined by 

where Rnt is the radial part of core wavefunction. The radial wave-

. . 27 
functions are. taken from the Herman-Skillman tables. As in Ref. 26 

we only include contributions from the outermost p-core.states. 

Contributions from inner core states.or d-core states may be 

26 27 neglected. ' 8 is a normalization constant as in Ref. 26. 

In the Saravia-Brust method
23 

spin-orbit interactions are 

treated by pertubation theory. If at some wavevector k we have 

bands n and m such that 

IE (k) - E (k)l < E 
n - m - o 

then these bands are treated as "degenerate" and degener-ate pe,rturbation 

theory is used to include the spin-orbit correction. Otherwise 

non-degenerate pertubation theory is used. 

In the degenerate perturbation technique we must solve 

' detl~s (k) - E(k)o ,a I = 0 
mn - ss mn 

(32) 
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where 
t 

Jf3S (k) = 
rnn -

(33) 

+ E (k)o cS ' 
m - m,n ss 

E (k) is the band energy without spin-orbit, J~0 is given by (30) and 
m 

our pseudowavefunctions by 

L aGm(~)exp(i(~~)·~) 
G - . 

In the non-degenerate case the energy correction is simply given by 

the first term in (33). E is chosen such that it is large compared 
0 

to the spin-orbit splitting. By a direct comparison with calculations 

which include spin-orbit exactly (rather than by pertubation theory), 

it is found E ~ 2eV is quite satisfactory for the case at hand. 
0 

Even with rather large spin-orbit splittings (e.g. leV) the pertubation 

technique is accurate to within 5% and reduces the computational time 

typically by almost an order of magnitude. 

C. Results 

In this section the results of our pseudopotential calculation 

are presented for eleven diamond and zincblende crystals. We shall 

discuss silicon and gallium arsenide in detail as prototypes for 

diamond and zincblende compounds respectively. 

The potentials were fixed by detailed comparisons with experi-

mental reflectivity and photoemission data. Unfortunately, the 

addition of a non-local correction term to a local pseudopotential 

increases the number of parameters rather dramatically. We have 
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attempted .to circumvent this costraining the local part of the 

28 pseudopotential to be close to the Cohen-Bergstresser values. 

In addition the non-local radii are fixed a follows: for an s-well 

the Heine-Animalu17 model radii are used, for a d-well touching 

29 spheres are used. The radii are chosen as such because the model 

radii should reflect an s-p admixture and thus are appropriate for 

an s-correction. 9 The d-well are rather large and touching spheres 

provide the largest radii which are physically meaningful. 

Since the crystals we shall consider have wavefunctions whose 

character obeys 

s + p + d ~1 

we need only consider s and d-wells. We consider s rather than p 

because energy dependence can be large in s, thus it need be considered 

explicity. 

With the radii thus fixed, the only adjustable parameters we have 

for the non-local corrections are the well-depths. 

We govern our choice for the non-local well-depthes by inspection 

f 1 li i h i · 1 2 I i .d h o non- oca ty n t e on core potent1a • t s expecte t at 

screening could reduce the size of the non-locality present in the 

core potential, but the trends are expected to be correct. Such an 

inspection indicates that d-well non-locality should increase from 

columns II to VI in the periodic table. Also s-well non-locality 

should become important for the heavier elements. We shall discuss 

this in more detail for each compound. 

Finally with respect to the non-local wells it should be noted 
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that a gaussian well was employed for Ga, GaAs and ZnSe. A square 

well was used elsewhere as an s-well correction was required. The 

use of a square well allows us to directly apply model radii. 

1. Silicon 

a. Band Structure. The parameters for the potentials we used are 

given in Table I. We consider both a local and non-local potential. 

The non-local potential consists of an "energy" dependent s-well 

using the approximation of (23). This choice was discussed briefly 

with respect to Fig. 1. The s-well radius was chosen to be 1.06A.. 

The eignenvalues for the local and non-local calculation at the 

symmetry points r, X and L are listed in Table II. The band structures 

for both cases are given in Fig. 2. The results for the local and 

non-local cases are quite similar, except for the lower valence band 

(which have a good deal of s-character), and theband ordering at 

for the upper conduction bands(i.e. rl2' and rl). 

b. Optical Spectrum. The optical spectrum can be calculated as 

indicated in the introduction. This procedure has been criticized 

in that it neglects the effects of microscopic fields (or-local 

fields). Therefore, we shall briefly discuss the effects of such 

corrections with respect to silicon. 

i. Local Fields. Within the linear response theory, a small 

perturbing electric field of frequency w and wavevector q+G in a 

crystal will establish responses with frequency w and wavevectors 

q+G', where G and G' are reciprocal lattice vectors. The microscopic 

fields of wavevectors q+G' are generated from the applied perturbing 

field through umklapp processes. In the case of cubic crystals, the 
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the dielectric responses of the solid for longitudinal fields may be 

described by a matrix in G and ~', 30 

I, e:G,G' (~+G' ,w) E(q+G' ,w) = 

G - -
E t(q+G,w), 
per - - (34) 

where E is the total field in the crystal and E is the applied pert 

perturbing field. Microscopic-field effects (or local-field effects) 

are traditionally ignored by assuming the off-diagonal elements of the 

dielectric response matrix to be zero. However the off-diagonal 

elements can be important when co~sidering local-field corrections 

31-33 34 35 to optical ~pectra, plasmon dispersion in metals, ' valence-

36 37-41 electron density, and lattice dynamics in semiconductors and 

insulators. 

In analyzing the optical spectrum, the incident light of frequency 

w may be viewed as a perturbing field of vanishingly small wave­

vector. The macroscopic dielectric function is given by30 

e: (w) = lim 
~-+0 

1 
-1 , 

[e: <g,w) 1o,o 
- -

where e:-l is the inverse of the matrix e:G,G'. Adler and Wiser
30 

have derived, within the RPA, the following expression for the 

dielectric response matrix. 42 

(35) 
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E:G,G' (g,w) = 

fo[En' (~+g) ]-fo[En (~)]. 

k
/. , E ,(k+q)-E (k)+hw+iha 
nn n ~ - n -

I i(q+G)·rl I -i(q+G')·rl , x <~+g,n' e - - - k,n><~,n e - - - ~+g,n > , 

where n is the crystal volume, f
0 

is the Fermi-Dirac distribution 

function, and tk,n> and E (k) are eigenstates and eigenvalues 
- n -

(36) 

of the unperturbed Hamiltonian. E:
0

,
0

C9,w) is just the usual Cohen-

Eh . h 43 d' 1 .. f . . b (27) renre~c ~e ectr~c unct~on as g~ven y . 

To evaluate the required matrix elements and eigenvalues in 

Eq. (36), we have calculated a band structure for silicon using the 

local pseudopotential in Table I. The resulting band structure is 

in excellent agreement with the optical gaps and photoemission 

experiments. Each E:G,G'(q=O,w) was evaluated in energy intervals of 

0.125 eV up to 100 eV. The summation over wavevector was performed 

by evaluating the wavefunctions and eigenvalues on a grid of 308 

k-points in the irreducible zone. The matrix size of the dielectric 

response matrix involved in the inversion for Eq. (35) was chosen to 

be 59 x 59, containing G-vectors through the set (222). Symmetry 

can be involked to reduce the number of E:G,G' elements which need 

be calculated to 72. Convergence of the macroscopic dielectric 

function was confirmed by inversion of E:G,G' including sets of 

~-vectors through (111), (200), (220), (311) and (222) respectively. 

In order to establish the accuracy of the calculated E:G,G'' 

- - 44 
we have tested our results using the sum rules as derived by Johnson, 
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(37) 

2 2 
where wp = 4wne /m is the plasma frequency, p(G) are the Fourier 

transforms of the valence-electron density, and ~(q+G) is a unit 

vector in the q+G direction. In Table III we list our calculated 

results for the specific cases G = G' and G = 0, G' 1 0. The 

integrai appearing in Eq. (37) was evaluated over a 100 eV range 

in intervals of 0.125 eV. Our results demonstrate good internal 

consistency except for the diagonal elements for the higher G-

vectors. Thisarises from the fact that Im E:G,G(q=O,w) becomes more 

extended in frequency as IGI increases and that the integrand in 

Eq. (37) is linearly weighted with frequency. Better (results can 

be obtained if we extend our integrations beyond the 100 eV range. 

As far as the optical properties are concerned, this high energy 

behavior is unimportant, and our values for E:G,G' in the region 

considered should be very accurate. 

The calculated imaginary part of the macroscopic dielectric 

function with (Adler-Wiser) and without local-field (Cohen-

Ehrenreich) corrections; £
2

(w) and Im £
0

, 0 (w) respectively, is 

given in Fig. 3 togethe~ with the experimental measurement of 

Philipp and Ehrenreich. 45 ,From Fig. 3 we see that local-field 

corrections do not alter the peak position, although they do alter 

the strength of the dielec'tric function. Compared with the usual 

Im £0 , 0 (w), £2 (w) has less strength at energies below the main 

optical peak, thus increasing the discrepancy with experiment. At 

energies higher than the main optical peak, the strength of £ 2 (w) 
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is reduced from that of Im s
0 0

(w) until approximately 7 eV. Beyond _,_ 
this point s 2 (w) is larger than Im s

0
,
0

(w): an event which must 

-30 
transpire if the well known sum rules are to be satisfied. This 

behavior results in an overall improvement in s 2 (w) at higher energies 

as compared with experiment. Excitonic effects, particularly on the 

lower energy side of the main optical peak, which are not included 

in our calculations, should further improve the agreement between our 

E 2 (w) result and experiment in the. low energy region. The effect 

of these electron-hole interactions tends to increase the oscillator 

strength, hence the strength of E 2(w), at the lower energies. 

Thus, while the effects of local-field can alter the optical 

spectrum they do not, for example, shift the critical points nor 

greatly alter the peak heights. Therefore, the Cohen-Ehrenreich 

dielect~ic function should be satisfactory for our purpose of associat­

ing critical points in the band structure with reflectivity structure. 3 

To remove the discrepancies remaining between experiment and 

theory will probably require inclusion of higher-order corrections 

. 32 31 
such as exchange or dynamic correlations in addition to local-

field effects. Such a computation, however, would take us beyond 

the range of material to be covered here. 

For completeness in Fig. (3b) we display the calculated and 

experimentally determined real part of the dielectric function, s
1

. 

To calculate E1 from E
2 

a tail function of the form 
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was used. Typically, E is chosen to be a few volts higher than any 
0 

si.gnificant structure in £2. B and y are constants. B is determined 

by continuity and y is fixed such that y is approximately the energy 

of the main peak in the reflectivity (e.g. y ~ 4.5 eV for Si). With 

this tail function the Kramers-Kronig relations may be used with 

the integral required extended to infinite frequency. 

The calculated £ 1 is in quite good agreement with the experimental 

results. In particular the static dielectric constants for the 

calculated and experimental results agree to within 10%. This is very 

suprising as for most compounds the discrepancy is larger. 

We have extended our calculation to higher energies and find a 

plasma frequency of approximately 18 eV in agreement with experiment. 

Although we display the £
1 

results for our non-local potential, the 

local results are quite similar. 

ii. Reflectivity. The calculated and experimental reflectivity 

spectrum is shown in Fig. 3c. The theoretical spectrum is unusual in 

that the caluclated reflectivity coefficient is smaller than 

experiment for rather high energies (i.e. 3-7 eV). This is not true 

3 for most compounds. In fact; in most cases after the most prominent 

reflectivity peak, the discrepancy between theory and experiment is 

typically 50%. At present, the reason for this is unclear. 3 

In Table IV we have identified the theoretically determined 

structure in the reflectivity derivative spectrum, and as usual 

associate the structure with van Hove singularities (or critical 

3 46 points) in the Brillouin zone. Silicon, as noted by other authors, 

has a large number of critical points, and the identifications in. 
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Table IV should be considered as representative for the specific 

energy region under consideration. 
46 

Saravia and Brust have done 

a very thorough analysis of band topologies of three model potentials 

for silicon. Our results are quite similar to their "Model II" 

and the interested reader is referred to their extensive contour maps. 

A comparison between the experimental results of Ref. 47 and 

our calculated derivative spectra is given in Fig. 4. Overall the 

agreement is quite satisfactory for both the local and non-local 

cases. In particular, the placement of the reflectivity peak 

positions for both cases is accurate to within -0.15 eV. The non-

local energy dependent result is superior at the higher energies, 

' with the E
1 

structure in slightly better agreement than the local 

calculation. On the other hand, the local calculation is slightly 

superior in the E
2 

region, at least as far as the placement of the 

4.3 eV reflectivity structure is concerned, although both the 

theoretical curves have a different line shape than the experiment. 

In the non-local curve the reflectivity structure at 4.15 eV is in 

perhaps the greatest discord with the experimental results. The reason 

for this can be traced back to the band shape near the x4-x1 
region. 

The band gap at X for the non-local case is on the order of -0.2 eV 

smaller than the local case. We also note that the indirect gap 

is smaller for the non-local case. If we were to slightly increase 

the x4-x1 transition by -0.2 eV the resulting reflectivity curve 

(and indirect gap) should be in better accord with experiment. In 

the E
1 

region we are not able to'resolve the fine structure present 

in the experimental results. 
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The first reflectivity peak at 3.45 eV has been the subject of 

some controversy. Piezoelectric experiments (both ac49 and dc50), 

51 52 chemical shifts in Ge-Si alloys, electroreflectance and some 

wavelength modulation techniques53 have suggested that the peak has 

~ symmetry. However, more recent work has suggested that the peak 

54 55 has A-symmetry , and this assignment is also suggested by analogy 

. 53 
with other zincbiende structures. 

In both the local and non-local results this reflectivity peak 

arises from contributions from points near r, along A and off the 

~-direction. However, the dominant contribution arises from the A 

transition. The complexity of this peak in our theoretical 

calculations, that is, contributions from several critical points, 

has also been suggested by several authors, e.g. Welkowsky and 

48 Braunsteinthrough an examination of experimental reflectivity data. 

In this respect, we note that the r
25

,-r
15 

and A3-A
3

, critical points 

must lie very close in energy or more widely spaced reflectivity 

structures would be present in our calculated reflectivities. 

While the topological differences between the local and non-

local calculations in this region are small, it is interesting, 

and perhaps significant, that our non-local calculation is 

"flatter" along the A-symmetry direction. This trend has been 

observed previously, in non-local calculations involving a 

d-we11. 9 , 56 , 57 We find in the non-local calculation that from the 

L point midway tor, the energy difference between bands 4 and 5 

is less than 0.01 eV, while over the same range in the local 

calculation the gap varies by -0.15 eV. This means that the non-local 



-30-

band structure has a nearly two dimensional M0 point at L in agree-

55 ment with recent electroreflectance data by Grover and Handler; 

however, the transverse mass for this critical point in the non-

local case is quite similar to the one calculated in the local case, 

and not in agreement with Grover and Handler's value. We find the 

transverse mass ~t -O.lm, whereas the experimental value found by 

Grover and Handler is closer to 0.02m. 

Another controversial transition has been the previously mentioned 

r
25

,-r
2
,. In most diamond and zincblende semiconductors r 2 , lies 

below r
15

• Only in silicon have theoretical calculations found the 

reverse to be true. This ordering, however, has been confirmed by 

58 the low field electroreflectance data of Aspnes and Studna. 

They have been able to resolve, for the first time, the E0 and E0+~0 
transitions, and find the spin-orbit critical points to occur 

at 4.185 ± 0.010 eV and 4.229 ± 0.010 eV at 4.2°K. This is in 

good accord with the theoretical value for both the local and non-

local cases as can be noted in Table II. 

We observe that the experimental results of Aspnes and Studna 

d . h · f K 59 h" h 1 d r b 1 r contra 1cts t e ass1gnment o unz w 1c p ace 2 , e ow 15 . 

This assignment was based upon an analysis of soft. X-ray data. 

However, we feel the assignment of Aspnes and Studna to be more 

conclusive. Soft X-ray data can be difficult to interpret as the 

1 d . d h"b•t . . ff. 60 ea 1ng e ge may ex 1 1 exc1ton1c e ects. In fact, one finds 

that the agreement between the soft X-ray spectra and the theoretical 

results with r
15 

placed lower than r
2

, are in satisfactory agreement 

61 away from the suspect leading edge. Furthermore, Ge-Si alloying 
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experiments tend to confirm the Aspnes-Studna assignment. 

c. Electronic Density of States. In Table V we compare our results 

for the local and non-local cases with the experimental results of 

photoemission measurements. The agreement is quite good for both 

cases, but the non-local calculation appears to be superior for the 

L1 and L
2

, levels. Unfortunately the ordering of the r
12

, and r 1 

conduction bands is not made clear by the experimental results, 

since both theoretical results are in fairly good agreement with 

the experimentally determined transitions. The non-local results, 

however, are again in slightly better accord. In Fig. 5 we compare 

our calculated electronic density of states to the results of XPS. 

We have not included the transition matrix elements, hence the 

theoretical peak heights_do not match the experimental ones, but 

the peak placement for the non-local results are in excellent 

agreement. 

d. Band Masses. We have also calculated the cylotron resonance 

masses using the parameters of 64 mass Dresselhaus, et. al. as 

modified by Kane. 65 

F' 2 I J<r25'1Pxlr2,n>l2 
~ 

m n 
" E25'-E2 

G' 
2 I 

l<r25' 1Pxlr25n>l2 (38) 
~ 

m n E25'-El5n 

H' 2 I 
l<fzsr1Pxlrl2'n>l2 

~ 

m n 
n E25'-E12' 
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+ where we have neglected an interaction term between r25' and r;s 

h . h h ld b 1" "bl 64 w 1c s ou e neg 1g1 e. Pseudowavefunctions were used to 

evaluate the required matrix elements. Contrary to comments made 

66 67 by other authors, ' these matrix elements are quite accurate 

when compared to OPW calculations.
68 

We have also calculated the 

conduction band minimum mass by directly calculating the band shape 

over a fine grid of points in the neighborhood of the minimum. 

In Table VI the experimentally determined cyclotron mass para-

meters. The position, the magnitude, and transverse and longitudinal 

masses of the conduction band minimum as determined by experiment 

are also compared to the theoretical results. It is interesting that 

a simple three parameter purely local pseudopotential is able to 

so accurately reproduce 'the mass results and that the non-local 

calculation gives such excellent results. This should be contrasted 

with Kane's calculation in which he was unable to fit both the masses 

65 and gaps. The difficulty was attributed to the failure of the 

local Slater exchange term, but it was observed that changes outside 

the linear regime" of his empirical adjustments might remedy the 

situation. 

e. Pseudocharge Density. Finally we compare our local and non-local 

valence pseudocharge densities to the recent calculations of Yang 

73 and Coppens. Using the results of very accurate X-ray experiments 

74 now available, they were able to obtain an extremely accurate 

valence charge density for silicon. In Fig. 6 we present their 

valence charge density results which has been prepared by the removal 

of the core states by the use of Clementi wavefunctions. 75 They 
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estimate a standard deviation of 0.3 e/n in the charge density near 
c 

the bonding region. However, at the nuclear sites the error is 

larger due to anomalous scattering, but we would not expect the 

pseudocharge density to be accurate in this region either. In 

Fig. 7 we give the theoretical pseudocharge density results ·for 

both the local and non-local calculations. The fourier coefficients 

of the charge density are given in Table VII for both results; these 

coefficients are similar to the results of an OPW calculation by 

Brinkman and Goodman. 75a 

. . . 21 
Since our local calculation resembles that of Walter and Cohen's, 

. 73 
Yang and Coppen's observations made regarding the Walter-Cohen 

calculation are valid here. A comparison of the local result to the 

experimental charge density shows as Yang and Coppens point out, 

that in both cases the maximum of the valence charge denisty occurs 

at the midpoint of the bond, and that the bond height maxima of 28 

e/n and 26 e/n·, for both experiment and theory respectively, are c c 

in very good agreement. We find similar results are also true 

for the non-local calculation. This is indeed quite encouraging, 

especially in view of recent SCOPW calculations. 76 In these 

calculations, while the calculated crystalline form factors are 

found to be an improvement over the free atom form factors, there 

still existed significant discrepancies. 76 Unfortunately since 

difference densities (i.e. p 
1 

= p 
1 

- p ) have not been va tota core 

prepared for the SCOPW case, a direct comparison cannot be made 

between their results and our calculations. 
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Tha~ the pseudopotential should do so well away from the nuclear 

region is perhaps not as surprising as it may seem. It is in the 

bonding region where we would expect our wavefunctions to be most 

accurate. On the other hand, the fact that the agreement is so good 

is unexpected, as energies are always more accurate than the corre-

sponding wavefunctions. Calculations for the temperature dependence 

of the "forbidden" (222) refl,ection in silicon, involving pseudocharge 

densities, have also been able to accurately reproduce the experimental 

results. These results will be discussed later in this section. 

In the local case we do find some discrepancy with experiment: 

namely, the orientation of the bond. The local pseudopotential 

bond axis is aligned perpendicular to the bonding direction, while 

experiment finds a bond elongated parallel to the bonding direction. 

This result is outside of the experimental error quoted by Yang and 

62 Coppens. But in the case of the non-local pseudopotential we find 

a pseudocharge density in which the bond is elongated parallel 

to the bonding direction. 

The rotation of the bond from the local perpendicular orienta-. 

tion to the non-local parallel orientation result can be traced 

directly to the energy dependent non-local s-well's effect on the 

bottom valence band. A band by band comparison of the local and 

non-local pseudocharge densities is given in Figs. 8 and 9. The 

bottom valence bands in the energy-dependent non-local case see a 

must weaker (i.e. less repulsive) s-well than do the upper valence 

and conduction bands. This permits the s-like bands in the non-

local case to remain the same for the upper bands, but differ for 



i. 

0 0 

-35-

the lower bands. Hence, in the non-local case we have, for the 

bottom bands, charge "leaking" into the core regions, while in the 

local case it remains excluded. This accounts for the "bond-like" 

feature appearing in the local case for the bottom bond, while in 

the non-local case the charge appears uniformly spaced between 

the atoms. The second valence band also mimics to some extent 

the changes occurring in the first band. But .it is the major change 

in the first band which causes the change in bond orientation. 

f. Temperature Behavior of the Pseudocharge Density. Not only 

have recent X-ray experiments provided an accurate charge density, 

but the temperature dependence of the valence charge has also been 

investigated. By combining neutron and X-ray diffraction studies, 

Roberto, Batterman and Keating77 have been able to establish the 

temperature dependence of the "forbidden" (222) reflection in 

both silicon and germanium, and specifically, they have been able 

to determine the reiative contributions to the forbidden reflection 

arising from the bonding electrons and from the anharmonic motion 

of the ion cores. 

Early attempts78 to account for the temperature dependence were 

based on inaccurate experimental results, 77 and are not in accord 

with the more recent data. More recent simplified.models have 

also failed at the higher temperatures. 77 As suggested by Phillips
79 

and Roberto, Batterman and Keating, 77 we find that the change in 

bonding charge with temperature is significant. Further, we find 

under the assumption of an Einstein solid, that the Debye-Waller 
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factor characteristic of the bond motion is one half that of the 

ion cores. 

In establishing the temperature dependence of the bonding 

charge the anharmonic contribution from the ion motion must be 

. 77 
subtracted out from the "forbidden" (222) reflection. ·This may 

be accomplished through the use of neutron diffraction techniques 

as neutrons interact primarily with the nuclei. In such a fashion, 

using the simple model of Dawson and Willis
80 

to account for the 

temperature dependence of the ion core contributions, Roberto et al. 

have separated out the anharmonic motion of the cores. Once this 

has been accomplished the resulting contributions to the forbidden 

reflection can arise only from non-centrosymmetric parts of the 

charge density, i.e. bonding charge. 

Since the "forbidden" (222) reflection, corrected for the 

anharmonic motion of the ions, depends upon the structure factor, 

b 
F222 , for the bond,the temperature dependence of this reflection 

can be analyzed in terms of this "bond" structure factor. The 

procedure which we shall follow in obtaining the temperature 

dependence of the structure factor for the bond will be analogous 

to the atomic structure factor case. In the atomic case the structure 

factor is the product of two factors: the fourier transform of the 

charge distribution, or scattering factor, and a Debye-Waller factor. 

The first factor accounts for the charge distribution, the second 

for thermal motion. To calculate the structure factor for the bond 

we first calculate the charge distribution with the ion cores in 
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their equilibrium positions and determine the scattering factor 

for the bond. Next we take the bond motion into account by an 

appropriate Debye-Waller factor, and obtain the structure factor for 

the bond by the product of the scattering and Debye-Waller factors. 

However, unlike the atomic case we take into considera.tion the 

effect that the bonding charge may be significantly altered by 

' 79 
temperature as suggested by Phillips. In order to account for 

this change 'in bonding charge, and the resulting change in the 

.scattering factor, we calculate the effect of temperature on the 

crystalline potential. This may be done in a straight forward 

manner involving the use of the Debye-Waller ion core factors· as 

indicated in Ref. 81. 

In obtaining the effect of temperature on the charge density it 

is necessary to have a knowledge of the crystalline potenti·al, 

the thermal expansion function of the solid, and the phonon spectra 

or Debye-Waller factors for the ion cores. 81 This data, however, 

is well established for both silicon and germanium. Recent calcula­

tions on both silicon16 and germanium8 using non-local pseudo-

potentials have been a?le to accurately obtain the optical gaps, 

photoemission results, and cyclotron masses, and these are the 

potentials which we shall use in the present calculation. Further, 

the thermal expansion function has been tabulated over an extensive 

82 . 83 
temperature range and Batterman and Chipman have incorporated 

X-ray data on the ion core motion into Debye-Waller factors for 

both crystals. 
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After the scattering factor has been calculated in the manner 

outlined above, it is necessary to obtain a Debye-Waller factor for 

the bonding charge. Welsh has suggested that the Debye-Waller factor 

appropriate for the bonding charge should be smaller than the 

corresponding Debye-Waller factor for the ion cores.
77 

However, 

under the physically reasonable assumption that the motion of the 

bond should be characterized by the motion of the midpoint of 

near-neighbor atoms, and the additional assumption of an Einstein 

l "d ( . f h . 1 d83) . . so 1 appropr1ate or t e temperatures 1nvo ve , 1t 1s easy 

to demonstrate that the Debye-Waller factor for the bond is exactly 

one half that of the ion cores. 

The temperature behavior for silicon is given in Fig. 10. The 

results for germanium are displayed in the next section .. In 

Fig. 10 we indicate the results from the simple model of Roberto 

et a1., 77 which assumed that the valence charge density was not 

altered by temperature. They also assumed that the bond motion 

would be that of the ion cores and, hence, the same Debye-Waller 

factor could be used. Unlike their results, our calculations are 

in excellent agreement over the entire temperature range for both 

silicon and germanium. However, it should be pointed out that 

Roberto et al. recognized quite clearly the drawbacks of their model 

and, in fact, suggested that the temperature dependence of the 

scattering factor, or charge density, combined with a reduced 

Debye-Waller factor for the bond motion migrt yieid thP. correct 

temperature dependence for the "bond" structure factor. 
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We also mention in this context that Phillips79 has suggested 

that a decrease in the bonding charge, Zb, alone could account 

for the observed temperature dependence of the structure factor. He 

has developed a theory for the magnitude of the bonding ·charge 

which states that it should very as the inverse of the optical 

d • z ex: -2 constant square , 1.e. b n If we evaluate ~Zb/Zb in terms 

of finite differences over the temperature range of interest we 

find ~Zb/Zb = 0.066 

for germanium using 

associate the (222) 

± 0.006 for silicon and ~Zb/Zb = 0.13 ±. 0.05 

14 the experimental values of n(T). If we 

component of the charge density, p222' as a 

measure of the bonding charge, and evaluate ~p222/p222' we find 

~P22/P222 = 0.062 for silicon and ~P222 /p222 = o~099 for germanium 

in good accord with the values predicted by Phillips. The values, 

b b however, for ~F222 /F222 are 0.10 ± 0.01 for silicon and 0.18 ± 0.02 

for germanium. Therefore, we note, at least in the case of silicon 

where the experimental values are determined with more precision 

than in germanium, the decrease in Zb alone cannot adequately explain 

the observed temperature dependence of the forbidden (222) reflection. 

However, if a. Debye-Waller factor appropriate for the bond is 

included, then Phillips' predicted values for ~Zb/Zb can adequately 

account for the observed behavior. 

Finally we mention that the accuracy of our pseudocharge density 

calculation in yielding an accurate temperature dependence of the 

forbidden (222) refl~ction, and in producing an accurate valence 

charge density is quite encouraging. We expect the pseudocharge 

density to fail to reproduce the actual charge density in the core 
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region; however, that it is so accurate away from the core region, 

i.e. the bonding region, suggests that other band calculations can 

be refined tb ~ive similar results, e.g. self-consistent orthogonalized 

plane wave (SCOPW) results 76 have, thus far, not yielded accurate 

structure factors. 

2. Germanium 

a. Band Structure. For Ge a gaussian-well correction term of the 

form, 

VNL (::) 

was employed. The parameters used in the calculation are given in 

Table VIII. The well radius, R, was chosen to be 1. 22A. The form 

28 factors we used are quite close to the ones used by Cohen-Bergstresser. 

Unlike Si where the spin-orbit splitting is small, on the order of 

0.05 eV, Ge has a splitting of 0.3 eV at the valence band maximum. 

Consequently, we have included spin-orbit interactions in this 

calculation. The eigenvalues at the high symmetry points, f, X and L, 

are given in Table IX. In Fig. 11 the band structure along symmetry 

lines is displayed. 

b. Optical Spectrum. The reflectivity and the modulated reflectivity 

spectrum is displayed in Fig. 12 and Fig. 13. The reflectivity 

spectrum has been of interest because of the controversial nature 

of the E2 peak. 

84 
Recently Aspnes has proposed that the E2 reflectivity peak, 

the most prominent peak, in Ge appears to arise from a localized 

region in the Brillouin zone (BZ) in apparent contradiction to 
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. 85- 89 previous theoretical calculat1ons. By using our non-local 

pseudopotential scheme, we are able to determine that the interband 

transitions of interest arise from a specific BZ region; these 

conclusions are not at varianc,e with the experimental results. 

Analysis of the calculated reflectivity reveals that the E2 peak 

arises from a well defined, limited region inside the BZ which 

is not along lines of high symmetry. This region lies near the 

special point (3/4, 1/4, 1/4) determined by Chadi and Cohen. 19 

These results are consistent with previous theoretical calculations 

and with Aspnes' suggestion that the observed structure can arise 

from a set.of equivalent critical points. We aiso obtain an inter-

band mass for the E2 region in reasonably good accord with .the 

experimentally determined value. 

In Table X identification of the important reflectivity structure 

is compiled. One of the most interesting effects of the non-local 

potential is its effect on the critical point topologies. In 

particular, it has been noted8 ' 9 that a non-local well "flattens" 

the energies bands (particularly along the A direction). Other 

critical points, which exist with a local potential, may be eliminated 

altogether. 

In analyzing the E2 peak we find that it originates from a specific 

region of the f-X-U-L plane. Fig. 14 indicates the energy contours 

of interest in this region. This very flat plateau region has large 

dipole matrix elements and because it is not a point of high symmetry 

h. 24 · 1 i ~ h f 11 B ·11 . k. t ere are equ1va ent reg ons 1n t e u r1 ou1n zone rna 1ng 

up a large volume •. Further, we find no critical point along L and 
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as noted elsewhere, 88 the x
5
-x

5 
critical point: is of little consequence 

due to its small volume. Such a plateau feature has been noted 

89 86 before in·.:zincblende compounds and Ge, where it usually, but not 

always, is accompanied by a L critical point. 

The plateau itself, consists of a nearly, if not completely, 

degenerate M
1

-M
2 

pair of critical points, and while it is not a 

"localized" region in the sense of a critical point at a synnnetry 

point, it is still a well-defined and limited region. The dipole 

matrix elements and energy difference of bands 4 and 5 are nearly 

constant over the entire plateau. And as will be mentioned in more 

detail below, the interband mass in this region is also ~early 

constant. Finally it has been noted that the E
2 

peak in the E2 (w) 

. f . h b" . 91 d As h appears to ar1se rom Just sue a com 1nat1on, an pnes as 

determined that at least one interband mass component should be 

negative in this region. 84 Both of these results are compatible 

with our calculations. 

Other prominent structure arises from critical points at L and 

f. At 2.19 eV and 2.39 eV we have structure in the calculated 

reflectivity coming from M
1 

type critical points at L. This 

structure corresponds to the experimental structure at 2.22 eV and 

2.42 eV observed at 5°K. The structure at 3.20 eV has been the 

3 subject of some controversy. Aspnes has observed structure at 3.02 

eV, 3.20 eV and 3.50 eV which he attributes to transitions involving 

the spin-orbit split r25, - r15 transitions. This is in excellent 

.. 
agreement with our transitions: 
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rv 
8 

- r c 
6 

3.01 

r v 
8 

- r c 
8 

3.22 

r v 
7 -: r c 

8 
3.51 

This suggests that the observed reflectivity structure at 3.2 eV may 

arise from r contributions, in contrast to previous speculations 

that the phase space at was too small to make significant contribu-

tions to any reflectivity structure. Excitonic effects could, of 

course, play a role in enhancing the transitions at r. Finally we 

note the structure at 5.7 and 5.9 eV does not appear to arise from 

spin-orbit split transitions involving L
3

; - t
3

, but rather the 

lower transition has contributions from along !:J. and the higher 

transition involves contributions from the L region. 

We conclude our discussion of the reflectivity by noting a 

possible relationship between the plateau region and the special 

19 point (3/4, 1/4, 1/4) of Chadi and Cohen, who have developed a 

scheme for evaluating sums over wave vector in the Brillouin zone 

of a periodic function. They have found that by choosing special 

points in k-space, rapid convergence of the sum can be achieved 

(e.g. for charge density calculations). 

In particular, if we have a sum 

f = I g(~) 
k 

they have shown that the best two point approximation which can be 

made is 
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where k
1 

= (1/4, 1/4, 1/4) and k
2 

= (3/4, 1/4, 1/4). It is interesting 

that such a two point E: 
2 

(w) would pick up a contribution to the E1 
I and E

1 
peaks from k

1 
and a contribution to the E

2 
peak from k

2
• Of 

course, it is just these peaks which dominate the structure. This 

would seem to indicate such a scheme.might be applicable in evaluating 

the sum over wave vector needed for dielectric function calculations. 

c. Electronic Density of States. The valence band edges and other 

transitions of interest compared to experiment are given in Table 

XI. Spin-orbit interactions were not included in the calculated 

values; the experimental uncertainty for photoemission measurements 

(i.e. XPS or UPS) is larger than the spin-orbit splittings involved. 

The theoretically determined electronic density of states compared 

to the UPS experimental results of Ref. 6 in Fig. 15. Again, we do 

not include transition matrix elements, and thus, do not expect the 

theoretical peak heights to match with the experimental spectrum. 

The shoulder near the top part of the valence band may be due, in 

part, to the presence of surface states. This aspect will be 

discussed later in the surface section. 

d. Interband Masses. In order to compare the·band masses as 

84 
experimentally determined by Aspnes , we have calculated some 

interband masses from the following expression: 

_1!!_ = 2h2 r 
m.. m n 

1J :tv 

(39) 
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h . f h . b d i f h . th d . th w ere mij l.S a measure o t e l.nter an mass s ze or t e 1. an J 

bands, and Pii is the gradient matrix element. OUr results for the 

interband masses are compared with the experimental results of Aspnes 

in Table XII. These results f~~ther substantiate the assignment of 

the E
2 

structure to the "plateau" region. 

e. Pseudocharge Density. The total valence charge de~sity is given 

21 in Fig. 16. The results are quite similar to Walter and Cohen's. 

This is to be expected as the non-local d-well potential alters 

only the conduction bands which, unlikethe valence bands, contain 

significant d-character in their wavefunctions. 

The temperature behavior of the bonding charge as determined 

. ' 
from experiment is presented in Fig. 17. The melting temperature of 

Ge is lower than Si, thus, the departure of F2~2 (Ge) from its room 

temperature value is larger for an equivalent temperature. The 

Debye-Waller factor for the ion-cores as a function of temperature is 

also indicated in Fig. 17. b The relatively faster fall-off of F222 

suggests that the valence wavefunctions must alter their character 

with temperature. Otherwise, a simple bonding charge, Zb, would 

have to oscillate faster than the ion cores to account for the 

difference between F2~2 and the Debye-Waller factor. This does not 

seem physically reasonable. 

3. Gallium Arsenide 

We shall discuss GaAs in some detail as it will serve as a 

prototype for the zircblende semiconductors. GaAs is a good choice 

for such a "model" III-:V compound as extensive theoretical and 
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and experimental work has been carried out on this compound. In 

94 particular, recently Aspnes and Stadna, have made electroreflectance 

experiments which have resulted in an order of magnitude improvement 

.in resolution and accuracy (for higher energy gaps) over previous 

spectroscopic work. In addition studies by Pandey and Phillips
9 

and the author 95 have resulted in extremely accurate theoretical 

band structures for GaAs. 

a. Band Strucutre. The band structure for GaAs, including spin-

oribit interactions, is given in Fig. 18. The potential included 

a non-local gaussian d-well as for the case of Ge. The parameters 

used in the calculation are given in Table XIII. The well radii 

are not crucial in obtaining an accurate band structure. We have 

therefore constrained the d-well radii to be the same for the Ga and 

As contributions. The radius, R, was chosen to be 1.22A. The 

local symmetric form factors were constrained to remain close to Ge: 

the largest change being 0.01 Ry. 

The eigenvalues calculated for the higher symmetry points r, 

X and L are given in Table XIV. 

b. Optical Properties. In Fig. 19a we present our calculated imaginary 

part of the dielectric function compared to the experimental results 

of Ref. 45. With the exception of the doublet peak at 3 eV, the 

overall agreement is quite satisfactory. The 3 eV peak in experiment 

is nearly twice as large in magnitude as the theoretically determined peak. 

3 
It has been suggested that at least part of the discrepancy comes from 

the fact we have ignored excitonic interactions. Such interactions are 

known to enhance quite strongly the reflectivity peaks. 
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Another discrepancy is the peak placement near 5 eV, the 

experimental peak occurs at 4.5 eV, while the theoretical peak is near 

5.1 eV. Th~s discrepancy can be partially accounted for by the fact 

that the experimental measurements were taken at room temperatures, 

while the theoretical parameters where fit to optical gaps measured at 

5°K. This would account for some, but not all of .the discrepancy. 

The origin of the various structure observed in the E 2_ figure 

will be discussed when the reflectivity spectrum is analyzed. In 

Fig. 19b we present the real part of the dielectric function. The 

real part was calculated from a Kramers-Kronig transformation. We 

note similar discrepancies exist as for the imaginary part of the 

dielectric function between the theoretical and experimental curves. 

The theoretical static dielectric function is smaller by nearly 20% 

compared to experiment. This discrepancy is also present in the 

reflectivity spectrum in Fig. 19c. It is interesting to note that 

while the dielectric functions appear to be somewhat in discord with 

theory, the reflectivity curve is in quite good agreement with theory 

(except for the magnitude). Part of this can be explained by the fact 

that the structure inthe reflectivity comes from critical points in 

the band structure. And, while many body effects may enhance the 

critical points they do not appear to significantly shift the critical 

point positions. 

The reflectivity structure is identified in Table XV; in Table 

XVI we compare our calculated critical point energies to the experi-

94 mental results of Schottky barrier electroflectence and wavelength 

d 1 . 90 mo u at~on • The results of two recent band structures using a local 
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pseudopotential and an orthogonalized plane wave (OPW) calculation 

are_ also presented for comparison. We note the optical gaps for the 

local pseudopotential or OPW calculations can typical~y be in dis-

agreement by 0.5 eV. This should be contrasted with a typical error 

of 0.05 eV from our non-local calculation. 

The modulated reflectivity spectrum is presented in Fig. 20. 

In this figure we are able to resolve fine structure in the reflectivity 

curve. In fact by examining the energy gradients and dipole matrix 

elements throughout the Brillouin zone, it is possible to determine 

the origin of structure in the imaginary part of the dielectric 

function. In such a manner we have analyzed the contributions to E' 
0 

reflectivity structure. This structure has been the subject of some 

. 94 96 discuss1on. ' Rehn and Kyser using transverse electroreflectance 

96 observed only a 6 symmetry for this structure. They attributed the 

structure to be derived from the'pseudocrossing of the 6
5 

conduction 

bands. However, Aspnes and Studna have pointed out that this inter-

pretation conflicts with band structure calculations where some r 

symmetry structure is predicted. 94 Further, they proposed that the 

6 symmetry structure arises from a pair of MI critical points approx­

imately 1/lOth of the way from f to X. Our calculations agree with 

the Aspnes-Studna interpretation. We indeed, find two M1 critical 

points along 6 at between 5 to 10% of the way from r to X as indicated 

in Fig. 21. It is these points along with contributions from f, which 

causes the structure at 4.5 eV(B) and 4.7 eV(C) in our derivative 

spectrum (Fig. 20). We have also found that by calculating the band 

structure with and without spin-orbit interactions, that these interactions 
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are crucial in altering the band shape near r and producing the 

critical points. 

Aspnes a~d Studna also noted the possibility of the pseudocrossing 

producing some very weak structure at 4.4 eV in the electroreflectance 

dara. 94 This also agrees with our results. The dashed line Fig. 21. 

indicates an M critical point position near the pseudocrossing. 
0 

This M critical point produces the weak structure near 4.4 eV(A) 
0 

in Fig. 20. It should be noted, however, that there exists a 

companion M critical point due to the spin-orbit splitting of the 
0 

~S valence band. Since this companion occurs at about 0.1 eV higher 

energy, it is nearly degenerate with the E ' structure from r and ~ 
0 

at 4.5 eV. In our calculated derivative spectrue it is masked by 

the stronger ~ critical points, and this may also be the case in the 

electroreflectance measurements. 

c. Electronic Density of States. In Table XVII the calculated 

v:alence band edges are given with the experimental results from XPS 

and UPS. In addition,· we present results for some indirect transitions 

taken from a recent review article on GaAs. 100 Spin-orbit interactions 

were not included in the calculated results. The experimental values 

from Ref. 100 were taken at room temperature; the theoretical values 

were fit to the 5°K data. This accounts for the fact that the theore-

tical transitions are larger when compared to experiment by typically 

0~1 - 0.2 ev. 

In Fig. 22 the calculated density of states is compared to the 

results of XPS. The overall agreement is quite satisfactory. The 

largest discrepancy exists for the bottom valence band. Theoretically, 
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it is quite difficult to position this band and not affect the optical 

transitions. Experimentally, the resolution in this region is fairly 

low ( 0.5 eV) and removing the "background" is difficult. The UPS 

and XPS results disagree by approximately 0.9 eV for the position of 

the bottom band (with UPS results in better accord with our calcula-

tion). 

The leading edge of the valence band is also difficult to pla'ce 

experimentally. v v The L
3 

- f 
15 

transition in particul~u is the source 

of some inconsistency between UPS and XPS. The XPS value is in better 
( 

accord with our non-local EPM value. Surface states could play a 

role in the varying values between XPS and UPS. There are, in fact, 

h f . h' . 103 rat er strong sur ace states 1n t 1s reg1on and UPS could be 

affected by their presence. 

d. Pseudocharge Density. In Fig. 23 the calculated valence band 

charge density is presented band by band. In Fig. 24 the total 

charge density is presented. The ionic nature of GaAs is quite 

evident compared to Si or Ge. The bottom valence band has charge 

localize4 strongly on the As, and corresponds to the As 4s atomic 

level. The next three valence band show mainly As p-character. We 

note that this can be understood in terms of the density of states 

curve. The bottom peak corresponds to As s-states, the next peak 

(at - 7 eV) corresponds to Ga s-states with some As-p admixture. The 

dominant peak (-4.5 to 0.0 eV) corresponds to As p-states. 

4. Zinc Selenide 

Zinc selenide completes the iso-electric series Ga-GaAs-ZnSe. 
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This series has the same crystal structure and lattice constant. 

It, therefore, illustrates quite nicely the trends which may occur 

with increasing ionicity. 

Of the three crystals, ZeSe is the least successful as far as 

reproducing the results from reflectivity and photoemission experiments. 

Part of the problem, not doubt, arises because of the existence of the 

Zn 3d "core" state which lies approximately 10 eV below the valence 

band maximum. Our pseudopotential does not explicitly include these 

states, and, therefore may not accurately account for any effects 

due to their presence. 

Nevertheless, we are able to significantly improve the electronic 

density of states for the top three valence bands; and obtain a 

reflectivity with satisfactory agreement between theory and experi-

ment using our non-local approach. 

a. Band Structure. The band structure was calculated using the 

same type of pseudopotential as for GaAs. The parameters used in 

the calculation are given in Table XVIII. The well radii were 

chosen to be 1.22A for both Zn and Se. 104 The more repulsive d-well 

for Se is consistent with the trend observed in GaAs: a more repulsive 

As well than Ga well. The eigenvalues for the symmetry points f, X 

and L are given in Table XIX. 

The calculated band structure is presented in Fig. 25. 

b. Optical Spectrum. The calculated reflectivity spectrum is 

presented in Fig. 26 compared to experiment. Wavelength modulation 

experiments would provide a better source of comparison, but such 
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spectra are not available. The structure present in the reflectivity 

spectra is identified in Table XX. 

Because of its ionic character the structure is shifted to higher 

energy. Synchotron radiation has recently permitted the reflectivity 

105 spectrum to be measured over a 15 eV range. The optical gap not ~ 

listed in Table XX is 2.7 eV in good agreement with the synchotron 

data. 

There are two prominent discrepancies between theory and 

experiment in Fig. 25: one is the doublet nature of the reflectivity 

peak at 6.7 eV which is not present in the theoretical caluclation; 

the other is the magnitude of the reflectivity coefficient as 

calculated via the non-local pseudopotential. The doublet nature of 

the 6.7 eV is probably missing because it is obscured in our 

calculation by the strong peak accurring over a plateau region (as 

in Ge). If one calculates a "band by band" dielectric function there 

is prominent structure at 6.5 eV for transitions between the top 

valence band and the second conduction band. However, in the total 

dielectric function, this structure is not discernable; it is over-

whelmed by the strong "plateau" transitions from the top valence band 

to the first conduction band. 

c. Electronic Density of States. In Fig. 27 we compare our cal-

culated valence band density of states with the epxerimental results 

101 of ultraviolet photoemission spectroscopy (UPS) and X-ray 

photoemission spectroscopy (XPS). 102 Previous local EPM calculations
12 

were in disagreement for the top three valence band edges by an eV 

or more. The non-local pseudopotential calculation has removed this 



00UO·~J06056 

-53-

discrepancy. However, the bottom valence band, which corresponds to 

the Se 4s states, is not in good agreement with the XPS data. In 

UPS the bottom band is not observed. It is not clear why our position 

for the bottom band is in error. OPW calculations tend to give better 

values than the local EPM calculations for the lowest band, and such 

calculations agree with our results. Further, Freeouf has recently 

studied the experimental reflectivity of II-VI compounds over an 

. 105 extended energy range by the use of synchotron radiation. He 

observes structure in the 15-16 eV range, and notes that such 

structure might be associated with transitions from the group VI 

s-level. Ourcalculations agrees with this suggestion as the thres-

hold for such a transition is 15 eV. 

In Table XXI we list the experimental results from photoemission 

and the calculated results for the valence band edges. Except for 

the disagreement for the bottom band placement, the agreement is 

quite satisfactory, and is a considerable improvement over local 

pseudopotential calculations. Spin-orbit interactions are included 

in the experimentally measured values; the notation in Table XXI 

refers to experimental features. Therefore, the theoretical values 

listed contain the spin-orbit correction just as experimental. This 

practice will be important only for materials such as CdTe or InSb 

where the spin-orbit interactions are large. 

d. Pseudocharge Density. The charge density for ZnSe is presented 

in Fig. 28. This result is quite different from Walter and Cohen's 

21 
calculation. In the Walter-Cohen result the charge density indicates 
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a very ionic crystal. The charge transfer from Zn to Se appears to be 

complete. This is not the case for the present calculation. While 

the valence charge is predominately localized on Se, the charge 

transfer is not complete. 

Physically, our result is more reasonable than the local 

pseudopotential result. 21 ZnSe should not be very ionic. The reason 

the non-local result yields a less ionic crystal can be traced to the 

effect of the d-well on the optical gaps. The repulsive d-well 

increases the optical gap size without increasing the charge transfer. 

The optical gaps are, in fact, too small in general compared with 

experiment, therefore the d-well resolves this discrepancy. However, 

a local potential can only increase the optical gaps by increasing 

the antisymmetric form factors. This procedure has two drawbacks: 

a) the valence band widthes decrease, a trend not supported by XPS 

or UPS data, and b) the charge transfer increases; the crystal 

becomes more ionic. 

5. Gray Tin 

Grey tin is one of the most interesting diamond structure compounds, 

because it is believed to be "ideal semimetal" (i.e. a semiconductor 

with zero band gap). This is consistent with the trend present in 

Group IV elements: the hand gap decreases from diamond to tin (with 

lead being metallic. 

White tin occurs at room temperature, but does not occur in a 

diamond structure. 
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In a-Sn, InSb and CdTe it was found that a simple d-well was 

insufficient to fix the placement of the bottom valence band. 

Typically, if the optical gaps are fit, the lowest valence band differs 

from experiment by several volts (if only a d-well correction'is employed). 

Howev~r, an examination of the Heine-Animalu14 results indicates an 

s-well correction may become more important for the heavier elements. 

And if a correction term, the size of which is compatible with the 

Heine-Animalu calculation, is included, the placement of the bottom 

valence band is compatible with experiment. 

In order to reduce the number of adjustable parameter&, a 

square-well was taken from the Heine-Animalu results. The size of 

the d-well was given by two touching spheres of equal radii. 

a. Band Structure. The band structure was calculated using the 

parameter in Table XXII; an s-well and d-well square well correction 

were used. The s-well was "energy dependent" as given by (23). 

The well radii were R
0 

= 1.06A and R2 = 1.41A. The eigenvalues at 

the symmetry points r,x and L are given in Table XIII. 

The band structure is given in Fig. 29. 
v-c Since r
8 

corresponds 

both to the top valence band and bottom conduction band, a-Sn is an 

ideal semimetal. This degeneracy cannot be removed by pressure or 

106 temperature· . 

b. Optical Properties. The reflectivity spectrum is given in Fig. 30. 

107 . . . 108 109 Electroreflectence and reflect1v1ty ' experiments exist 

for a-Sn, but unfortunately, a wavelength modulation spectrum has 

not been determined. The comparison in Fig. 30 of our non-local 

result and the experimental result .of Ref. 108 is satisfactory with 
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respect to peak positioning, but not magnitude. This is in part due 

109 to a poor sample, but some of the error may_ result in the 

traditionally large reflectivity present at higher energies in the 

3 theory. 

The structure present in the reflectivity spectrum is identified 

in Table XXIV. The experimental data is from both electroreflectance 

and reflectivity measurements. There is some weak structure near 

4.7 eV which we do not observe in the theory. Other than this 

discrepancy we are able to identify the rest of the reflectivity 

structure. Our identifications, for the most part are comatible 

with Ref. 109 (an OPW calculation). 

The theoretical reflectivity below 0.5 eV is not accurate because 

of numerical problems associated with the vanishing band gap. 

c. Electronic Density of States. Unfortunately UPS or XPS spectra 

are not available for a-Sn. We have, therefore, adjusted our potential 

to give approximate agreement with an OPW calculation. Our calculated 

values for the valence band edges are compared in Table XV to the 

OPW theoretical calculation and some experimental data near the 

valence band maximum. For comparison to experiment we have extrapolated 

a-Sn valence edges using the InSb results and by examination of the 

Ge-GaAs results. The extrapolation is probably good to ± 0.5 eV. 

The calculated electronic density of states is displayed in Fig. 

31. The band gap is observed to vanish. The overall shape and 

peak placement is in good accord with the calculation in Ref. 109. 
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d. Pseudocharge Density. In Fig. 32 the valence charge density 

is presented for a-Sn. The trend present from Si to Ge is present 

in grey tin: namely, the charge density extends into the core region 

to a greater extent. Tin is more metallic; therefore, the bonding 

charge shows a decrease in magnitude compared to silicon. 

6. Indium Antimonide 

a. Band Structure. As in the case of grey tin, an s-well and a 

d-well were employed in the band calculation for InSb~ The 

parameters used in the calculation are listed in Table XXXVI. The 

radii for the s-well depths were R (In) = 1.27A and R (Sb) = 1.06A. 
' ' 0 0 

For the d-wells the radius was determined by touching spheres: 

The eigenvalues at the symmetry points r, X and L are given in 

Table XXVII. The calculated band structure along symmetry lines 

is given in Fig. 33. 

b. Optical Spectrum. The calculated reflectivity is compared to 

experimental results from Ref. 110 and Ref. 111 in Fig. 34. In 

Fig. 35 the calculated modulated reflectivity spectrum is compared 

to the experimental results of Ref. 90. The modulated reflectivity 

is, of course, a more accurate measure. 

The structure observed in the calculated reflectivity is identified 

and compared to. the experimental results in Table XXVIII. 

With the exception of some structure near 5.2eV,which does 

not appear in the theoretical calculation, the agreement is quite 

satisfactory. 
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Not shown in the experimental reflectivity is the fundamental 

112 optical gap which occ.urs at 0.24 eV . Our theoretical value is 

in excellent accord with this value being 0.25 eV. 

Electroreflectance measurements have been made for n-type InSb 

and have yielded values for thef6c_f7c' r8c transitions. 113 • 114 

These measurements give 

f c_f c = 3.16 eV 
6 7 

f c_f c = 3.54 eV 
6 8 

compared to our calculated values of 2.91 and 3.34 eV. Our calculated 

values are slightly low, but the splitting is in good agreement with 

experiment. 

Our theoretical identif:i,.cations for the reflectivity may be 

compared to the results of Ref. 113. Most of the assignments are 

in satisfactory accord, but the non-local well has resulted in the 

destruction of the M6 critical points which are known to occur for 

a local potential at L. 

c. Electronic Density of States. The calculated valence band edges 

are compared to experiment in Table XXIX. XPS and UPS data are good 

agreement for InSb. This allows us to accurately determine the 

valence band density of states displayed in Fig. 36. The agree-

ment between the theoretical density of states and experiment 

is excellent. 

d. Pseudocharge Density. The calculated valence charge density is 

displayed in Fig. 37. The results are in general agreement with 
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that of Ref. 113. The trends observed with increasing ionicity from 
I 

Ge to GaAs are similar to that of the trend observed from Sn to InSb. 

115 Attempts have been made to associate the Phillips ionicity parameter, 

C, with the asymmetric gap. 11~ These studies would seem to suggest 

th t G A . "i . II h I Sb 116 b h . h 'd. "b . 113 a a s 1s. more on1c t an n , ut t e c arge 1str1 ut1ons 

observed iri pseudopotential calculations would seem to suggest the 

opposite. 

7. Cadmium.Telluride 

CdTe completes the isoelectric series of a-Sn, InSb and CdTe. 

The trends are similar to the Ge, GaAs and ZnSe series: the 

"antisymmetric" gap grows in the valence band density of states, 

the optical gaps became larger and the charge becomes localized on 

the anion. 

Unlike ZnSe we are able to achieve good agreement with both the 

optical and photoemission experimental data. This fact might be 

attributed to the inclusion of the s-well non-local term in the 

pseudopotential. 

a. Band Structure. A square-well non-local correction term for both 

s and d angular momentum components were included in our potential. 

The parameters used in the calculation are given in Table XXX. 

The non-adjustable well radii were fixed to be R
0 

(Cd) = 1. 37A, 

R0 (Te) = 1.06A and R2 = 1.4A. We found it unnecessary to include a 

Cd d-well correction. This is similar to case of ZnSe where the 

Zn d-well term was of lesser importance than the Se d-well term. 
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The eignenvalues for the symmetry points f,X and L are given 

in Table XXXI. The spin-orbit splittings are quite large. Our 

calculated splitting at the valence band maximum is 6 = 0.89 eV 
0 

. 117 118 compared to the exper1mental value of 0.91 eV. ' 

The calculated band structure along symmetry lines is presented 

in Fig. 38. 

b. Optical Spectrum. The calculated reflectivity is displayed in 

Fig. 39. compared to the experimental results of Ref. 118. A 

modulated reflectivity spectrum does not exist at present for CdTe. 

The theoretical reflectivity structure is identified and compared 

to experimental results in Table XXXII. 

The identifications are basically in agreement with Ref. 118, 

and similar to ZnSe. Although we have not listed the transitions 

in Table XXXII, those occurring between the spin-orbit split 

v c r15 -r15 could play a role in creating the structure at 5.7 and 

5.9 eV. 

The struc.ture occurring experimentally at 5. 2 eV is not observed 

in the theoretical reflectivity spectrum. This was the case in ZnSe 

also. However, the modulated reflectivity spectrum shows some weak 

structure in this region. The structure arises from a well-defined 

M critical point occurring along the 6-direction. As in the case 
0 

of ZnSe, it is quite probable that this transition does not appear 

in the theoretical reflectivity because of the finite resolution 

of the theoretical caulcuation: it is obscured by the dominant 

peak occurring at 5.53 eV. 
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c. Electronic Density of States. The theoretically determined values 

for the valence band edges are given in Table XXXIII. They are 

lOi 102 
compared to the photoemission results of UPS XPS • 

Unlike ZnSe the placement of our lowest valence band seems to be 
.I 

in agreement with experiment. Although the 4d Cd core states 

obscur the lowest valence band in experiment, an approximate position 
. . 101 

is given by UPS measurements. 

The theoretical electronic density of states is given in Fig. 40. 

The results of UPS measurements are also given indicating the 

approximate position of the lowest valence band. 

The agreement of the non-local pseudopotential with experiment 

is quite good and a considerable improvement over local pseudopotential 

1 1 . I . 1 1 1. 1 1 · lOl h ca cu at1ons. n·part1cu ar, a recent· oca ca cu at1on as 

yielded a valence band width for the top three bands 2 eV too 

small. 

d. Pseudocharge Density. In Fig. 41 our calculated valence charge 

density is presented. While our results are similar to a recent 

charge density calculation118 , our results would suggest a less 

ionic CdTe. This is in accord with the ZnSe results with our non-

local potential. 

8. Gallium Phosphide 

GaP is the first of four "inter-row" compounds we shall examine. 

Such compounds.· allow us to study trends obtained in descending a 

column of the periodic table, e.g. GaP, GaAs and GaSh. 
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The non~local corrections in GaP are taken into consideration 

_by non-locals- and d-wells. Phosphorus requires a weakly energy-. 

dependent s-well; this is a trend consistent with the observation 

14,17 
that the heavier elements require a strongly ~nergy-dependent well. 

Since spin-orbit interactions are small for GaP(t. ~ 0.1 eV), 
0 

we do not consider spin-orbit corrections in this calculation. 

a. Band Structure. The parameters used in this calculation are listed 

in Table XXXIV. The non-local well radii were not adjusted, but 

fixed by model raclii 17 for the d:-wells, therefore, R (Ga) = 1. 27A 
0 

and R2 = l.lBA. 

The eigenvalues at the symmetry points f, X and L are given 

in Table XXXV. ~he band structure is illustrated in Fig. 42. 

b. Optical Spectrum. The calcul~ted reflectivity spectrum is presented 

in Fig. 43 compared with the e~perimental results of Ref. 45. In 

Fig. 44 our modulated reflectivity curve is compared with the 

experimental results of Ref, 119. 

The theoretical reflectivity struct\lre is identified in Table 

XXXVI. The identifications are quite similar to those in a previous 

. 119 calculat1on. 

c. Electronic Density of States. The calculated density of states 

curve is presented in Fig. 45 cowpared to the experimental results 

of Ref. 102. 

The theoretical valence.band edges are compared with the 

experimental resu1ts of UPs101 in Table XXXVII. Also listed are 

other transitions including those from a recent review article on 

GaP. 100 The agreement with the experimental results is quite 

satisfactory. The calculat~d indirect gap is slightly smaller than 
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experiment; however, the valence band edges are in excellent agree-

ment with both XPS and UPS. Again, the bottom valence band edge 

as detetmined by XPS and UPS is not in accord, but this is probably 

d d "ff i h d . f d d . 102 ue to 1 er.ng met o so a~a re uct1on. 

d. Pseudocharge Density. In Fig. 46 we present our calculated valence 

charge density for GaP. The charge density indicates a rather ionic 

crystal: the bond and charge are displaced considerably toward 

anion. Such an observation is compatible with current ideas 

115 concerning the "ionicity" of a crystal. 

9. Gallium Antimonide 

a. Band Structure. The parameters used in the band calculation for 

GaSb are tabulated in Table XXXVIII. The s-well radii for Ga and. 

Sb are the same as the Ga in GaAs and the Sb in InSb. The d-well 

radii were determined by touching spheres. 

In Table XXXIX the eigenvalues at the symmetry points f, Land 

X are given. The band struc~ure is presented in Fig. 47. 

b. Optical Spectrum. The calculated reflectivity is given in Fig. 48 

compared to the experimental results of Ref. 111 and 120. The 

calculated derivative spectrum is given in Fig. 49 compared to the/ 

experimental results of Ref. 90. 

The theoretical structure is·identified in Table XJ,.. The 

identifications are sililar to Ref. 89, but contain some differences 

due to th~ non-local potential, e.g. an M
1 

at L instead of an M0 

• 
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and the " v_,.. c "t" h" h u 5 u
5 

trans1 1ons occur at a 1g er energy. 

The contour plots for the energy difference between the top 

valence and bottom conduction bands have been calculated in Ref. 89. 

The most interesting feature here is a large, but well defined, 

region of nearly constant energy occurring near (0.7,0.3,0.3). This 

plateau feature, mentioned before in the case of Ge, is responsible 

for the prominent reflectivity peak at 4.35 eV. 

While our calculated reflectivity is in excellent agreement with 

the experimental structure, we do not observe weak structure at 5.5 

eV measured by wavelength modulation. 90 

v c The fundamental gap, r
8 

-r
6 

is 0.8 eV from experimental 

89 121 . measurements • as 1n the spin-orbit splitting t, • Both of the 
0 

values are in accord with the theoretically calculated values of 

v c 
r8 -r8 = 0.86 and t,o = 0.76. 

c. Electronic Density of States. The calculated electronic density 

of states is presented in Fig. 50 compared to the XPS spectrum for 

GaSb. UPS measurements have not, to date, been performed for 

GaSb. 

In Table XLI the observed features in the XPS spectrum are 

listed and compared to the theoretical results. The agreement 

between theory and experiment is excellent. Ohter experimentally 

determined transitions from Ref. 63 are also listed in the table. 

d. Pseudocharge Density. The valence charge density for GaSb 

is displayed in Fig. 51. This charge density had not been previously 

calculated. It is interesting to note that GaSb is less ionic than 

GaP (at least from a comparison of charge densities). This 
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h d . 1 116 
observation is not compatible with the suggestion by C a 1 et a . 

That the "ionicity" of.· a zincblende material should be proportional 

to the antisymmetric gap. Both theoretically and experimentally 

the antismyyetric gaps of GaP and GaSb are nearly identical. 

However, Phillips' "ionicity" parameter and our calculation would 

suggest GaP is definitely more ionic (i.e. greater charge transfer) 

than GaSb. 

10. Indium Phosphide 

a. Band Structure. The band structure of InP was calculated using 

non-local s-and d-wells on the phosphorus as in GaP. The use of 

a phosphorus d-well for InP as well as for GaP isjustified by model 

14 17 pseudopotential calculations. ' The parameters used in this 

calculation are given in Table XLII. The d-well radii were determined, 

as usual, by touching spheres; the s-well for In was the same as 

in InSb, the s-well for P was the same as in GaP. 

The band structure along symmetry lines is given in Fig. 52. 

The eigenvalues calculated for InP are given in Table XLIII for the 

symmetry points f, X and L. 

b. Optical Spectrum. The calculated reflectivity spectrum for InP 

is given in Fig. 53 compared to the experimental results of Ref. 119 

and Ref. 122. The modulated reflectivity spectrum is given in 

Fig. 54; and compared to the experimental results of Ref. 119. 

The prominent structure in the theoretical reflectivity spectrum 

is identified in Table XLIV and compared to experiment. 
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The agreement of the calculated and experimentally determined 

structure is quite good. The structure at 5.25 eV observed 

experimentally is low by about 0;2 eV from the theoretically 

calculated value of 5.44 eV. However, in Ref. 119 this structure is 

also experimentally observed, albeit weak, and occurs at a higher 

energy. 

The origin of the structure occurring near 5.4 eV in the 

theoretical calculation is unclear. A transition near 5.2 eV occurs 

at r, and could contribute to this structure. (Especially if excitonic 

interactions enhance this transition.) 

c. Electronic Density of States. The calculated electronic density 

of states is given in Fig. 55 compared to the XPS spectrum of Ref. 

102. The theoretical features of the density of states spectrum 

are compared to the experimental values in Table XLV. The agreement 

between our theoretical values and the experimental values is 

excellent. 

d. Pseudocharge Density. In Fig. 56 we present the total valence 

charge density for InP. This charge density resembles GaP, as 

expected. Most of the charge density is localized on the phosphorus, 

and the Ga to In pertubation·is not a great one. Interestingly, the 

charge density of InP is considerably more ionic than InSb and this 

would not be the case by a examination of local potential calculations. 

11. Indium Arsenide 

a. Band Structure. The band structure for InAs was calculated 

using the parameters listed in Table XLVI. The In s-well radius is 

the same as used for InSb and InP. The As s-well radius was the model 
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radius: R (As) = l;06A. The d-well radius was chosen by touching 
0 

spheres, R2 = 1.31A. 

In Table XLVII we list our calculated eigenvalues for InAs at 

f, X and L. In Fig. 57 the blmd structure for InAs is displayed along 

symmetry lines. 

b. Optical Spectrum. The calculated reflectivity spectrum is given 

in Fig. 58 compared to the experimental results of Ref. 123. The 

calculated derivative reflectivity spectrum is given in Fig. 59 

and is compared to the experimental results of Ref. 90. 

The theoretical reflectivity structure is analysed with the 

results presented in Table XLVIII. 

All of the theoretical structure can be identified with the 

experimental.results, although the overall agreement is slightly 

less satisfactory than some of our other results. 

The fundamental gap in InAs is 0.42 eV. as is the spin-orbit 

at r. l24, 125 v c 
splitting Our values are r -r = 0.37 and 8 6 

~p = 0.43 eV in good accord with experiment. 

c. ElectronicDensity of States. The calculated electronic density 

of states curve is displayed in Fig. 60 compared to the experimental 

results of XPS. The theoretical and experimental valence band 

features are compared in Table XLIX. 

With the possible exception of the lowest valence band, the 

theoretical and experimental curves are in good agreement. Both 

experimentally and theoretically the lowest valence band is difficult 

to position~ Experimentally, subtracting off the background must be 
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done in a precise f~shion. Theoretically, one has to worry about 

energy dependence with a valence band minimum almost a rydberg 

away form the valence band maximum. 

d. Pseudocharge Density. The charge density for InAs is given in 

Fig. 61. Compared to InSb and InP it appears to be more like InSb 

h I P Wh .l h. bl h . 116 f t an n • .1. e t 1.s seems reasona e, recent t eor1.es o 

"ionicity" suggest that InAs should resemble InP rather than InSb. 
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III. SELF-CONSISTENT PSEUDOPOTENTIAL CALCULATIONS FOR MOLECULES 

AND SOLID SURFACES 

A. New Method of Calculating the Electronic Strucutre of Non-Periodic 

Systems 

A method is developed which extends the pseudopotential scheme 

to localized configurations. The calculations are performed self-

consistently and the approach is applicable to problems such as 

atomic and molecular states, solid surfaces, localized impurity and 

vacancy states, finite chains or layers, absorbates, and interfaces 

between solids. The scheme has many of the advantages of the 

pseudopotential method in that it used a simple plane wave expansion 

and the starting potential can be obtained from experimental data. 

It goes beyond the usual pseudopotential approach through the 

requirement of self-consistency. 

Pseudopotential methods have evolved considerably since their 

1 . 2 
introduction in the late 1950's. The use of model potentials 

and the empirical pseudopotential method
3 

have yeilded a great 

deal of information about solid state properties such as band 

structure, optical response functions and electronic charge 

d 
. . 21 ens1.t1.es. In all of these cases the systems considered were 

assumed infinite and periodic; and possible extensions of the method 

to local configurations in solids e.g. localized impurities or solids 

without long range periodicity were not obvious. An attempt 126 

was made to use the pseudopotential scheme to study amorphous 

materials. Complex calls were repeated infinitely and the effects 
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of the complexity of the unit cells on the calculated properties 

yielded information about how the prominent features of the 

strucutre (e.g. even and odd numbered rings of bonds) influenced the 

properties (e.g. electronic density of states). A true amorphous 

system was not generated, but information gained from studies of 

increasingly complex cells was extremely useful. 

The method discussed here is somewhat related to the above scheme, 

and it is directly applicable to the specific problem of interest. 

The method is straightforward and initially involves putting the 

local configuration of interest into the structure factor. In the 

pseudopotential formulation, the crystalline pseudopotential form 

factors, V(G), are written in terms of atomic potential form factors, 
~ . 

V (G) through the structure factor S(G), a ~ 

V(G) = /_ 
T a 

S(G) = 

S(G)V (G) 
~ a ~ 

iG·T 
e - -a 

where G is a reciprocal lattice vector and T are the basis vectors 
-a 

to the various atoms in a primitive cell. The basic scheme is to 

include in S(G) the essential features of the local configuration. 

In the case of a molecule, the structure factor can be constructed 

to create a cell with a molecule and sufficient empty space around the 

molecule to provide isolation from the next molecule when the cell is 

repreated. For a surface, usual periodicity can be retained in two 

dimensions and a slab of space can be inserted to provide a surface 

in the third dimension. The impurity or vacancy problem requires a 
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of host atoms surrounding the site of interest. Ultimately the cell 

chosen is repreated indefinitely to allow the use of the pseudopotential 

method. A similar approach specifically designed for surfaces has 

been used by Alldredge and Kleinman
127 

for Al and Li surfaces. 

Self-consistency
128 

is essential in obtaining realistic solutions 

since the calculations will start with potentials derived from bulk 

calculations. It is necessary to allow the electrons of react to 

the boundary conditions imposed by the local configuration and the 

resulting readjustment and screening is a fundamental part of the 

problem. Also, the self-consistent screening potential·· has to be 

completely general and is not necessarily a superposition of atomic 

potentials. 

In the scheme described above, the configuration of atoms and 

spaces can be as complex as desired. The ultimate limitation of the 

number of atomS is the amount of computer time necessary to generate 

the eigenvalues and eigenfunctions through solution of the secular 

equation. The basis set is formed by Bloch waves expanded inrerms 

of free electron eigenfunctions. 

The starting potential can be an ionic model potential fit to 

atomic term values and screened appropriately or a potential 

obtained from measurements of bulk solid state properties. In 

both cases the results are the same once self-consistency is reached. 

The problems with the method come mainly via the artificial long­
-. 

range symmetry imposed, but most of the consequences can be dealt 

with. Some examples are: the interaction between configurations; 
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establishing a zero of eriergy; the fact that the potentiai which 

should depend continuously on wavevector, q, is approximated by 

form factors at q's equal to the G's of the chosen lattice structure; 

and the symmetry of the configuration to some extent dictates the 

choice of lattices. Most of the above potential problems are 

eliminated or reduced by taking large enough cells and cells of the 

appropriate structure or symmetry. 

To illustrate the method, the diatomic silicon molecule will 

first be investigated. We shall then apply the method directly to 

metal and semiconductor surfaces. 

B. The Diatomic Silicon Molecule 

We .treat here the case of a silicon diatomic molecule both to 

illustrate the method and to demonstrate the interesting results 

which are possible for molecular calculations. This is the first 

molecular calculation using self-consistent pseudopotentials to our 

knowledge. 

For calculations of molecular states, the main advantage of our 

method over more standard methods is that the properties of the core 

electrons need not be computed. Consequently calculations for the 

heavier molecules are no more difficult than for light ones except 

for minor complications associated with spin effects. For light 

molecules, standard methods are very successful, but because the 

computation time increases exponentially with the number of electrons, 

there is a paucity of calculations for molecules composed of atoms 

beyond the first transition series. The simplicity of the proposed 
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pseudopotentia:l scheme also allows calculations for large complex 

molecules. At first sight the plane wave basis set used appears to 

be retrogressive, but there are in fact advantages to this approach. 

Because of the plane wave basi.P and the use of statistical exchange 

(discussed later), there is no a priori bias as to the form of the 

wavefunction -- its form is determined self-consistently via the 

potential. Also because we are using pseudopoten:tial approach, 

only the yalence electron charge density is computed; and the basis 

set need only be large enough to reproduce variations in this fairly 

smooth charge distribution. Specifically, the charge variation away 

from the cores is not large and hence the plane wave basis set and 

resulting matrix are easily handled by modern computers. 

1. Ground State Electronic Configuration 

In the diatomic molecule case which has Doob symmetry, the most 

convenient lattice structure is hexagonal with n
6
h symmetry.· Thus 

the rotational symmetry of the wavefunction is simulated by sets 

of six-fold "stars" of plane waves. Test calculations on the Si2 

molecule in a trigonal lattice with n
3

d symmetry show that the 

self-consistent results are weakly dependent on the chosen "crystal 

structure" provided convergence is reached i.e •. enough plane waves 

are taken into account. 

The Si2 molecule calculation was done in the following way. 

The molecule was placed in a hexagonal lattice with a c/a ratio 

chosen such that the distance between any two atoms not belonging 

to the same molecule was larger than three bond lengths. The molecule 

bond length was taken from experiment to be 2.2SA in the ground 
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129 
state which differs considerably from the 2.34A for the Si 

crystal. The wavefunction was expanded in about 180 plane waves 

including 250 more planes waves by a second order perturbation scheme. 3 

The first step in the self-consistent calculation was performed 

using the superposition of two atomic potentials taken from empirical 

crystal calculations. 3 A continuous curve of the form 

V(q) (40) 

was fit to the few crystalline form factor values to provide potential 

values at the new "molecule G-vectors". The dispersion of the eigen-

values in k-space which is a measure of the interaction of the 

different molecules with each other was of the order of 0.8 eV 

at this stage; it decreased to about 0.2 eV in the course of self-

consistency. From this starting calculation the total charge p(r) 

was evaluated in terms of its Fourier components p(G) and a Hartree-

like screening potential 

defined by 

2 4ne p(G) 

n lcl2 
c -

2 -4Tie p(r) 

as well as an exchange potential given by 
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with a= 0.79 were computed. The use of a statistical exchange of the 

above form for atoms, molecules and solids has been proven to yield 

satisfactory results. The calculation of V (r) requires knowledge 
X -

of·the function p(r) 113 • For this purpose p(r) was evaluated on a 

grid of points ( 10,000 per unit cell), the cube root was taken at 

each grid point and. the result was transformed back into a Fourier 

series resulting in V (G). The sum of these potentials was added to 
X -

a bare ion pseudopotential obtained from empirical atomic calculations. 2 

The local "on the Fermi sphere" approximation to this originally 

non-local potential was used and a continuous c~rve of the form 

vion(q) = (41) 

was fit to the results. The use of this atomic ionic potential in 

the molecular case is also justified by the following. If this 

potential is used in a self-consistent band structure calculation for 

the crystal, excellent results are obtained. 

The computational procedure was then continued until self-consistency 

was reached. The process of reaching self-consistency can be speeded 

up by interpolating appropriately between output and input potentials 

for consecutive steps. We thus needed five steps to reach self-

consistency of the eigenvalues to within 0.05 eV. The resulting 

potentials V. (r\ VH(r) and V (r) are plotted in Fig. 62 along 
1on - - x -
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the line, connecting the two Si atoms. The total self-consistent 

potential is also shown and compared to the empirical input 

potential which gives the best description of Si-atoms in the 

crystalline phase. The interesting results are that: a) the 

Hartree screening potential is essentially featureless, b) the 

exchange potential is comparable in strength to the total self-

consistent potential, c) the total self-consistent potential is 

considerably deeper than the empirical starting potential because 

of the increased exchange potential. Also indicated in Fig. 62 are 

the occupied molecular one-electron energy levels 0 5 at -1.0 ryd, 

* 0 at -0.64 ryd, 0 at -0.39 ryd and TI at -0.38 ryd. 
s p p 

2. Molecular Orbitals 

In Fig. 63 we display charge density contours for the four 

occupied molecular levels. The charge density values are given 

in 2e/Q where Q = 4ooA3 is the unit cell volume. It should be 
c c 

emphasized at this point that these textbook-like molecular densities 

were calculated using a planewave basis. The lowest level 0
5 

contains mostly s-like charge in a bonding-like configuration with 

* its maximum between the two atoms. The next higher level 0
5 

has 

antibonding s-like character. Some admixture of p-states quantized 

along the molecular axis is present. The wavefunctions of the third 

occupied level are predominantly p-like at the two atoms and overlap 

forming a 0-type bonding state. The fourth (occupied) and fifth 

(empty) level are "quasi-degenerate." The wavefunctions are mostly 

* p-like in character and form TI-type bonding states. The 0 p and 
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antibonding levels lie at higher energies and are unoccupied. 

129 a· \ Experimentally the ground state is found to be L triplet, which 

is reproduced in our mc,>del assuming triplet coupling of the 'IT 

electrons (as expected from Hund•s rules). The inclusion of spin-

dependent correlation potentials would be necessary to a-priori 

distinguish between singlet and triplet states. The total charge 

density corresponding to the four occupied levels is presented in 

Fig. 64; the units of the indicated values are the same as in Fig. 

63. Comparison of the above orbital energies (after adjustments 

for the zero of energy) with results using a Hertree-Fock basis 

130 yields good agreement. The Hartree-Fock calculation gives the 

'IT state slightly lower than a and hence a singlet ground state. 
p . . p 

This probably results from the configuration choice. 

To obtain a measure for the amount of charge in the bond we 

proceed as in Ref. 21 and integrate the charge pile-up over a 

region defined by the outermost closed contour. The yields a 

value of ZB = 0.138 (in units of .e) which is within computational 

accuracy identical to the crystalline value of ZB = 0.125. 

In summary we note that this method should be particularly 

advantageous for complex and heavy molecules. Diatomic silicon was 

chosen as a test case because of the detailed knowledge available 

for the Si pseudopotential. The results we have presented are 

"preliminary"; however, they illustrate the potential of the method 

and the possible extensions. Hopefully the scheme can be extended 

to give accurate values of·the total energy to allow calculations 

of equilibrium configurations, force constants and information about 

the geometry of molecular systems. 
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C. The Electronic Structure of a Metal Surface: Al (111) Surface 

The first surface to be considered is that of a metal: the Al 

(111) surface. While self-consistent calculations exist for simple 

models, e.g. jellium, 131 and have recently been performed for sodium132 

. 127 
and lithium, as yet, no self-consistent calculations have been 

performed on polyvalent metals such as aluminum. This is unfortunate 

because in the previous cases surface states are not found below EF 

and, therefore, cannot contribute to the self-consistency process. 

Surface states ·are not, of course, observed in jellium because they 

are specifically excluded by the free electron nature of the band 

structure, while in monovalent metals, which possess no band gaps 

133 below the fermi level, the observed states lie above EF. There is 

134 
also the open question of conflicting calculations between Boudreaux, 

and Caruthers, Kleinman and Alldredge135 (CKA). Boudreaux used a 

step function potential for the transition between the bulk potential 

and the vacuum, while in the CKA calculation an aluminum bulk 

. 1 .d hl . . 11' . 1131 potent1a was merge smoot y 1nto a Je 1um potent1a at some 

arbitrary point near the surface. Neither calculation was: performed 

in a self-consistent fashion .. Boudreaux found surface states for 

the (111) surface to exist only at f; however, CKA found surface 

states at r, K and M. In order to account for these varying 

results CKA examined the effect of the two different potentials 

on the surface properties. They concluded that the differing 

potentials could not reconcile their calculation with that of 

Boudreaux and suggested an error had been made in his calculation. 
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However, CKA noted in the course of their study that the behavior 

in the transition region between vacuum and bulk was crucial in 

determining an accurate picture of the surface states, thus casting 

some doubt on the appropriat~ness of the matching scheme of jellium 

to bulk potentials. A self-consistent calculation, not suffering 

from such adefect is consequently of prime importance for an 

understanding of the surface of Al. 

The method which we have employed in this calculation wa:s presented in our 

molecular calculation and, therefore, will only briefly be outlined 

below. The crucial point is that we periodically repreat a slab 

of aluminum with a (111) surface exposed to vacuum on both sides. 

In this sense, we retain a periodic system and; hence the usual 

techniques of the pseudopotential method may be applied. Specifically, 

we have taken a twelve layer Al slab with a vacuum region of three 

interlayer distances for each surface over which the wavefunctions of 

the slab are allowed to decay. Thus, the method is somewhat similar 

to the technique of Alldredge and Kleinman127 with the principle 

difference being that they have the additional requirement that 

each plane wave component of the wavefunction must vanish at the 

midpoint of the vacuum region between neighboring slabs. Thus our 

method allows the potential in the surface region to determine the 

decay of the wavefunctions into vacuum without this additional, 

and physically unnecessary, constraint. 

Although we do not have a semi-infinite crystal, the experience 

127 of Alldredge and Kleinman suggests very. accurate results may be 
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obtained from· thin films with reference to the semi-infinite case. 

The main problems which may arise from the use of thin films are a) 

an interaction of surface states on opposite sides of the film may 

lift a degeneracy which would occur if the film were infinitely 

thick, and b) the surface state wavefunctions de.cay so slowly into 

the slab that the film's thickness does not permit such states to be 

distinguishable from bulk states. However, for a dozen or more layers 

these are not insurmountable problems. 

1. Self-Consistent Potential 

A i th 1 1 H . A . 1. l 7 . 1 s n · e mo ecu ar case, we use a e1ne- n1ma u core potent1a 

which is then screened in a self-consistent manner using the 

pseudocharge density. The form of the core potential is given by (41); 

the parameters were 

a1 =-0.5176 a
3 

=-0.13389 

a 2 = 1.0468 a 4 =-0.02944 

The units are such that if q is given in atomic units, V(q) from 

(41) will be in Ry. This core potential is normalized to an atomic 

volume for the case of a slab twelve layers thick separated by three 

layers on either side from neighboring slabs. If this potential is 

screened, for bulk aluminum, it yields a band structure in good 

agreement with experiment. 

The starting potential for the self-consistency process is 

given by (40). The parameters, normalized as the core potential, 

are given by 
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a
1 

= 0.41 a
3 

= 0.65 

a4 =-0.3 

This potential agrees with the V(o) suggested by CKA, 135 and yields 

an accurate bulk Al band structure. 

From this starting potential, a Hartee potential is desired 

f h 1 1 d h d . 136 i I rom t e ca cu ate c arge ens1ty v a Poisson s equation, and 

exchange potential of the Slater type added. 3+ Because the bare Al 

2 . 
ion potential diverges as 1/q for small wavevector q, the usual 

iteration procedure to obtain self-consistency is not practica1. 127 

However, the screening potential may be altered in a systematic 

fashion until the "input"screening potential and the "output" 

screening potential are in essential·agreement. 

In this manner we were able to achieve agreement to within 

one percent for the input and output potentials. For this accuracy 

the eigenvalues are stable to better than 0.02 Ry. 

To determine the required screening potential an accurate fermi 

level must be calculated. This was accomplished by calculating the 

eigenvalues and eigenvectors over a grid of.294 points in the two 

dimensional Brillouin zone. The calculated value for EF was 0.85 

Ry above the conduction band minimum in good accord with the bulk 

value of 0.86 Ry. 

We emphasize again the importance of self-consistency. If 

the total pseuodpotential is taken as a superposition of linearly 

screened atomic pseudopotentials a negative work function will , 
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135 
result. This can be remedied by a superposition of atomic 

pseudopotentials which are constructed by extrapolating a smooth 

curve through points determined empirically from the bulk so that a 

proper work function results. However, this practice is deficient 

in two respects. Fir~t, the rise of the resulting potential from 

bulk to vacuum is unphysically abrupt and second, this procedure . 
does not incorporate any response to the Friedel oscillations which 

k . h . . 1 131 are nown to occur 1n t e screen1ng potent1a . In Fig. 65 we 

indicate our resulting self-consiste~t potential averaged parallel 

to the surface and plotted as a fun~tion of distance into the slab. 

We note that over the last few layers this potential actually drops 

below the bulk potential by approximately 0.1 Ry. This is a result 

of the self-consistency process and does not occur for a superposition 

of atomic pseudopotentials. It has also been observed in the case 

of Li~ 127 and it casts doubt on the CKA procedure of.matching jellium 

to bulk potentials. 

2. Work Function for the (111) Surface 

Once the fermi level has been·determined the work function (within 

the one-electron approximation). <t>, can be evaluated from 

as indicated in Fig. 65. 

The value of V(oo) is assumed in our calculation to be negligibly 

different from the value of the potential at the midpoint of the 

vacuum region between adjoining slabs. The calculated value is 0.38 Ry, 
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which unfortunately cannot be compared directly to the experimental 

value of 0.31 Ry available for polycrystalline Al. 137 In any event 

such a comparison is not of great value in judging the accuracy of 

a surface calculation as a uniform shift in the potential at large 

distances would alter ¢, but not the resulting surface states. 

138 Considering the uncertainty involved with the polycrystalline value, 

we consider-the agreement as adequate. 

3. Total and Surface State Pseudocharge Densities 

In Fig. 65 we display our total charge density in the (110) 

plane, along with the averaged charge density plotted as a function 

of dis·tance into the bulk. The calculated charge d~nsity is 

significantly perturbed from the bulk,charge only outside the second 

surface layer of the aluminum ions. The charge deeper into the 

bulk is in good accord with the bulk density. 139 Although we· use 

this pseudocharge density to screen the ions, the actual charge 

densit.y should yield similar results except within the core regions 

and, thus, should provide an accurate screening potential. The 

averaged charge density, as in the jellium case, 131 exhibits the 

usual Friedel oscillations in the total charge near the surface. 

The maximum oscillation indicates a fluctuation of about 5% above 

the bulk; this is larger than in jellium for the equivalent density, 131 

and in accord with the trend observed in Li, 127 

To determine the existence of surface states we have examined 

the charge density for all eigenvalues below EF at high symmetry 

points in the two dimensional zone. In this context we make use of 

the projected bulk band structure provided by the CKA calculation. 
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It is, of course, within the "projected gaps" that bona fide surface 

133 135 states may exist. ' In particular, we are interested in those 

states below EF which could be experimentally detected. 

Our results indicate the existence of surface states below EF 

r 140 
at and at K, as mentioned, in agreement with the results of 

the CKA calculation, but not with that of Boudreaux. At r the surface 

state occurs at 0.33 Ry below EF and at K we have two surface states 

at 0.15 Ry and 0.07 Ry below EF. 

The most localized surface state is the upper state at K at 0.07 

Ry. In Fig. 66 we display the averaged charge (as in Fig. 65) and 

a contour plot for the charge in.the (110) plane. This state occurs 

in a rather large energy gap in the projected band structure and its 

decay is more rapid than the other state at K at 0.15 Ry or the 

surface state at r. From the contour plot we see that the charge 

density of this state is localized in a "cavity" near the surface 

formed by the first and second atomic layers. Since this state 

occurs quite near EF and is localized very strongly near the surface, 

it is expected to be chemically active.
135 

The 0.15 Ry surface 

state at K is not as localized, and is quite sensitive to the 

surface potential. As with the 0.07 Ry state at K it has charge 

localized in the cavity region, but peaks furt~er from the surface. 

Finally, the surface state at r, which occurs in the bulk band 

gap at L in the three dimensional zone, decays quite slowly falling 

only by 10% from the peak value at the surface to the mid-point of 

the slab. 
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D. The Electronic Structure of Semiconductor Surface 

In this section the Si. (111) surface, and the GaAs and ZnSe 

(110) surfaces will be investigated. Emphasis will be placed on 

the Si (111) surface. This surface has been extensively explored 

both experimentally and theoretically and, therefore, will provide 

an excellent basis upon which to evaluate our calculational techniques. 

1. Si (111) Surface 

The electronic structure of Si (111) surfaceshas been investigated 

i 1 b f .. - 1. di" 141-149 f h . n a arge num er o exper1menta stu es. Most o t e exper1-

ments have been done on surfaces having either (2 x 1) or (7 x 7) 

superlattice structures which are the metastable and stable surface 

arrangements of Si (111) respectively. Very useful results, however, 

have been obtained from theoretical studies on unreconstructed 

150 151 
(1 x 1) surface models. ' In spite of the usefulness of 

these calculations only results obtained from realistic, reconstructed 

surface models are consistent with all the experimental data. 

Two unreconstructed (1 x 1) surface models (unrelaxed and relaxed) 

are investigated here before studying (for the first time by a 

self-consistent method) a realistic (2 x 1) reconstructed surface 

model. We note that self-consistency in the present context means 

·the self-consistent electronic response to a given structural model. 

Even through calculations of this kind can and have been carried 

out for several structural models (unrelaxed, relaxed and (2 x 1) 

reconstructed in our case) it is extremely difficult if not impossible 

to compare total energies to determine the most favorable surface 
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structure arrangement. The reasons for this are two-fold, first it is 

known experimentally that the surface geometry is strongly temperature 

dependent, therefore free energies involving entropies must be 

compared. Secondly, the total surface energies are large quantities 

which differ only slightly for the different geometries. With 

the present techniques they cannot be calculated with sufficient 

precision to yield reliable results for the energy differences. The 

present calculations as well as all previously existing self-

consistent calculations are therefore .restricted to the self-

consistent determination of the electronic structure in response to a 

given structural model. 

The only other self-consistent approach to the (111) surface is 

Si has been presented by Appelbaum and Hamann150 (AH) which like 

our approach is based on the pseudopotential scheme. For metal 

surfaces, pseudopotential calculations by (AH) for Na132 and by 

Alldredge and Kleinman (AK) for Al135 and Li127 have been carried 

out very successfully. In addition to the specific problems 

connected with a self-consistent treatment, the main difficulty 

arises from the absence of periodicity in treating the surface 

case. 

AH solve this problem by expanding the electron wavefunction in 

a mixed representation i.e. two-dimensional plane waves to account 

for the periodicity parallel to the surface multiplied by functions 

depending on the remaining spatial coordinate, z, perpendicular to the 

surface. In this mixed representation the Schrodinger equation 

becomes a set of coupled differential equations in the spatial 
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coordinate, z, which can be integrated stepwise numerically obeying 

appropriate boundary conditions between the vacuum and a matching plane 

somewhere in the crystal. Numerical problems and instabilities 

however, turn this physicallY, appealing concept into a rather involved 

procedure. 

AK also start with a mixed representation, however use a series 

of analytic trigonometric functions describing the z-variation of 

the wavefunction perpendicular to the surface. Retaining a finite 

number of these periodic functions is equivalent to periodically 

repeating the surface (or better the thin film). If these films are. 

spaced sufficiently far enough apart from each other and if they are 

sufficiently thick, their su~faces can be regarded as non-interacting· 

and representative of the true crystal surface. More precisely, 

AK expand the z-variation of the wavefunction in a truncated set 

of trigonometric sine and cosine functions which individually all 

vanish half way between the films. We believe that these specific 

boundary conditions, which are not strictly imposed by the physics 

of the system may result in slow convergence behavior since they 

add an artificial symmetry to the problem. 

Our method in contrast to AK's approach uses a set of periodic, 

trigonometric functions with arbitrary rather than fixed phases. 

Using this basis set our procedure is then completely equivalent 

to placing the film in a periodic array and expanding the wavefunction 

in plane waves in the usual form as for bulk calculations. The 

most appealing feature of the approach is that the pseudopotential 
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method in its simple standard form can now be applied. In particular, 

non-local potentials can easily be incorporated (which is not 

evident in AH's method) and experience e.g. about convergence of 

wavefunctions gained in calculations of bulk layer crystals152 can 

be used. The method adopted for the present study of the electronic 

structure of Si (111) surfaces however goes beyond the standard 

EPM through the requirement of self-consistency_. 

The disadvantages and also the ultimate limitations of the 

method in dealing with complicated systems is connected to the large 

number of plane waves required to describe the systems' wavefunctions. 

The use of symmetry adapted combinations of plane waves is a helpful 

tool in dealing with this problem. 

Although the method of our calculation has been outlined briefly 

before (for the case of Al surfaces), we shall discuss it in detail 

below with specific application to Si surfaces. 

The essence of our method of calculation is to retain (artificial) 

periodicity perpendicular to the surface. In other words, a large 

elongated unit cell is defined which in two dimensions is spanned 

by the shortest lattice vectors parallel to the surface i.e. for the 

unreconstructed surface, hexagonal lattice vectors with the 

length of 12/2 a , where a = 5.43A is the lattice constant of 
c c 

bulk Si (the 2 x l reconstructed case will be discussed later) 

and by a long c-axis extending over M atomic layers and N layers of 

empty space. The numbers M and N have to be chosen such that (a) 

the film of material is thick enough to effectively decouple the two 

.• 
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surfaces on each side of the film and (b) the film surface potential 

can decay into the "vacuum" without perturbation arising from other 

periodically displaced films. Various test calculations showed 

that films of M = 12 atomic layers separated by N -4 layers of 

5 ~· empty space resulting in a lattice constant c = 2 v3 ac fulfill these 

requirements well for Si. The problem thus consists of self-

consistently solving the electronic structure of a "periodic" system 

whose hexagonal unit cell with the above mentioned dimensions 

contains 12 Si atoms (for the unreconstructed surface). Proceeding 

in the standard manner we expand the electron wavefunction in 

plane waves with reciprocal lattice vectors, G: 

In order to account well for the "structure" in the large unit cell 

(i.e. the individual atoms Ot;' bonds) this expansion has to be 

carried to sufficiently high G-vectors. A kinetic energy cut-off 

E = IG 1
2 ~ 2.7 ryd, which is independent of the size of the unit 

1 -max 

cell was chosen in accordance with earlier bulk calculations
152 

on layer crystals. This cutoff which corresponds to a cutoff close 

to (220) in cubic bulk Si, yields about 160-180 plane waves.up to 

(0,0,12) which allow sufficient variation of the wavefunctions 

inside the unit cell and at the surface. The variations of the 

calculated total charge inside the film can be compared to bulk 

charge densities of Si calculated with much larger cut-off energies. 

Typical differences are of the order of 20% in the peak values of 

the charge distribution. To improve the energy convergence another 
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3 
340 plane waves are included via Lowdin's perturbation scheme 

which corresponds to a second cut-off at E
2 

= 6'.0 ryd. 

It should be noted that the decay of the wavefunction into the 

vacuum region does not represent a particular problem in this context. 

In fact the wavefunctions at the surface decay into the vacuum over 

about the same length as do wavefunctions in the bulk of very 

covalent crystals (e.g. bulk Si or layer compounds) decay along 

certain (no-bond) directions. ·This can e.g. be inferred from the 

results of AH which, because they are obtained by real space inte~ration 

at the surface, should be fully converged. 

No group theoretical simplifications were incorporated into the 

present calculations, since it was desirable to solve Schr~dinger's 

equation for general k-points in the two-dimensional (hexagonal) 

Brillouin zone. The only remaining symmetry operation which would 

leave these k-points invariant would be a reflection parallel to the 

surface plane which however is not present in the n3d group of Si 

(111) films. 

The expansion of the wavefunction leads to a matrix eigenvalue 

equation of the usual kind 

0 (42) ~' (H~·~' - EoG,G' )~ (~') 

3 
which is solved .by standard methods. The Hamiltonian matrix elements 

are of the form 

HG,G' = I~+ ~12 G,G' + vps<~·~') - -
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where VPS (~, ~ ') represents a general pseudopotential lll8.tri.x clements. 

The present calculation is restricted to a local pseudopotential. 

From our earlier results we know such an approach yields satisfactory 

results for bulk silicon. The_ self-consistency loop was initiated 

by an ~mpirical potential as given by (40). The four parameters, 

ai, required are given in Table L. These parameters were fixed by 

fitting (40) to the local for~ factors given in our discussion of 

bulk silicon~ 

Some continuous extrapolation of the kind as (40) is necessary 

to obtain form factors for the "new" G-vectors of the surface problem. 

While the shortest G-vector in bulk Si (111) has the length of 

1.06 a.u., in the surface problem G-vectors as short as 0.14 a.u. 

are needed. The empirical potential is very uncertain at these 

small ~vectors and large changes are expected in the course of 

corresponding to these small G-vectors are absent in a bulk Si 

crystal. · In the surface case they are important as they form the 

surfact potential barrier and strongly determine work functions and 

ionization potentials. The solutions of the secular equation given 

by (42) are the energies En(~) and determine the coefficients A~(~) 

required for the wavefunction. These quantities were evaluated at 

k-points in the irreducible part (1/12) of the two-dimensional 

hexagonal Brillouin zone. This relatively large number of sampling 

points were chosen rather than one or several "special" ~-points to 

precisely determine the fermi level and the total valence charge. 

The unreconstructed Si (111) surface is metallic since the fermi 

level falls within the "dangling bond" surface band. In this surface 
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band, occupied and unoccupied states differ in their electronic 

charge distributions which justifies the "fine" sampling of the Brillouin 

zone. In the case of "true" semiconducting surfaces as unreconstructed 

(110) zincblende surfaces or (2 x 1) reconstructed (111) Si surfaces, 

we believe calculations based on a few special ~~points will yeild 

good self-consistent results. To determine the fermi level, the 

density of states, D(E) was evaluated.using the method of Gilat 

and Dolling
153 

with the necessary energy gradients derived by ~-£ 

techniques. Once the fermi level EF was known the total valence 

(pseudo) charge density p(r)' could be evaluated. 

If valence charge density is expressed in terms of its Fourier compo-

nents P(9), the Hartree-Fock type screening potentials VH and VX 

can easily be evaluated. VH is the repulsive Coulomb potential seen 

by an electron and generated by all the valence electrons. It is 

defined by Poisson's equation 

and it can be written as a Fourier series 

with 

' 2 
41Te ·p(G) 

lcl 2 
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The divergence of VH(~) for 1~1 ~ 0 is physically irrelevant since 

it is exactly cancelled by the ionic potential generated by the 

. . s.+4 . pos1t1ve 1 · 1on cores (overall charge neutrality). We can therefore 

arbitrarily set VH(G = 0) = Vi (G = 0) = 0. Numerically, however, 
. - on -

the divergent character of VH(G) (and V. (G)) for small G-values 
- 10n -

poses stability problems as we shall discuss later. The non-local 

Hartree-Fock exchange potential, vx<:,:'), which if added to the 

Hartree potential VH(:) cancels the electron self energy contained 

in VH(:), has been approximated using the statistical exchange model 

154 
of Slater. It thus has the local form 

In the present calculations the value a= 0.79 is used in accordance 

with AH which brings Slater's exchange .in agreement with Wigner's155 

interpolation formula at the average valence charge density of Si. 

The function [p(r)] 113 has been obtained by evaluating p(r) = 

2 p(G)ei~·: at a three-dimensional grid of N - 10,000 r-points 
G -
sampling the real space unit cell. The cube root has then been 

taken at each individual :-point and the resulting function [P(r)] 113 

has been transformed back into Fourier space according to 

N 
pl/3(G) = 1 L 

- N r. 
-l. 

[ ( ) ] 1/3 -iG · r. 
p r. e - -1. 

-l. 

The precision of this procedure can easily be tested by omitting the 

step at which the cube root of p(r.) is taken. The final p(G) should 
-l. 

then be identical to the initial values. The exchange potential then 
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has the form 

The exchange potential is an absolute potential which approaches zero 

in the vacuum as the charge goes to zero. p113 (G=O) has a finite 

value and is essential in determining the.absolute value of the 

potential. The sum of the two potentials VH (~) and VX (~) yields the 

electronic screening potential 

and is, at each step in the self-consistent loop, evaluated from the 

total valence charge. 

After initiating the calculations with an empirical potential 

the self-consistent loop is continued by adding the screening potential 

V to an ionic potential V. generated by the Si+4 ionic cores. screen ~on 

This ion pseudopo.tential contains in addition to the exchange a, 

the only parameters of the self-consistent calculation. First, there 

are the atomic positions in the surface which enter V. via a· · ~on 

structure factor. In addition to the structural model, the individual 

atomic ionic potential is also based on a parametrized model. Assuming 

that the first order the ion cores do not change in the free ion, in 

the bulk crystal or in the surface, an atomic model potential which 

2 
was fit to atomic term values (as done by Heine and Abarenkov ) 

has been used in our calculation. One important (but not sufficient) 

check on the quality of this potential is to use it to perform a 

self-consistent Si bulk calculation. This test is not sufficient, 
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since bulk calculations do not probe the long range Coulomb tail of 

ionic potentials. In the case of surfaces, however, this tail is of 

importance. On the other hand, the Coulomb tail is model independent 

and results in a l/q2 behavior of the Fourier transformed potential 

for small wavevectors. 

The repulsive cores of the ionic model potentials fitted by 

Heine and Abarenkov to atomic term values are non-local or R.-dependent. 

In the present calculation a local, "on Fermi sphere" approximation 

was used in deriving the Fourier transform. This Fourier transform 

was fitted to a four parameter curve of the form given by (41). 

The values of the parameters, a., for the ionic model potential are 
~ 

given in Table L. The ionic potential behaves as l/q
2 

for small 

q representing the Coloumb tail and decreases exponentially for large 

q allowing a definition of a reasonable cutoff q "' 3a.u. for Si
4+. 

c 

As mentioned above, self-consistent Si bulk calculations based on 

this ionic pseudopotential yield a band structure in excellent 

ag·reement with the most recent empirical calculations. The most 

important electronic transition energies are reproduced to within 

±0.1 eV. The total bulk valence charge derived from this self-

consistent bulk calculation compares very favorably with the empirical 

21 charge densities of Walter and Cohen. The values of charge 

densities in the bonds change from 25.5 to 25.8 electrons per unit 

cell and at the atomic sites from 7 to 5.5 which results from a 

more repulsive self-consistent potential at the atoms. 

The input potentials for steps n = 1 and 2 of the self-consistent 
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loop then become 

v~l) (r) = V {r) 
1n emp -

v(2) (r) V. (r) + 
. {1) 

(r) v 
in - 10n - screen -

Note that, while V {r) and 
emp -

atomic potentials, all other 

V. (r) are linear 
1on -

potentials v(n) 
screen 

super-positions of 

and v~n+l) (n ~ 1) 
. 1n 

are of a more general form and can no longer be factorized into 

strucutre factor times form factor. This fact accounts for the 

non-linear nature of the dielectric screening and results in the 

(43) 

existence of "forbidden" reflections in the self-consistent potential. 

Since the potential V. {r) was determined empirically for Si 
emp - T 

bulk crystals, it is not expected to yield a very good screening 

charge for a surface described by the ionic cores V. (r). In 
·1on-

fact v~ 2 )(r) results in a very different eigenvalue spectrum and 
1n -

charge than does V~l)(r) and any further steps in the self-consistent 
1n -

loop based on a straightforward extension of (43) would beunreasonable 

and not converge. This very unstable behavior of the self-consistent 

potentials in particular for the·small ~-vectors has already been 

described by Lang and Kohn131 and by AK. 127 In agreement with 

these authors we also find that relaxed, modified versions of (43) 

which compute the input potential of stage (n+l) from a linear 

mixture of input and output potentials of stage (n) does not result 

in a convenient method to attain rapid convergence for the surface 

problem. In the present calculations these instabilities were dealt 

with by computing adjustd.d input potentials V~n) (G) for n > 2 from 
1n -
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preceding input and output potentials individually for each small 

G-vector. This can best be done by inspecting V t versus Vi ou n 

graphs separately for each small G. Even though the various Fourier 

components are not independent, this procedure helps to reach 

convergence fairly rapidly. Mathematically the instabilities are 

reflected in rather steep curves (with negative slopes) of V 
out 

versus V. , i.e. very small changes in V. result in large outshoots 
1n 1n 

in V • For higher 9-vectors, 191 ~ la.u.; no instabilities occur , out. 

and convergence is easily reached. Because of the above mentioned 

instabilities and difficulties in determining long range potential 

fluctuations, work functions and ionization potentials are diffic;ult 

to obtain correctly by our method. 

a. Unreconstructed Surface. Clean unreconstructed Si (111) surfaces 

141 
are known to be thermodynamically unstable below 900°C. ·· 

147 
Stability can be reached at lower temperatures by adsorption of adatoms. 

Nevertheless the clean unreconstructed surface presents an excellent 

model for the theoretical study of surface effects and results obtained 

for it can be compared to su?sequent more elaborate, (reconstructed) · 

surface calculations. Our study of the Si (111) surface therefore 

starts with clean, unrelaxed, unreconstructed surface, in which all 

surface atoms remain at their exact "bulk" positions. In a second 

("relaxed") model the outermost atomic layer was rigidly relaxed 

inwards by an amount of~= 0.3~ as proposed by AH. 150 In Fig. 67 

the crystal structure of Si is viewed in perspective along the 

[110] direction. The [111] direction is vertical. A horizontal 
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(111) surface is obtained by cutting all vertical bonds in a plane. 

An excellent overall impression of the behavior of the electronic· 

states at the Si (111) surface can be obtained by considering the 

total, self-consistent valence charge distribution, as presented 

in Fig. 68 for the unrelaxed surface model. The figure shows charge 

density contours in a (110) plane cutting the (111) surface at 

right angles (see Fig. 67). The plotting area starts midway between 

two films and extends about 4 1/2 atomic layers into the bulk. The 

atomic (unrelaxed) positions are indicated by dots. Moving deeper 

into the crystal, the charge distribution closely resembles the 

Si bulk charge densities; near the surface, it decays rapidly into 

the "vacuum". This rapid decay assures the required "vacuum" and 

hence the decoupling of the films. No surface states can be 

recognized on this plot, since only a small number of them exists 

in a continuum of decaying bulk-like states. It is instructive to 

compare the charge distribution deeper inside the crystal to the 

standard, highly convergent Si bulk charge densities of Walter and 

21 
Cohen. These bulk charge densities which were derived from 

wavefunctions including about 90 planes waves up to G = (331) 2n/a 
c 

have values of 25.5, 7 and 11 electrons per bulk unit cell volume 

n =a 
3
/4 for the bonding site, ~he atomic site and the antibonding 

c 

si~e respectively. Due to the lower degree of convergence in the 

present surface calculations the charge density reaches values of 20, 

9 and 12 at the respective sites. This lack of charge "modulation" 

which amounts to about 25% at the bonding sites results in an error 

in the exchange potential (-P113
) of at most 8% at the bonding sites. 
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We believe that.this range of uncertainty in the potential or 

charge is acceptable and does not influence the results more than 

other conc~ptual uncertainties like the choice of th~ factor a 

scaling Slater's exchange potential. The total charge density can 

also be compared with results obtained by AH for a relaxed Si (111) 

150 surface. (The outermost atomic layer has been relaxed inwards 

by 0.33A.) Scaling their charge contour plot by the volume r2 the 

values 20, 3 and 10 (±2) are obtained for the respective sites. 

Their particularly low value at the atomic site might result from 

a stronger repulsive core potential. 

In Fig. 69 contour plots are presented of the self-consistent 

pseudopotential giving rise to the valence charge discussed above 

and of the empirical starting potential. The potentials are 

displayed in the same plane as the charge in Fig. 68, with values 

given in rydbergs. Self-consistency was reached (within 0.01 Ry) 

after 5-7 steps. Normalized to approach zero in the vacuum the 

potential values for the self-consistent and empirical potentials 

are -1.8 (-1.8) at the bonding site, +0.8 (+0.1) at the atomic site 

and -1.6 (-1.0) at the antibonding site respectively. The self-

consistent potential at the bonding sites differs slightly for the 

different bonds, thus causing some asymmetries in the bond charge 

distributions. Note the more repulsive core of the self-consistent 

potential resulting from the model ion potential used. As mentioned 

earlier, both potentials lead to very similar bulk energy spectra 

and charge densities. The self-consistent potential of AH for a 

relaxed surface model reaches values of around -2.2, >0.2 and 
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-1.6 at the bonding site,·atomic site and antibonding site 

respectively. This is in good agreement~th our self-consistent 

potential except possibly at the atomic site where the AH value is 

not explicitly given in Ref. 150. 

To illustrate the various contributions to the total self-

consistent potential in Fig. 70b, the potentials V. (z), VH(z) and 
l.On 

VX(z) averaged parallel to the surface are plotted as a function of 

the coordinate z perpendicular to the surface. Due to their strong 

long-range Coulomb character V. and VH show only small short 
1.0n 

range fluctuations compared to their absolute values. V. rises 
10n 

about 30 rydbergs over the last six atomic layers and forms a 

strong surface barrier. It is very delicately balanced by the 

screening potential VH leaving a weak attractive net potential with 

fluctuations on the scale of interatomic distances of the order of 

0.5 rydbergs. Strictly specking only the sum of 

physically meaningful; the individual potentials 

VH and V. is 
1.0n 

diverge as lei-~ . 
- ml.n 

The sum is added to the exchange potential VX which is of 

comparable strength and modulation. The resulting total self-

consistent potential is indicated in Fig. 70a. In this figure the 

original empirical starting potential is superimposed to demonstrate 

the change in the potential occurring because of the self-consistency 

procedure. While inside the crystal the two potentials V (z) emp 

and vsc(z) are almost identical (the potential differences visible 

in Fig. 69 cancel almost exactly after averaging parallel to the 

surface), the self-consistent potential v
5
C(z) is somewhat deeper 

at the outermost atomic layer and exhibits a higher surface barrier 



0 0'. J .0 0 b 0 a 0 

-101-

of about 0.2 Ry. These changes localize the charge more in the surface, 

stabilize the surface states and increase the ionization potential. 

In fact, using the empirical starting potential, charge originating 

from states at the top of the valence bands was leaking out into 

the "vacuum". This charge was confined back to the surface by the 

stronger potential obtained in course of self-consistency. Though 

the differences between the empirical and self-consistent surface 

potentials seem to be relatively small, they are essential to stabilize 

the surface. An ionization potential of about 4.0 eV has been 

calculated. As mentioned earlier this quantity is difficult to 

determine precisely with our method and the calculated value is only 

approximate {±1 eV). 

Figure 71 displays the two-dimensional band structure of a 

twelve layer Si (111) film based on the self-consistent potential 

for the relaxed surface model. The band structure is presented for 

surface ~-vector, ~II , between T(O,O), M(l/2,0), K(l/3,1/3) and 

f(O,O) in th.e hexagonal Brillouin zone. The 24 valence bands can 

be roughly divided into 3 bulk groups, representing the 6 low-

lying s-like bands, 6 bands of mixed s- and p-character, 11 p-like 

bands and one separate p-like dangling-bond band in the fundamental 

gap. The three groups of bands, would with increasing .film 

thickness approach continua separated by several gaps in which most 

of the surface states appear. Let us first discuss the dangling 

bond bands in the fundamental gap. Suppose a Si bulk crystal is cut 

every 12 layers parallel to the (111) plane and the pieces are 

gradually separated from each other. With increasing distance one 
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l 

state each would split away from both the valence-bands and the 

conduction bands to meet about at half-gap to form the two fold 

degenerate dangling bond surface band corresponding to the broken 

bonds on either side of the Si films. In Fig. 71 the two bands are 

not exactly degenerate corresponding to some weak interaction 

(~0.2 eV) still present betwe.en opposite surfaces of the 12 layer 

films. If the surfaces are unrelaxed and unreconstructed the two 

dangling bond bands show almost no dispersion parallel to the 

surface, i.e. they would appear extremely flat in the band structure 

plot. If the outermost· atomic layer is relaxed inward, the dangling 

bond band shows an increased dispersion parallel to the surface 

together with a slight overall shift of the bands (see Fig. 71). 

This effect shall be discussed later in more detail in relation to 

charge densities and densities of states. In contrast to the dangling 

bond surface band which exists throughout the two-dimensional 

Brillouin zone independent of relaxation, other surface states show 

up only in parts of the two-dimensional Brillouin zone and some 

depend on relaxation. They are indicated at the high symmetry points 

f, K and M by dots in Fig. 71. A region of particular interest is 

around the point K. Strongly localized surface states exist in the 

gap between -7 eV and -9 eV independent of surface relaxation. 

These states merge into the continuum at M and become strong 

surface resonances. A similar behavior is found around K between 

-2 eV and -4 eV. Even though the existence of these surface states 

does not depend upon relaxation, their exact energy position is a 
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function of relaxation. Other surface states appear only after 

relaxation like the splitting away of the lowest valence band pair 

between -9.5 eV and -12.5 eV throughout the zone. All these 

findings have qualitatively also been obtained in a recent 

analytical model calculation by Yndurain and Falicov. 156 

Comparison with a tight-binding surface band structure calculated 

by Pandey a~d Phillips151 (PP) shows qualitative agreement, though 

quantitative differences exist in energy and number of surface states. 

In particular five surface states are found in our calculations at 

K which agrees with the calculations of Yndurain and Falicov 

whereas PP only report four surface states. The existence of more 

than four surface states at a given vector ~~ I indicates that bonds 

deeper in the crystal, not connected to the outermost layer are 

strongly affected by the surface. The character of the various 

surface states will be discussed later in terms of charge density 

distributions. 

Density of states curves for the self-consistent results for 

the unrelaxed and relaxed surface models are presented in Fig. 72. 

Since these curves represent the total density of states for a 12 

layer slab, their overall features strongly resemble those of the Si 
t: 

bulk density of states. The results for the (2 x 1) reconstructed 

surface (insert) are obtained for a 6 layer slab. They shall be 

discussed in the next section together with 12 layer (2 x 1) 

reconstructed surface calculations. To locate structures associated 

with surface states (no distinction is made in the present case 
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between bona fide surface states and strong surface resonances), 

we investigated the charge density distributions for small energy 

intervals scanning the entire width of the valence bands. One 

problem which arises when simulating surfaces by finite slabs of 

atoms periodically repeated, is spurious structure in the denisty 

of states due to the "unreal" periodicity of isolated slabs 

perpendicular to the surfaces. Spurious two-dimensional singularities 

occur. Their number increases with the number of atomic layers 

per slab. For the "true" surface case these singularities become 

"dense" and disappear. For finite slab calculations all structures 

in the density of states have·to be investigated in this spirit. 

Similar problems are encountered when simulating an amorphous 

material by large unit cells periodically repeated. 126 The 

locations of surface states and strong surface resonances (for the 

relaxed case) are indicated by arrows in Fig. 72. Their labelling 

corresponds to the regions around high symmetry k-points in the two­

dimensional Brillouin zone, from which they originate (see dots and 

labelling in Fig. 71). The surface state energies are given in 

Table LI and compared to experimental data obtained from UPS 

measurements on (2 x 1) and (7 x 7) r:~constructed surfaces. Also 

indicated in Table LI are the results of the self-consistent pseudo­

potential calculation of AH and of the empirical tight-binding 

calculation of PP on unreconstructed relaxed Si (111) surfaces. 

Let us now examine the various surface bands in more detail. 

When relaxing the outermost atomic layer rigidly inwards by an amount 
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of ~ = 0.33A, a surface band (2-fold quasi-degenerate in our model 

originating from the two surfaces of the slab) throughout the entire 

zone splits off between -11 eV and -13 eV. It essentially corresponds 

to s-like states with some P admixture (centered on the two outermost 
z, 

atomic layers) which decay into the crystal. A typical charge 

density plot of these surface states near r (f~b) at about -12.7 

eV is shown in Fig. 73 (top). As one follows this surface band from 

T to M to K the charge center moves somewhat back into the crystal, 

e.g. the charge distribution of the state K b' at about -9.S eV 

is mostly s-like on the second atomic layer with charge extending 

considerably into the "longitudinal" bond between second and third 

atomic layer. A similar situation is found at M for the state 

M~b' at about -10.7 eV. At these two points (K and ,M) the predominant 

s-like charge on the outermost iayer is transferred to the surface 

states K~b and M~b at somewhat higher energies around -8.5 eV. 

These states (in particular K~b) are strongly localized on the 

outermost layer see Fig. 74 (bottom) and decay into the crystal 

being localized at every other layer (1,3,5 etc.). Roughly it can 

therefore be said that at K the state K~b' at -9.8 eV has s-like 

charge on the second, fourth, etc. atomic layer, decaying into the 

bulk, whereas the state K~b at -8.5 eV has decaying s-like charge 

at the first, third, etc. atomic layer. 

The next surface states or strong surface resonances appear only 

at considerably higher energy and they correspond to mostly p-like 

states with somes-admixture. Starting at rat -1.5 eV (ftb) a 
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2-fold degenerate (4-fold in our case of two surfaces) surface band 

appears corresponding to the transverse back bonds between first and 

second atomic layer; its charge distribution is shown in Fig. 73 

(bottom). This band merges into the continuum as one goes from r 

to M where it appears as a strong resonance. Again a region of 

special interest is at K. A very similar arrangement to the low 

lying s-states is found for the energies of the p-states. The bulk­

like states merge into two narrow groups of bands separated by a 

~2 eV gap (see Fig. 71). One surface state (KR-b') is found inside 

this gap at about -2 eV. In contrast to the s-like surface state 

KR-b-at -8.5 eV this state does not appear midgap; a small potential 

perturbation might have moved this more sensitive p-like state 

slightly up towards the upper group of bulk-like bands. Another 

surface state (Ktb) splits off below the lower group of bulk-like 

bands at -4.2 eV. The resemblance between the s-like and p-like 

band structure at K and an inspection of the corresponding charge 

densities suggest very strong decoupling of s- and p-states at K. 

This kind of dehybridization decreases band dispersion, localizes 

states and favors the formation of surface states. In fact it is 

the special form of the structure factor at K which allows 

separation into s-states centered on even or odd numbere~ layers, 

longitudinal p-states and transverse p-states.
156 

To support 

this statement further we note that the charge distribution for the 

state Ktb at -4.2 eV is almost identical to the charge of the states 

rtb at -1.5 eV (see Fig. 73 bottom) and therefore has strong trans­

verse character appearing between the first and second, third and 
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fourth etc. layer. The state K b' at -2.0 eV (see Fig. 74 top) is 

of longitudinal character, the charge appears in the longitudinal 

bonds between the second and third, fourth and fifth etc. layer, 

decaying into the crystal. desaying into the crystal. We would like 

to note that the behavior of surface states being localized at 

alternating atomic layers is not an artifact connected with the 

finite slab approximation; it has analytically been confirmed for 

.. f. . f d 1 156 
sem1-1n 1n1te sur ace mo e s. 

In contrast to f where two transverse back bond states exist, 

at K only one such surface state appears, the other having merged 

into the continuum. Again the situation at M is similar to that 

at K, with smaller gaps, however, and surface states merging into 

the continuum. The preceding analysis showed clearly that surface · 

states can "penetrate" deeply into the longitudinal bond between 

second and third layer which puts severe restrictions on the size 

of model clusters representing the surface and which has to be 

considered in positioning a matching plane as used by AH separating 

the surface region from the bulk. It can be inferred from Fig. 72 

that inward relaxation strengthens the transverse back bonds and 

therefore lowers the energies of the states ftb and Ktb' It 

weakens the longitudinal back bonds and raises the energy of states 

like KR.b'' These effects are also reflected in the total charge 

density. They shall be discussed again in connection with (2 x 1) 

reconstructed surface. 
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The most prominent surface states are the dangling bond states 

in the fundamental gap. In both the unrelaxed and relaxed cases, 

the surface bands are half occupied leaving the surface metallic 

with a Fermi ,level positioned as indicated in Figs. 71 and 72. A 

charge density plot for the occupied part of this band is presented 

in Fig. 75. The charge originates from states around M and K and 

exhibits the very pronounced dangling bond character. The unoccupied 

states originate from a region around and show some stronger 

mixing with back bond states. Though the comparative study of the 

unrelaxed and relaxed surfaces yields very useful information 

about the existence energy positions and energy shifts of surface 

states, these two surface models cannot satisfactorily explain a 

number of experiments. These experiments include various photo-

. . 149 f b "1" d. 141 h em1ss1on measurements sur ace mo 1 1ty stu 1es, p oto-

conductivity141 and infrared absorption measurements144 on freshly 

cleaved Si (111) surfaces, exhibiting a (2 x 1) reconstruction. 

The most important experimental facts which cannot be explained 

involve the surface states in and close to the fundamental gap. 

To gain some understanding of the behavior of these states after 

(2 x 1) reconstruction and to find explanations for the various 

experimental results, we have done fully self-consistent calculations 

on a (2 x 1) reconstructed surface model. A detailed discussion of 

this surface model and the results obtained is given in the follow-

ing section. 

b. Reconstructed Surface. Carefully cleaved clean Si (111) surfaces 
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exhibit a (2 x 1) superstructure as seen from low energy electron 

diffraction (LEED) patterns. At the present time unfortunately 

there does not exist a satisfactory analysis of the LEED intensities 

which would uniquely determine the (2 x 1) surface geometry. Any 

calculation of the electronic structure of the (2 x 1) surface is 

therefore necessarily based on empirical structural models. The 

situation is complicated by the fact that the (2 x 1) reconstructed 

surface is metastable. It transforms into a more complex (7 x 7) 
' 

structure upon annealing, which is the thermodynamically stable Si 

(111) surface geometry, or it transforms into the simple· (1 x 1) 

structure after adsorption of adatoms. Once annealed or contaminated, 

(2 x 1) structure cannot be recovered. Due to this fact, models for 

the metastable (2 x 1) surface cannot easily be established on 

thermodynamical grounds. Various different reconstruction models have 

148 thus been suggested. Most recent discussions seem to favor the 

formation of the (2 x 1) superstructure by periodically raising 

and lowering rows of surface atoms leaving a buckled surface, 

This model for reconstructed surfaces was first suggested in 1961 

by Haneman
157 

and later developed by Taloni and Haneman. 158 In 

addition to the periodic raising and lowering of rows of surface 

atoms, in Haneman's nodel, the second layer-atoms are slightly 

shifted laterally to approximately conserve the individual bond 

lengths of the-transverse back bonds between first and second layer. 

The situation is schematically indicated in Fig. 76. Without the 

lateral shift of second layer atoms, transverse back bonds of 

. different lengths would exist. This modified Haneman model has 
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159 recently been proposed by AH. In their model calculations done 

on two differently relaxed (inward and outward) (1 x 1) surfaces, 

the main emphasis has been put on the existence of stretched and 

compressed back bonds. The subsequent discussion of our results 

obtained for a (2 x 1) Haneman model, however, will show that all 

essential experimental findings can be understood even if the lengths 

of the transverse back bonds are approximately conserved. 

The structural parameters entering our (2 x 1) reconstructed 

surface model are the following: alternating rows of atoms have 

been raised by 0.18A and lowered by O.llA , and second layer atoms 

have been shifted laterally as indicated by the arrows in Fig. 76 

such as to approximately preserve the length of the back bonds. 

This choice of parameters may not represent an optimum choice. In 

particular, since these parameters represent an overall outward 

relaxation of the outermost atomic layer, some surface states which 

depend on inward relaxation like the states r~b at the bottom of the 

valence bands will become delocalized. Our main interest in this 

study however is the behavior of the electronic states in the 

vicinity of the gap and their dependence on the character of the 

reconstruction (buckling with preserving the length of back bonds). 

The planar unit cell now contains 4 atoms. First preliminary 

calculations have been done on six-layer slabs separated by 3 bond 

lengths of empty space. The corresponding density ~f states in 

the vicinity of the ·valence band edge, obtained from 72 ~-points in 

the two-dimensional Brillouin zone is shown as an insert in Fig. 76. 
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As expected, qualitative changes compared to the unreconstructed 

(1 x 1) case occur. Doubling the real space unit cell in one 

dimension corresponds to folding back the Brillouin zone in certain 

directions. Thus two surface bands appear separated by a gap 

resulting from the potential perturbation of the reconstruction. 

This behavior is reflected by the density of states in Fig. 72 

showing two peaks which now correspond to two different bands. In 

Fig. 72 the density of states does not vanish between the two 

peaks, thus leaving the surface semi-metallic. In fact the gap 

between the two surface bands is comparable or smaller than their 

dispersion. We believe that this behavior is an artifact of only 

including 6 layers per slab. The sufrace states on opposite surface 

of the slab show too much interaction, consequently causing the 

semimetallic behavior. To obtain more quantitative results (2 x 1) 

calculations with 12 layers per slab have been performed. Because 

of the large ~atrix size (about 320 plane waves were included to 

obtain the same convergence as for the unreconstructed cases), the 

self-consistent calculations were based on a two~point scheme 

((O,O)f and (l/2,1/2)K'). For the final self-consistent potential 

several ~~~-points along high synnnetry directions have also been 

included. A band structure showing the bands in the vicinity of 

the fundamental gap is presented in Fig, 77. The two dangling bond 

surface bands are split by a gap of~ 0.27 eV throughout the zone. 

They show some dispersion of only about 0.2 eV. The Fermi-level 

falls between the two bands, thus creating a semi-conducting 

surface. To obtain a density of states curve for these bands a 
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four term Fourier expansion for the band energy E (~II ) has been 

fitted to the calculated band structure at the, four ~~,-points 

r, M' , M and K' , and subsequently evaluated over a fine grid of ~II· 

-points of the two-dimensional Brillouin zone. The results are shown 

in Fig. 78 (bottom). Two structures are found separated by about 

0.4 eV corresponding to the two surface bands. The lower surface 

band which overlaps with states arising from bulk and other surface 

bands is centered at about E = EV = 0. Experimental photoemission 

data
142

' 
143 

show h 1 (E 0 5 V) structure at somew at ower energy ~ - • e . 

Further lowering of the calculate surface band and better agreement 

with experiment can probably be obtained by using a different choice 

of atomic displacement parameters. Our results, however, show the 

definite trend of splitting the dangling bond surface bands combined 

with an overall lowering because of the buckling structure. Also 

indicated in Fig. 78 (top) is a joint density of states (JDS) for 

optical transitions between the lower and the upper surface bands. 

Matrix-element effects have not been considered in this plot. The 

JDS curve can be qualitatively compared to infrared absorption 

measurements
144 

(broken line). A quantitative comparison is not 

reasonable because of the ad hoc choice of atomic displacement 

parameters and because of probable strong excitonic effects. 

It is also instructive to calculate the charge denisty distributions 

for states inside the two peaks in the density of states of 

Fig. 78 (bottom). The corresponding charge (or hypothetical charge 

for the unoccupied upper band) is displayed in Fig. 79 in a (210) 
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plane intersecting the surface at right angle. This plane corresponds 

to the (110) plane of the unreconstructed surface. The buckling 

raises the surface atom on the left hand side and lowers the surface 

atom on the right hand side. Due to lateral shifts the second layer 

atoms are slightly moved out of the (210) plane. The states show 

very interesting real space behavior. Electrons in states originating 

form the lower peak labelled d t are located predominantly on those ou 

atoms which have been raised and avoid those atoms which have been 

lowered. Conversely the wavefunctions for unoccupied states of the 

peak labelled d. are concentrated around those atoms which have 
l.n 

been lowered. The surface thus exhibits a (2 x 1) pattern of nearly 

two-fold occupied dangling bond states centered at every second row 

of atoms. Roughly speaking the unpaired dangling electron of every 

second surface atom (in) is transferred to its neighboring atom (out) 

where it paris up with another electron, thus creating an ionic 

semi-conducting surface. In view of this picture infrared transitions 

are expected to have a very weak oscillator strength because of 

the small wavefunction overlap. In fact, the calculated dipole 

matrix elements are of the order of 0.05 2~/a and about one order 
c 

of magnitude smaller than average bulk matrix elements. However, 

the net charge transfer obtained in our calculation is presumably 

too large and would be decreased by correlation effects. These 

effects can be considerable for bands of 0.3 eV width; since 

they are not included in our calculations, the results are of a more 

qualitative nature. It can be seen from Fig. 79 that the charge 

distribution of the lower peak (d t) extends somewhat into the back ou 
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bonds. This mixi~g of states happens around the r-point where the 

lower dangling bond band actually overlaps with lower lying back bond 

states. In fact some of the transverse back bond states (rtb) 

found at -1.5 eV for the unreconstructed surface rise in energy upon 

reconstruction and fall between 0 and -0.8 eV. At ~~~-points 

further away from the f-point (K',M',M) the dangling bond surface 

bands have very pure dangling bond character and do not show any 

noticable mixing with the back bonds which decrease in energy to 

about -3.5 eV. The existence of transverse back bonding surface 

states (or strong surface resonances) close to the valence band 

· maximum may explain angular photoemission results149 involving 

states between 0 and -1.4 eV. These results show a threefold 

rotational pattern as do the transverse back bonding states but 

the pure longitudinal dangling bond states do not. The results 

we obtained for the (2 x 1) reconstructed surface can be under-

stood on the basis of simple chemical arguments. Since our 

calculations were based on Haneman's model which excludes bond length 

variations (such as AH propose in their model) the various changes 

in the electronic structure must in first order are caused by 

bond angle variations. This concept is not new, in fact Haneman's 

original model was designed on this basis. 

The following discussion includes three different bonds and 

their respective energies i.e. the energies of a state whose charge 

are primarily concentrated in one of these bonds: the (longitudinal) 

dangling bonds d with energy Ed' the transverse back bonds bt (Et) 

between first and second atomic layer and the longitudinal back 

bonds b~(E~) between second and third atomic layer. 
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Let us consider the case of the raised outermost atom, In 

this case the bond angles between the longitudinal orbitals are the 

transverse orbitals are increased whereas the bond angles among the 

transverse orbitals are decreased. 3 The ideal sp hybridization is 

consequently changed in such a way as to increase the amount of 

s-like character in the longitudinal orbitals and of p-like character 
I 

in the transverse orbitals. As a consequence the energy Ed of the 

dangling bonds d is lowered due to an increased s-admixture. The 

transverse back bonds bt now contain more p-character which raises 

their energy Et and weakens the bonds. The longitudinal back bonds 

like the dangling bonds.contain mores-character which lowers their 

energy E and strengthens them. The inclusion of bond-length 
R. . . 

. variations (AH model) would result in an additional stretching of 

the transverse back bonds bt and a further weakening. In the case 

of the lowered outermost atom the bond angles change the opposite 

way causing a decrease of s-character in the longitudinal orbitals. 

The energy Ed of the dangling bonds d is raised, the energy Et of 

the transverse back bonds bt is lowered combined with a strengthening 

of the bonds (an additional bond length contraction would increase 

this effect) and the energy ER. of the longitudinal back bonds b is 

increased combined with a weakening of the bonds. Raising and 

lowering of alternating rows of atoms leads in first .order to a 

combination of the above effects. The net effect on the 

longitudinal back bonds cannot be anticipa~ed in this simple picture. 

The simple picture apparently underlies our self~consistent 
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pseudopotential results. It accounts for-the following facts: 

(a) the strengthening of the transverse back bonds and the 

weakening of the longitudinal back bonds in the relaxed (1 x 1) 

geometry. (Here the transverse back bonds have also been contracted.) 

(b) the raising of the dangling bond energy £b at r in the 

relaxed (1 x 1) geometry. 

(c) tpe more s-like character of the lower dangling bond band 

in the (2 x 1) geometry as compared to the upper more p -like 
z 

dangling bond band. This can be recognized from the dangling 

bond charge having· a different asymmetry around the outermost atoms 

in Fig. 79 (top and bottom). 

(d) the localization of the lower occupied dangling bond 

orbitals on the raised atoms and of the higher unoccupied dangling 

bond orbitals on the raised atoms and of the higher unoccupied dangling 

bond orbitals on the lowered atoms in the (2 x 1) geometry. 

(e) the raising of the transverse back bond energies £t up to 

about -0.5 eV at r and -3.5 at K' for back bonds connected to raised 

outermost atoms in the (2 x 1) geometry. 

To summarize our silicon surface calculations, we have investigated 

three different surface models: and ideal, or unrelaxed surface, 

a relaxed surface and a reconstructed surface. The unrelaxed and 

relaxed surfaces have also been investigated by Appelbaum and 

150 
Hamann in the only previously existing self-consistent 

calculation. Their results are basically consistent with our cal-

culations. In addition new types of surface states corresponding 
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to the longitudinal back bonds between the second and third atomic 

layer and found and complete density of states curces are presented. 

A buckled (2 x 1) surface model such as proposed by Haneman (with 

perserved back bond lengths) has been used to study the (2 x 1) 

reconstructed surface. The salient experimental results on (2 x 1) 

Si (111) surfaces can be understood on the basis of this model. 

Upon reconstruction the dangling bond band is split and lowered 

considerably in energy. The surface is found to be semiconducting 

producing a infrared absorption peak at low energies. Transverse 

back bonding surface states are found to be raised in energy and 

appear between 0 and -0.5 eV below the valence band edge at and 

above -3.5 eV at K'. These states may be the origin of the angular 

dependent photoemission results • The various effects are discussed 

on chemical grounds in terms of bond angle variations occurring with 

reconstruction. Changes in back bond lengths such as claimed by 

159 . . 
AH. in a recent paper to be essent~al are thus not necessary for a 

satisfactory explanation of spectroscopic data. The existence of 

bond length changes, however, cannot be ruled out on the basis of 

the existing results since both bond angle- and bond length variations 

seem to alter the electronic structure at the surface in a similar 

manner. 

2. GaAs (110) Surface 

In this section we continue our discussion of semiconductor 

surfaces by considering the electronic structure of the (110) GaAs 

surface. To our knowledge, this is the first self-consistent 

surface calculation for a zincblende material. Although our 
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structural model is for an unrelaxed surface, a comparison with 

recent experimental data exhibits excellent agreement for the 

energy spectrum of the dangling bond surface states. In addition 

to displaying the valence change density for these states, and 

the total charge density, we present a local density of states 

calculation. This latter function, which displays the density of 

states layer by layer, illustrates the relative decay into the 

bulk of the surface states. 

The (110) surface is of natural interest in GaAs as this is 

the surface formed upon cleaving. The "surface" unit cell for GaAs 

(110) surface is displayed in Fig. 80. Low energy electron 

diffraction studies160 have indicated that this surface does not 

reconstruct, but retains its primitive configuration. This, 

unfortunately, does not rule out a non-ideal surface such as a 

relaxed or "buckled" (1 x 1) surface which would yield a similar 

diff i . . 11 h . . 142, 161 ract on patterns. Exper1menta y, p otoem1ss1on, 

' 162 163-165 
partial yield photoemission, energy loss spectroscopy, 

b d b di 166 d 11" 167 h "fi d an en ng, an e 1psometry measurements ave ver1 e 

the existence of two surface states of an apparently dangling 

bond nature: one occupied surface state lying approximately 0.5 

eV below the valence band maximum, the other, an empty surface 

state, 0.8 to 1.0 eV above the valence band maximum. Although 

h h . . 142 "bl f h . i . t e p otoem1ss1on measurement respons1 e or t e pos1t on1ng 

161 164 
of the occupied surface state has been the subject of controversy ' 

the existence of an occupied state in this general region seems 

to be well accepted. The empty surface state, on the other hand, 
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162 163 166 has been measured by several different methods ' ' with 

agreement between the various techniques. In fact, not only is 

the energy placement well established for this state, but its 

localizat.ion and angular momentum charcter have also been investigated. 163 

Becuase energy loss experiments involving excitations from the d-core 

levels of As show no evidence of a loss peak corresponding to the 

empty surface state, it is felt that the~e states are localized 

primarily on the Ga atoms163 (the occupied surface states then being 

associated primarily with As). Further, such experiments have 

yielded apparent selection rule effects indicating a primarily 

163. 
a-character for the Ga dangling-bond states. The separation ,. 

in energy of the Ga and As dangling bond states by an energy of 

the order of the bulk band gap has also been ascertained by 

167 ellipsometry measurements. 

The theoretical picture has lagged, regretably, behind these 

experimental advances. While self-consistent calculations on 

150 168 Si ' · exist in good accord with the prominent experimental 

features, thus far only tight binding169 • 170 and "abrupt"i'otential" 

. 171 
matching scheme calculations have been performed on this surface. 

Whil h i h b d . h d f 1 151, 169, 170 e t e t ·. g t in 1.ng. appraoc has provi ed quite use u , 

it is deficient in several respects. The method is, of course, 

not self-consistent and thus the parameters which characterize the 

surface are usually obtained from bulk calculations via simplified 

assumptions which may not accurately reflect the actual situation 

at the surface. 
I 

Also since the tight binding method parameterizes 

the surface problem by interaction parameters, wave functions are 
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not obtained. With regard to the abrupt potential model, while such 

a potential is quite unphysical, useful qualitative trends can be 

obtained with this appraoch. 

In any event, while such calculations have yielded dangling 

bond surface states in approximate agreement with experiment, they 

do not agree among themselves with respect to the dispersion at 

the surface bands, or a precise placement for these bands. 

The calculation was performed in a manner similar to the silicon 

surface. Our slab thickness was chosen to be eleven layers; the 

separation between neighboring slabs was taken to be eight layers. 

The empirical and ionic potentials for GaAs are given in Table 

LII. Our final potential was self-consistent to within 0.01 Ry. 

In order to assume accurately converged wavefunctions to determine 

the screening potential, the basis set consisted of approximately 

450 planes waves. Symmetrized waves were used to decompose the 

secular equation into two matrices approximately 225 x 225. An 

additional 500 waves were treated in an approximate fashion by a 

second order perturbation technique. 3 Becuase of the semiconducting 

nature of this surface we need only consider a few representative 

points to obtain a sufficiently accurate charge density. Twenty 

points in the two dimensional Brillouin zone were used for this 

purpose. 

In Fig. 81 the total valence charge density for the (110) 

surface is displayed for the two types of surface atoms. We 

b h f f h f S . 150, 168 note in ot igures, as was true or t e case o 1, 



0 0 

-121-

the presence of a channel with essentially zero charge extending 

from vacuum to bulk. 150 It has been suggested that impurities 

or interstitials could migrate along such a channel. With respect 

to the bonding charge we note 'the surface perturbation is essentially 

healed to its bulk configuration by the third layer. An interesting, 

but not surprising, result is the localization of the dangling 

bond charge ort the As rather than Ga atom. - The stronger As 

potential is dominant in determining the bond shape and position, 

therefore, the removal of the Ga atom by the creation of a surface 

has relatively little effect on the bonding charge. 

Although the charge is localized relatively more on the As as 

a whole, the surface appears not to be more ionic than the bulk. 

By examining the bonding charge as a function of distance from 

delocalization or weakening of the bond; however, the relative 

ratio of charge localized.on the As with respect toGa remains 

roughly the same. 

In Fig. 82 the charge densities are displayed for the dangling 

bond surface states. The occupied surface state is localized on 

the As with the empty state localized on the Ga in agreement with 

163 experiment. · The As state is located in energy below the valence 

band maximum for the most part, but at the zone center it becomes 

quasi-degenerate with the valence band maximum. This type of energy 

dispersion is in agreement with the tight binding calculation of 

Ref. 170, but not that of Ref. 169 where the surface band minimum 

was found to occur at the zone center. That this band does not 

extend into the optical gap is of some interest, because while 
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the precise position of this state has been questioned, it appears 

to be well established161 that it does not contribute significantly 

to the density of states in ~he bulk band gap region. 

The charge density of the occupied state is of predominently 

p-character as can be observed from the two lobe configuration 

displayed in Fig. 82. This is to be contrasted with the Ga 

dangling bond states. Here the character is more s-like but retains 

some p-character as indicated by the small lobe-like feature 

opposite to the charge maximum. In fact, it has been suggested, as 

. . 163 
mentioned previously, that such a trend should be observed. 

In Fig. 83 we present the results of a local density of states 

(LDOS) calculation. Previously one of the advantages of the tight 

binding methods relative to the pseudopotential methods was the 

ease in which LDOS calculations can be performed. In the tight 

b . d. 170 d f. h 1 1 d . b 1n 1ng case we may e 1ne t e oca ens1ty y 

N. (E) = 
1 

I I<IJ!k I<Pik .>12o[E-E Ckii)J 
kll'n -ll'n ~wJ n-

j 

where ~~I is the wavevector parallel to the surface, n is the band 

i:dex, IJ!kl J•n is the wavefunction of the total Hamiltonian and 

cfl~l l'j is the jth Bloch function orbital centered on an atom i. 

Physically this can be interpreted as the probability an electron 

will be at the ith site with energy, E. Such a definition can easily 

be modified using pseudo wavefunctions to 
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N (E) = 

The integral extends over the volume of interest, Q, Thus NQ(E) 

can be interpreted as the probability an electron with energy, 

E, is in the region Q, 

In order to ascertain the LDOS. defined by (44) as a function 

of distance from vacuum to bulk, we have chosen to be bound by 

planes parallel to the surface and passing through the mid-point 

(44) 

between layers. Thus "Layer 1" of Fig. ·83 corresponds to integrating 

all charge within one-half an interlayer distance on both sides of 

the surface atoms. Five points in the irreducible zone went into 

the make-up of the histograms. Accordingly 220 eigenvalues went 

into the valence band portion of the figure. 
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The positions of four prominent surface states are indicated 

by the shaded areas in Fig. 83. These surface features have been 

observed previously in tight binding LDOS calculations170 with the 

energy positions in approximate agreement with our results. 

However, there are some weak surface features near -2 eV which are 

observed in our calculation via a charge density analysi~, but are 

not observed in the tight binding calculation. 

The approximate energy positions of the surface features with 

respect to the top of the valence band are listed in Table LIII. 

These features may be classified by the character of their' charge 

density. The deepest lying surface state is localized on the As 

and has s-like character. The next surface feature, on the high 

energy side of the antisynnnetric gap, is localized on the Ga and 

also has s-character. Near the top of the valence band are three 

distinct types of surface states which are p-like and localized mostly 

on the As. These surface features are "back" bonds with charge localized 

between the first and second surface layers, "parallel" bonds with 

charge localized along the bonding direction between neighboring 

surface atoms, and "dangling" bonds localized on the cut bond 

formed by the creation of the surface (as in Fig. 82). The 

"parallel" and "dangling" bond surface states are nearly degenerate 

in energy, although the dangling band feature is must stronger 

in the LDOS figure. In the next section on ZnSe illustrations of 

the parallel and back bond surface states will be presented. The 

states in the gap, as mentioned, are predominantly localized along 
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the dangling bond, and centered on the Ga. 

Finally, with regards to Fig. 82 we riote the finite width of the 

histogram means both bulk and surface contributions can be included 

in the same energy interval. ·Nevertheless, the major features 

are quite clear, and the decay of the surface features can be easily 

discerned. In no case has the surface perturbation not decayed 

to less than a quarter of its value from the first to third layer 

in the LDOS plot. We note by the fifth layer ·the general features 

12 of the LDOS curve are in good agreement with the known bulk spectrum. 

This confirms our use of only eleven layers in the repeated slab. 

3. ZnSe (110) Surface 

Although the ZnSe (110) surface has not been studied experimentally 

to the extent GaAs has been, it allows us to describe trends with 

ionicity and to examine the surface states present in II-VI compounds. 

The details of the ZnSe surface calculation are identical to the 

GaAs surface calculation with the exception, of course, of the ionic 

potentials. The empirical and ion core potentials used for ZnSe 

are listed in Table LIV. 

A total charge denisty for the ZnSe surface is presented in 

Fig. 84. The planes displayed are as in the GaAs calculation. 

The obvious difference from GaAs is the greater charge transfer 

present in ZnSe. This is to be expect'ed by a comparison with the 

bulk charge densities. There are some noticeable differences due 

to surface properties in ZnSe. The surface perturbation appears 

to heal more rapidly in ZnSe than GaAs. The only difference 
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between the Se ions on the surface and deep in the bulk is a slight 

decrease of charge on the Se surface ions. A similar effect is found 

for the Zn ions. A comparison of the charge density for local pseudo-

21 
potential calculations for ZnSe with the charge away from the 

surface is quite satisfactory. Although our convergence criteria is 

slightly less th~n ZnSe bulk calculations, the difference between the 

"bulk" charges is typically less than 20%. Such a discrepancy existed 

in the Si surface calculation. 

In Fig. 85 a LDOS curve is presented for the ZnSe surface. Away 

from the surface layers the density of states appears quite similar 

to bulk ZnSe calculations. While the local pseudopotential apporach 

yields valence band widths too narrow compared to experiment 

(see the ZnSe bulk section), we should be able to determine accurate 

trends for the ZnSe surface. Figure 85 also shows the much more 

rapid decay of surface states in the "antisymmetric" and fundamental 

gaps of ZnSe compared to the GaAs surface. Similar surface features 

occur for the ZnSe surface as compared with GaAs. In Table LV we 

list the surface states for ZnSe and their approximate positions 

with respect to the bulk valence band maximum. 

The lowest lying surface state is localized on Se and is 

displayed in Fig. 86. The charge density is localized completely 

on the Se and is obviously s-like. The state, unlike the correspond-

ing GaAs state, has split away form the bottom valence band (creating 

nearly 2 eV gap between the surface state and valence band). 

Unfortunately, the Zn 3d core states lie in this energy region and, 
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therefore, experimental election of the Se s-like surface state 

would be difficult. 

In Fig. 87 the a Zn-Se "mixed" surface state is displayed. It is 

less well defined than the Se 'state and is localized somewhat on 

the Zn ion. Unlike GaAs, it lies almost 1.5 eV above the second 

valence band edge (well into the bulk valence density of state). 

Such a trend can be understood by considering the weakening of the 

Zn potential compared to Ga. Not only has the weakened Zn potential 

led to a higher energy placement for this state, but also the Zn 

dangling bond state. 

In Figs. 88, 89 and 90 we display the charge densities for the 

"back", "parallel" and "dangling" bonds localized on Se. In 

constrast to GaAs, these states are very strong in the LDOS curve. 

Specifically, the Se back bonds are well defined. The parallel 

and dangling bonds show more dispersion then the corresponding 

states in GaAs and are more extended into the fundamental gap than 

in GaAs. As the potential strengthens it is to be expected that 

differences between the parallel and dangling bond states should 

be larger and consequently the splitting between become larger. 

Finally in Fig. 91 we have displayed the charge d~nsity for the 

dangling bond surface states localized on the Zn. The splitting 

of Zn and Se dangling bond states has increased considerably 

compared to GaAs. This is t.o be expected; with increasing ionicity 

the surface states become more disimilar and the energy gap between 

them increases. 
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Table I. Parameters used in the calculations. 

Si Form Factors (Ryd) A 
0 

·aA
0

/3E a 

V(/3) v(/8) V(/U) (Ryd) (Ao) 

Local -0.2241 0.0551 0.0724 5.43 

Energy 
Dependent -0.257 -0.040 0.033 0.55 0.32 5.43 
Non-local 
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Table II. Eigenvalues (in eV) at f, X, L symmetry points for local 
and energy dependent non-local pseudopotential calculations 
for silicon. 

Point Level Local Energy 
Dependent 
Non-local 

r r1 -12.53 -12.36 

r25' o.oo 0.00 

r15 3.43 3.42 

r2' 4.17 4.10 

r1 8.60 7.69 

r12' 7.82 8.19 

X x1 -8.27 -7.69 

x4 -2.99 -2.86 

x1 1.22 1.17 

L L2 -10.17 -9.55 

L1 -7.24 -6.96 

L3, -1.22 -1.23 

11 2.15 2.23 

L 
3 4.00 4.34 
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Table III. Sum rules from Eq. (37) for EO,G and EG, G' in units 

of (eV) 2 in the limit q~o along-the ~-direction. 

jwim EG,G'dw 
r(G-G'~ · 

(..!!..)G (..!!..)G' 1T 2 ~<~) e<~+9) ·e<~+~') -w 
2'1T - 21T - 2 p 

(000) (000) 415.6 433.5 

(111) (111) 431.6 433.5 

(200) (200) 430.1 433.5 

(220) (220) 403.2 433.5 

(311) (311) 311.8 433.5 

(222) (222) 278.4 433.5 

(000) (111) -50.9 -54.7 

(000) (200) 0.0 o.o 

(000) (220) 11.5 10.3 

(000) (311). 21..6 20.2 

(000) (131) 7.2 6.7 

(000) (222) 15.5 15.0 



Table IV. Theoretical and experimental.reflectivity structure and their identifications including 
location in the Brillouin zone, energy (in eV) and symmetry of the calculated critical 
points for Si. 

0 

Reflectivity Structure Associated Critical Points Symmetry Critical Point 0 

Theory Experiment Location in the Brillouin Zone of CP Energy 

Local Non- 5°Ka) 80°Kb) Local Non-local Local Non- Local Non- c 
local local local 

3.40 3.36 L3'-Ll L3,-L Mo Mo 3.37 3.46 .t~ 
3.48 3.49 

3.45 3.41 r25;-rl5 r 25'-r 15 Mo Mo 3.43 3.42 (;..! 

Near Near Mo Mo 3.46 3.42 0 

(0.1,0.02,0.02) (0.1,0.05,0.05) Ci'' 

3.75 3.70 3.66 (3.88)c) Vol. along 1:::. Vol. along 1:::. 
I 

0 -- -- -- -- t-' 
w 
t-' 

4.26 4.15 4.30 4.38 Vol. near Vol. near -- -- -- -- I -.!? 
(.9,.1,.1) (.9,.1,.1) 

4.53 5.47 4.57 4.57 Large region near Large region near M2 4.53 4.47 
Ul 

M2 
(.5r25, .25) and f . ~ r 3' • 3) and 
I4- 1 4 1 M2 M2 4.49 4.60 

L3-L3' L3-L3, Mo M2 5.22 5.56 

5.32 5.58 5.48 -- A3-A
3
,(.4,.4,.4) A

3
-A3 ,(. 45,. 45, .45)M1 -M3 5.25 5.57 

a) From Ref. 47. 

b) From Ref. 48. 

c) Inferred from £
2

(w) data of Ref. 48. 
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Table V. Comparison of critical point energies (in eV) for Ge as 
calculated by local and energy dependent non-local pseudo~ 
potentials and as measured by photoemission experiments. 

Energy Theory Experiment 

Level Local Non-local 

rl2' 8.60-j.. 8.19 8.3 ± O.la 

rl 7.82+ 7.69 7.6a 

r2, 4.17 4.10 4.15 ± o.o5a 

rl -12.53 .-12.36 -12.4 ± 0.6, b -12.5 ± 0.6c 

x4 -2.99 -2.86 -2.9, a -2.5 ± 0.3c 

L~in -4.48 -4.47 a 
-4.4' -4.7 ± 0.3b,c 

L3 4.00 4.34 3.9 ± O.la 

L3' -1.22 -1.23 -1.2 
± 0.2a 

Ll -7.24 -6.96 -6.4 ± b 0.4, . -6.8 ± 0.2c 

L2' -10.17 -9.55 -9.3 ± 0.4c 

a. From Ref. 63. 

b. From Ref. 6. 

c. From Ref. 4. 
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Table VI. Cyclotron mass parameters (see text) and conduction band 
minimum masses compared to the theoretical values from 
a local and energy dependent non-local pseudopotential. 
The magnitude and position of the indirect gap along 
the ~ direction is also given. 

Ge Experiment Theory 

Local Non-local 

F' -5.04a -5.11 --5.07 

H' -4.53. 
a -4.49 -4.23 

G' -0.87a .,-0.88 -0.89 

mo/mcl 5~25b 5.15 5.31 

mo/mcll i.o9b 1.21 1.18 

ak i /27T 0.86c -0.85 -0.85 mn 

E 1.15d 1.13 1.05 
ind 

a) From J.C. Hensel as listed in Ref. 69. 

b) See Ref. 70. 

c) See Ref. 71. 

d) See Ref. 72. 
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Table VII. Fourier coefficients of the valence pseudocharge density 
(units of e/n ) as calculated by local and energy 
dependent non~loc'al pseudopotentials for Si. 

G(a/2rr) Local Non-local 

000 8.00 8.00 

111 -1.748 -1.924 

220 0.270 0.035 

311 0.412 0.345 

222 0.481 0.467 

400 0.206 0.273 

331 0.018 0.015 

422 -0.006 -0.033 

333 -0.001 -0.032 

511 -0.004 -0.022 

440 0.007 0.002 
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Table.VIII. Parameters used for Ge. A gaussian non-local d-well 
was employed. 

Form Factors (Ry) 

V(/3) V(/8) V(/11) 

-.221 .019 .056 

Spin-orbit parameter:. l.1 = 0.00097 

A2 

(Ry) 

0.275 

a 

(A) 

5.65 
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Table IX. Ge eigenvalues in eV at r, X and L symmetry points: 
The symmetry labels are from Ref. 23. 

'"· .. 

"· 
r v -12.66 XV -8.65 

. v 
-10.39 6 5 L6 

r v 
7 -0.29 XV 

5 
-3.29 LV 

6 -7.61 

r v 
8 0.00 X c 

5 
1.16 L v 

6 
-1.63 

r c 0.90 v v 
7 L4 +L5 -1.43 

r c 
6 

3.01 L c 
6 0.76 

r c 
8 

3.22 L c 
6 

4.16 

L c+L c 
4 5 

4.25 



0 0 8 

-137-

Table X. Theoretical and experimental reflectivity structure at 5°K for Ge 
(from Ref. 90), and their identifications, including the 
location in the Brillouin zone, energy and symmetry of the 
calculated critical points. 

Reflectivity · Associated Critical 

Structure Critical Points ; Symmetry Point 

(eV) Location in Energy 

Theory Experiment 
·zone (eV) 

'l 
2.20 2.22 L v_L c (0.5,0.5,0.5) I Ml 2.19 6 6 I 

! 
Ml 2.39 2.40 2.42 v v i 

L4,5-L6 

3.20 v- c 3.3 r25 rl5 complex M 3.25 
(0.0,0.0,0.0) 0 

4.51 4.5 Region near -- --
(0.75,0.25,0.25) 

5.40 5.65 6. v_6 c (0.5,0.,0.) Ml 
I 5.40 6 6 i 

6. v_6 c I 
5. 35 7 6 I 

I 
5.88 5.88 ! L v -L c (0.5,0.5,0.5) Ml 5.88 i 4,5 4,5 

! . ' 

L v_L c 
6 6 Ml 5.60 
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Table XL Comparison of theoretical and experimental transitions 
for Ge. 

Transition Experiment l Theory 

1 
(eV) (eV) I 

rl - r25' 12.6 ± a 0.3 , 12.8 ± 0.4b 12.56 

L2 - r25' 10.6 ± a 0.4 , 10.5 ± 0.4b 10 .. 30 

L - r25' 7.7 ± a 7.4 ± 0.2b 7.52 1 0.2 , 

L min 
1 -r25' 4.5 ± a 0.2 , 4.5 ± 0.3b 4.55 

L3' - r25' 1.4 ± 0.2c 1.44 

r25 
I - r2, 0.98d 0~99 

r25' - rl5 3.24e 3.25 

r25' - L 1 
0.87f 0.85 

25' - X 1 
1.2g 1.25 

25' - L 4.3c ., 4.30 
3 I. 

I 

! 
a. See Ref. 6. 

b. See Ref. 5 and Ref. 12. 

c. See Ref. 63. 

d. See Ref. 92. 

e. See Ref. 84. 

f. See Ref. 93. 

g. See Ref. 88. 
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Table XII. Comparison of the theoretically determined interband mass, 
mij' from (39) and the experimental results of Ref. 84. 
Absolute values of the masses are tabulated; the notation 
is from Ref. 84. 

Ge Interband Masses 

Transition Mass Component Expt. Value a Theor. Value b 

(field [110]) (in m ) e (mij) 

E llhh' e[1io1 0.0366 ± 0.013 0.022 
0 

E +!1 llso 0.0269 
0 0 

El llT 0.045 ± 0.004 0.050 

El+l11 llT 0.042 ± 0.005 

E ' ll, eroo11 0.034 ± 0.005 0.047c 
0 

E '+ !1' "' - 0.048 0.009 ll,e[llO] ± 
0 0 

E '+!1 '+6 ll,e[OOl] 0.062 ± 0.006 
0 0 0 

Ez llT(?) 0.139 0.015 0.11 

a. See Ref. 84. 

b. Spin-orbit interactions have not been included. 

c. The E
0

' interband mass is from r25 •-r15 • 
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Table XIII. Parameters used for GaAs. A gaussian non-local d-well 
was employed .. 

Local Form Factors (Ry) 

V(/3) V(/4) V(/8) V(v'J_l) 

-.214 0.014 0.067 

0.055 0.038 0.001 

Lattice Constant: 5.65A 

Spin-orbit parameters: ll = 0.0078 

a :: 1.377 

Non-local Well Depths: A2 (Ga) = 0.125 Ry 

A2 
(As) = 0.625 Ry 
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Table XIV. GaAs eigenvalues in eV at r, X, and L symmetry points. 

r v 
6 

~12.55 XV 
6 -9.83 L v 

6 -10.60 

r v -0.35 ' v -6.88 L v -6.83 7 x6 6 

r v 
8 0.00 X v 

6 
-2.99 L v 

6 
-1.42 

rc 1.51 XV -2.89 v -1.20 14 5 Q 7 .t 

c 4.55 . X c 2.03 L c 1.82 . r 7 6 6 

r8 
c 4. 71 c 

X7. 2 .. 38 c 14,5 5.52 
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Table XV. Theoretical and experimental reflectivity structure' for 
GaAs at 5°K (from Ref. 90)~ and their identifications, 
including the location in the Brillouin zone, energy and 
symmetry of the calculated critical points. 

Reflectivity Associated Critical 

Structure Critical points, Symmetry Point 

(eV) Location in Energy 

The Zone (eV) 
Theory. Experiment 

3.03 3.02 v c 
L4,5-L6 (0.5,0.5,0.5) Ml 3.03 

3.25 3.25 L v_L c 
6 6 Ml 3.25 

4.55 4.44 6 v_6 c 
5 5 

(0.1,0.0,0.0) Ml 4.54 

4.70 4.64 6 v_6 c 
5 5 

4.70 

5.13 5.11 Plateau near 5.07 
(0.75,0.25,0.25) 

5.59 5.64 X v_x c 
7 7 

(1.0,0.0,0.0) M 5.28 
0 

x v_x c 
6 7 

5.84 5.91 6 v_6 c 
5 5 (0.55,0.0,0.0) Ml 5.76 

6.7 6.6a v c 
L4,5-L4,5 Ml 6.67 

v c 
L4,5-L4,5 6.74 

a. From Ref. 45. 
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Table XVI. Comparison of theoretical and experimental critical point 
energies for GaAs. Energies in eV. 

,Experiment Theory 

Transition Reflectivity Criticald Non-local Locale OPWe 

Structure Point EPM EPM 

E r v_r c 1.52a 1.52 1.51 1.52 1.34 
0 8 6 . 

E +t1 .. r v_r c 1.86b 1.86 1.86 1.87 1.66 
0 0 7 6 

El 
v c 

L4,5 -L6 3.02c 3.04 3.03 2.82 2.62 

El+t11 L v_L c 
6 6 

3. 25C·' 3.25 3.25 3.05 2.82 

E '(r) r v_r c 4.49 4.54 4.80 4.12 
0 8 7 

E '+t1 ' r v:..r v 4.66 4.7.1 4.93 4.30 
0 0 8 8 

E '+t1 +t1 ' r v_r c 5.01 5.05 5.28 4.62 
0 0 0 7 8 

E '(t1) t1 v_f1 c 4.44c 4.53 . 4.54 4.38 
0 5 5 

E '+t1 '(t1) t1 v_f1 c c 4. 71 4.70 4.55 4.64 
0 . 0 . 5 5 

I 5.llc 5.14 5.07 4.88 

v c 
x7 -x6 4.94 4.92 4.40 4.33 

X v_x c 
6 6 5.01 5.01 4.49 4.52 

X v_x c 
7 7 

5.64c. 5.34 5.28 4.67 4.58 

X v_x c 
6 7 5.42 5.38 4.76 4.67 

a. From Ref. 97. d. From Ref. 94. 
b. From Ref. 98. e. From Ref. 99. 
c. From Ref. 47. 
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Table XVII. Transitions in GaAs: experimental and theoretical results. 
(Energies in eV). 

Transition Photoemission Theory 
OPWd UPS a XPSb Non-local locale 

EPM EPM 
v v 

L3 -rl5 0.8±0.2 1.4±0. 3 1.31 0.85 1.06 

I min_r v 
1 15 4.1±0.2 4.4±0.2 4.23 3.35 

v v 
xl -rl5 6.9±0.2 7.1±0.2 6.88 6.23 6.43 

v v 
x3 -rl5 10.0±0.2 10.7±0.3 9.87 10.00 10.24 

r v r v 12.9±0.5 13.8±0.4 12.10 12.10 12.44 1 - 15 

Non-local 
Transition Experiment e EPM 

r c_x c 
1 1 0.38 0.52 

v c 
rl5 -x1 1.7 2.16 

L c_x c 
1 1 0.09±0.02 0.20 

v c 
rl5 -x3 2.3 2.51 

a. See Ref. 101. 

b. See Ref. 102. 

c. See Ref. 47. 

d. See Ref. 99. 

e. See Ref. 100. 



0 0 0 2 

-145-

Table XVIII. · Parameters used for ZnSe. A Caussian non-local d-well 
was employed~ 

Local Form Factors 

V(v'J) V(/4) V(IS) 

vs -.218 0.0287 

-I 0.139 .0621 

Lattic Constant: 5.65A 

Spin-orbit Parameters: ~ = 0.0061 

a. = 1. 90 

Non-local Well Depths: A2(Zn) =-0.125 Ry 

+ A2(Se) = 0.925 Ry 

(Ry) 

V(lll) 

0.0642 

0.0157 
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Table XIX. ZnSe eigenvalues in eV at f, X and 1 symmetry points. 

r v 
6 

-12.25 XV 
6 -10.72 1 v 

6 
-11.08 

. r v -0.45 X v -4.96 1 v -5.08 
7 ,. 6 6 . 

r v 
8 0.00 X v 

6 
-2.17 1 v 

6 
-1.04 

r c 2.76 X v -1.96 v -0.76 
6 7 

14,5 

r7 
c 7.33 c 4.54 1 c 3.96 x6 6 

r8 
c 

7.42 X c 5.17 1 c 7.68 
7 6 

c 14,5 7. 72 

~- "w •. '·. • 
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Table XX. Theoretical and experimental reflectivity structure at· 
300°K and their identifications, including the location 

4.79 

5.06 

(6.6)a 

6. 71 

7.22 

7.47 

7.76 

8.39 

8.86 

in the Brillouin zone, energy and symmetry of the calculated 
critical points for ZnSe. The experimental results are 
from Ref. 26. 

Reflectivity 

Structure 

(ey) 

4.75 

5.05 

6.00 

6.50 

6.63 

7.15 

7.60 

7.80 

8.45 

8.97 

Associated 

Transitions 

Located in 

the Zone 

v c 
1 4,5-1 6 (0.5,0.5,0.5) 

L v_L c 
6 6 

1::. v_/::. c 
5 5 

(0.5,0.0,0.0) 

Plateau near 
(0.8,0.2,0.2) 

v c 
!::.5 -~::.5 (0.6,0.0,0.0) 

r v_r c 
8 8 (0.0,0.0,0.0) 

r v_r c 
7 8 

v c c 
14,5-1 4,5'1 6 (0.5,0.5,0.5) 

A4,5-A4,5'A6 
c 

(0.35,0.35,0.35) 

v c 
1 6 -L4,5'1 6 (0.5,0.5,0.5) 

v c 
A6 -A4, 5 ,A6 

(0.35,0.35,0.35) 

Synunetry 

Ml 

Ml 

Mo 

Ml 

Mo 

Mo 

Mo 

Ml 

Mo 

Ml 

Critical 

Point 

Energy 

(eV) 

4. 72 

5.00 

6.55 

6.69 

7.08 

7.42 

7.87 

8.46 

8.48 

8.74 

8. 76 

a. See text. 
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Table XXI. Comparison of theoretical and experimental features in the 
electronic density of states. The energies are measured 
in eV and are with respect to the valence band maximum. 

Feature Experiment Theory 

ZnSe XPSa UPSb 

L v 
3 1.3 ± 0.3 0.7 ± 0.2 1.0 

XV 
5 

2.1 ± 0.3 2.2 

L
1
min 3.4 ± 0.2 3.4 ± 0.3 3.4 

L v 
2 5.6 ± 0.3 5.3 ± 0.3 5.1 

X v 
1 12.5 ± 0.4 10.7 

r v 
1 15.2 ± 0.6 12.3 

a. See Ref. 102. 

b. See Ref. 101. 

'. 



0 0 

-149-

Table XXII. Parameters used for a.-Sn. Square-well non-local potentials 
were used. 

Local Form Factors (Ry) 

V(v'3) v (18) v <Ill) 

-0.190 -0.008 +.040 

Lattice Constant: 6.49A 

Spin-orbit parameter: ~ = 0.00225 

Non-local Welll Depthes: aA /'dE = +0.40 
0 

A
2 

= 0. 70 Ry 
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Table XXIII. a-Sn eigenvalues at r, X, and L symmetry points. 
Energies in eV. 

r c 
6 -11.34 XV 

5 -7.88 L v 
6 -9.44 

r7v -0.80 XV 
5 -2.75 L v 

6 -6.60 

r v 
7 -0.42 X c 

5 
0.90 L v 

6 -1.68 

v-c 
r 8 . 0.00 

v 
L4,5 -1.20 

r c 
6 

2.08 L c 
6 

0.14 

r c 
8 2.66 L c 

6 
3.48 

c 
L4,5 3.77 
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Table XXIV. Theoretical and experimental reflectivity structure for 
n-sn and their identifications, including the location 
in the Brillouin zone, energy and symmetry of the 
calculated critical points • 

. 1 

Reflectivity Associated Critical 

Structure Critical Points Symmetry Point 

(eV) Location in Energy 

Zone (eV) 

Theory Experiment 

(a) (b) 

1.34 1.365 1.365 v c L6 ~L4 , 5 (0.5,0.5,0.5) Ml 1.34 

1.83 1.832 1.845 L v_L c 
6 ,6 Ml 1.83 

2.31 2.28 r v_r c 
8 6 (0.0,0.0,0.0) Mo 2.08 

2.67 2.62 2.63 r v_r c 
8 8 Mo 2.66 

2.95 2.85 l!l v_/!l c 
7 6 (0.2,0.0,0.0) Ml 2.91 

. 3.40 3.3 3.3 r v_r c 
7 8 Mo 3.46 

3.78 3.75 3. 718 Plateau near 
(0.75,0.25,0.25) 

4.2 4.0 4.12 l!l v_/!l c 
6 7 (0.6,0.0,0.0) Ml 4.13 

4.31 4.43 4.43 l!l v_/!l c 
7 7 Ml 4.25 

4.91 4.89 4.89 v c 
L4,5-L6 Ml 4.68 

a. Reflectivity measurement from Ref. 107 

b. Electroreflectence measurement from Ref. 108 and 109. 
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Table XXV. Transitions in a-Sn: Experimental and theoretical results. 
(Energies in eV) 

Transition Non-local Experiment 

EPM 

r v_rc,v 
7 8 0.42 0.14 0.4b 

Lc-rc,v 
6 8 0.14 0.32 O.lc 

Lv -rc,v 
4,5 8 1.20 1.43 (1. S)d 

Lmin_r c,v 
1 8 3.32 (3.5)d 

Lv(L )-rc,v 
6 1 8 6.60 6.17 (6.S)d 

L v(L )-rc,v 
6 2' 8 9.44 8.92 (9.0)d 

rv-rc 
6 8 11.34 10.49 (ll.S)d 

a. See Ref. 109. 

b. See Ref. 107. 

c. See Ref. 106~ 

d. See Text 
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Table XXVI. Parameters used for InSb. Square-well non-local 
potentials were employed in the calculation. 

Local Form Factors (Ry) 

V(l3) V(/4) V( 18) ·. 

vs -0.200 -0.010 

" 0.044 0.030 

Lattice Constant: 6.47A 

Spin-orbit parameters: ll = 0.00175A 

a. = 1.206 

Non-local well Depths 

In 0.55 

Sb 0.70 

()A /2E 
0 

0.45 

0.48 

V(lll) 

0.044 

0~015 
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Table XXVII. In~b eigenvalues in eV at r, X and L symmetry points. 

rv 
6. 

-11.71 XV 
6 

-9.20 LV 
6 -9.95 

rv 
7 

-0.82 XV 
6 -6.43 LV 

6 -5.92 

rv 
8 0.00 XV 

6 -2.45 LV 
6 -1.44 

c 0.25 XV -2.24 v -0.96 r6 7 L4,5 

rc 3.16 c 1.71 LV 1.03 
7 x6 6 

rc 
8 3.59 Xc 

7 
1.83 Lc 

6 
4.30 

c 
L4,5 4.53 
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Table XXVIII. Theoretical and experimental reflectivity structure for 
InSb and their identifications, including the location 
in the Brillouin zone, energy and symmetry of the 
calculated critical points. 

Reflectivity Associated Critical 

Structure Critical Points Symmetry Points 

(eV) Location in Energy 

Zone (eV) 

Theory Experiment a 

1.99 1.98 v c 
L4,5-L6 (0.5,0.5,0.5) Ml 1.99 

2.47 2.48 Lv-Lc 
6 6 Ml 2.47 

3.53 3.39 rv-rc 
8 7 (0.0,0.0,0.0) Mo 3.16 

3.80 3.78 rv-rc 
8 8 Mo 3.59 

b.v-!:J.c 
5 5 (0.3,0.0,0.0) Ml 3.3 

M 3.7 
0 

4.18 4.23 Plateu near (0.7,0.2,0.2) 4.05 

4.54 4.56 b.v-b.c 
5 5 

(0.5,0.0,0.0) Ml 4.44 

4.74 4. 75 Ml 4.69 

5.44 5.33 Lv-Lc 
4 6 (0.5,0.5,0.5) Ml 5.26 

6.16 5.96 
v c 

L6-L4,5 (0.5,0.5,0.5) Ml 5.97 

A. See Ref. 90. 
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Table XXIX. Comparison of theoretical and experimental features in 
the electronic density of states. The energies are in 
eV and are with respect to the valence band maximum. 

Feature Experiment Theory 

InSb XPSa UPSb 

LV 
3 

1.4 ± 0.3 1.05 ± 0.3 1.0 

XV 
5 2.4 ± 0.4 2.3 

/.min 
1 3.4 ± 0.2 3.65 ± 0.3 3.4 

XV 
3 

6.4 ± 0.2 6.5 ± 0.3 6.4 

XV 
1 9.5 ± 0.2 9.0 ± 0.3 9.2 

rv 
1 11.7 ± 0.3 11.2 ± 0.5 11.7 

a. See Ref. 102. 

b. See ReL 101 
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Table XXX. Parameters used for CdTe. A square-well correction term 
involving non-local s and d angular momentum components 
was employed. 

Local Form Factors (Ry) 

V(v'3) v ( 14) V(v'B) V(v'll) 

-0.220 0.000 0.062 

0.060 0.050 0.025 

Lattice Constant: 6.48A 

Spin-orbit parameters: lJ = 0.00137 

a. = 1.6418 

Non-local Well Depths 

Cd 0.00 0.40 

Te 2.00 0.40 
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Table XXXI.· CdTe eigenvalues in eV at r, X and L symmetry points. 

rv 
6 -11.07 XV 

6 -9.12. LV 
6 -9.64 

rv 
7 -0.89 XV 

6 -5.05 LV 
6 -4.73 

r" 
8 0.00 XV 

6 -1.98 LV 
6 -1.18 

rc 1.59 v -1.60 v -0.65 6 x7 L4,5 

rc 
7 

5.36 XC 
6 

3.48 Lc 
6 

2.82 

rc 
8 5.61 Xc 

7 3.95 Lc 
6 6.18 

c 
L4,5 6.35 
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Table XXXII. Theoretical and experimental reflectivity structure for 

CdTe and their identifications, including the location 
in the Brillouin zone, energy and symmetry of the 
calculated critical points. The experiment is from 
Ref. 118. 

Reflectivity Associated Critical 

Structure Critical Points Point 

(eV) Location in Energy 

zone (eV) 

Theory Experiment 

1.65 1.59 rv_ 
8 

rc 
7 (0.0,0.0,0.0) Mo 1.59 

3.49 3.46 v c 
L4,5-L6 (0.5,0.5,0.5) Ml 3.47 

4.04 4.03 Lv-Lc 
6 6 Ml 4.00 

5.16 5.18 6v_6c 
5 5 (0.5,0.0,0.0) Mo 5.14 

5.50 5.53 Plateau near 5.45 
(0.75,0.25,0.25) 

5.68 5.68 6v_6c 
5 5 (0.75,0.0,0.0) Ml 5.58 

5.00 5.95 6v-6c 
5 5 Ml 5.96 

6.91 6.82 v -Lc (0.5,0.5,0.5) Ml 6.83 L4,5 6 

7.44 

7.79 7.6 v c (0.5,0.5,0.5) Ml 7.53 L6-L4 5 . , 
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Table XXXIII. Comparison of theoretical and experimental features in 
The electronic density of states. The energies are 
measured in eV and are with respect to the valence 
band maximum. 

Feature Experiment Theory 

CdTe XPSa UPSb 

LV 0.9 ± 0.3 o. 7 ± 0.2 0.9 
3 

XV 1.8 ± 0.2 1.7 
5 
min 2.7 ± 0.3 2.8 ± 0.2 2.7 

Il 

XV 
3 5.1 ± 0.2 4.7 ± 0.2 5.2 

XV 
1 

8.8 ± 0.3 9.1 

rv 
1 11.1 

a. See Ref. 102. 

b. See Ref. iOl. 
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Table XXXIV •. Parameters used for GaP. Non-local square well correction 
terms were employed. 

Local Form Factors (Ry) 

V(/3) V(/4) 

vs -0.230 

vA' 0.100 0.070 

Lattice Constant: 5.45A 

Ga 

p 

A (lL) 2 -·y. 

0.40 

0.45 

Non-local Well Depths 

0.32 

V(/8) V(/11) 

0.020 0.057 

0.025 

0.30 

0.05 
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Table XXXV. Eigenvalues in eV for GaP at the symmetry points f, 
X and L. 

v 
r1 -12.99 XV 

1 
-9.46 LV 

1 
-10.60 

v 0.00 XV -7.07 LV -6.84 rl5 3 2 

c 
rl 2.88 XV 

5 
-2.73 LV 

3 
-1.10 

c 5.24 XC 2.16 Lc 2.79 rl5 1 1 

XC 
3 

2. 71 Lc 
3 5.74 

.. 
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Table xxxVI. Identification of transitions responsible for the 

prominent theoretical and experimental reflectivity 
structure in GaP, including location in the Brillouin 
zone, energy and symmetry for calculated critical points. 
The experimental results are from Ref. 119 for 5°K. 

Theory 

2.95 

3.89 

4.95 

5.24 

5.45 

6.8 

Reflectivity 

Structure (eV) 

Experimental 

2.89a 

2.97 

3.79 

4.80 

5.19 

5.42 

6.7b 

Location in 

Brillouin zone 

v c 
rl5-rl (0.0,0.0,0.0) 

Lv-Lc 
3 1 (0.5,0.5,0.5) 

llv-llc 
5 1 (0.7,0.0,0) 

v c 
rl5-rl5 (0.0,0.0,0.0) 

Plateau near 
(0.6,0.2,0.2) 

v c L3-L
3

(0.5,0.5,0.5) 

Critical 

Symmetry Energy (eV) 

Mo 2.88 

Ml 3.89 

Ml 4.91 

5.24 

5.41 

Ml 6.84 

a. Spin-orbit splitting (not included in the calculation). 

b. From Ref. 100. 
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Table XXXVII. Transitions in GaP. Energies are in eV. 

Transition Experilllent Theory 

UPS a XPSb 

v v 
LJ-r 15 0.8 0.2 1.2 0.3 1.1 

v v 
x5-r 15 2.7 0.2 2.7 

Lmin _fv 
1 15 4.1 0.2 4.0 0.3 4. 2 . 

v rv 
X3-::- 15 6.9 0. 2 6.9 0.3 7.1 

xv-rv 
1 15 9.7 0.3 9.6 0.3 9.5 

r"-rv 11.8 0.5 13.2 0.4 13.0 1 15 

fV -XC 
15 1 

2.34c 2.16 

Xc-Xc 
1 3 

0. 3c o. 5 ' 

c c 
r 15-r 12 lOc 10.5 

v c 
r 15-r 1 2.8d 2.8 

v c 
r 15-r 15 5.od 5.2 

a. See Ref. 101. 

b. See Ref. 102. 

c. See Ref. 100. 

d. See Ref. 63. 
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Table XXXVIII. Parameters used for GaSb. Non-local square well 
correction terms were used. 

Local Form Factors (Ry) 
.j 

V(/3) V(/4) V(/8) V(/11) 

-0.220 0.005 0.045 

0.040 0.030 0.000 

Lattice Constant: 6.loA 

Spin-orbit Parameters: ~ = 0.00113 

a = 2.217 

Non-local Well Depths 

Ga 0.20 0.20 

Sb 0.60 0. 30 
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Table XXXIX. Eigenvalues for.GaSb in eV at the symmetry points f, 
X and L 

rv 
6. -12.00 XV 

6 -9.33 LV 
. 6 -10.17 

rv 
7 -0.76 XV 

6 ·-6.76 .. LV 
6 -6.25 

rv 
8 0.00 XV 

6 -2.61 LV 
6 -1.45 

rc 0.86 XV -2.37 
v -1.00 6 7 L4,5 

rc 
7 3.44 XC 

6 1.72 Lc 
6 

1.22 

rc 
8 3. 77 Xc 

7 1. 79 Lc 
6 4.43 

c 
L4,5 4.59 
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Table XL. Identification of transitions responsible for the 

prominent theoretical and experimental reflectivity 
structure in Ga Sb, including local in the Brillouin 
zone, energy and symmetry of calculated critical points. 
The experimental results are from Ref. 90 • 

.; 

Reflectivity Location in the Critical 

Struct~re Brillouin zone Symmetry Points 

(eV) Energy (eV) 

Theory Experiment 

2.22 2.15 v c 
L4,5-L6 (0.5,0.5,0.5) Ml 2.22 

2.86 2.60 Lv-Lc 
6 6 Ml 2.67 

3.3 3.35 rv.;..rc 
8 7 (0.0,0.0,0.0) Mo 3.44 

3.76 3.69 rv-rc 
8 8 (0.0,0.0,0.0) Mo 3. 77 

4.37 4.35 Plateau near 
(0.7,0.2,0.2) 

4.84 4.75 !:c.v-!:c.c 
5 5 (0.6,0.0,0.0) M 1 

4.84 

5.13 5.07 !:c.v-!:c.c 
5 5 Ml 5.12 

5.65 5.65 v c 
L4,5-L6 (0.5,0.5,0.5) Ml 5.43 
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Table XLI. Theoretical and experimental valence and conduction band 
features. Energies are in eV and measured from the 
valence band maximum. 

Feature Experiment Theory 

GaSh 

LV 
3 1.3 ± 0.2a 1.2 

XV 
5 2.7 ± 0.2a 2.5 

r~n 3.8 ± 0.2a 3.6 

XV 
3 6.9 ± 0.3a 6.8 

XV 
1 9.4 ± 0.2a 9.3 

rv 
1 11.6 ± 0.3a 12.0 

c 
rl5 3.l. b 3.6 

Xc -1. 7b 1.7 

a. See Ref. 102. 

b. See Ref. 63. 
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Table XLII. Parameters used for InP. Non-local square well correction 
terms were employed. 

Local Form Factors (Ry) 

V(/4) V(IB) V(lll) 

-0.235 0.000 0.053 

0.080 0.060 0.030 

Lattice Constant: 5.86A 

Spin-orbit parameter: ~ = 0.002 

(). = 0.160 

Non-local Well Depths 

In 0.25 0.55 

p 0.30 0.05 0.35 



-170-

Table XLIII. Calculated eigenvalues for InP for the symmetry point 
r, X and L. Energies in eV. 

v XV -8.91 L6 -9.67 r 6 .... IL42 6 ·6 

v 
r7 -0.21 XV 

6 
-6.01 LV 

6 -5.84 

rv 
8 

-0.00 XV 
6 

-2.09 LV 
6 

-1.09 

c 1.50 XV -2.06 v 
r6 7 L4,5-0.94 

c 4.64 Xc 2.44 LV 2.19 r8 6 6 

rc 
8 4.92 XC 

7 
2.97 Lc 

6 
5.58 

v 
L4,5 5.70 
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Table XLIV. Identification of transitions responsible for the 

prominent theoretical and experimental reflectiveity 
structure in InP, including location in the Brillouin 
zone, energy and symmetry of calculated critical points. 
The experimental results are from Ref. 119 (except as 
noted). 

Reflectivity 

Structure (eV) 

Theory Experiment 

1.50 1.42 

3.13 3.24 

3.28 3.38 

4. 76 4.78 

5.05 5.10 

5.44 5.25a 

5.73 5. 77 

6.55 6.57a 

a. From Ref. 111. 

Location in the 

Brillouin zone 

rv-rc 
8 6 

(0.0,0.0,0.0) 

v c 
L4,5-L6 (0.5,0.5,0.5) 

Lv-Lc 
6 6 

rv-rc 
8 7 (0.0,0.0,0.0.) 

v c 
~5-~5 (0.2,0.0,0.0) 

Plateau near 
(0.75,0.25,0.25) 

rv-rc 
7 8 

(0.0,0.0,0.0) 

~v-~c 
5 5 

(0.7,0.0;0.0} 

v c L4, 5-L6 (0.5,0.5,0.5) 

· Symmetry 

Mo 

Ml 

Mo 

Ml 

M 
0 

Ml 

Ml 

Critical 

Point 

Energy (eV) 

1.50 

3.13 

3.28 

4.64 

4.80 

5.00 

5.13 

5.62 

6.52 
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Table XLV. Theoretical and experimental valence band features. 
Energies are in eV and measured from the valence band 
maximum. 

Feature Experiment Theory 

InP 

LV 
3 1.0 ± 0.3 1.0 

XV 
5 2.0 ± 0.2 2.1 

[min 3.2 ± 0.2 3.3 1 

XV 
3 

5.9 ± 0.2 6.0 

XV 
1 

R.9 ± 0.3 8.9 

v 
rl 11.0 ± 0.4 11.4 

a. See Ref. 102. 
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Table XLVI. Parameters used for InAs. Non-local square well corretion 
terms were employed. 

Local From Factors (Ry) 

V(/3) V(/4) V(/8) V(lll) 

-.230 0.000 0.045 

0.055 0.045 0.010 

Lattice Constant: 6.0sA 

Spin-orbit parameters: lJ = 0.00117 

a= 0.795 

Non-local Well Depths 

In 0.50 0.35 

As 1.00 0.25 
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Table XLVII. Calculated eigenvalues for InAs for the symmetry points 
r, X and L. Energies in eV. 

rv. 
6 

-12.69 XV 
6 

-10.20 LV 
6 

-10.92 

v 
r7 -0.43 XV 

6 -6.64 LV 
6 -6.23 

v 
0.00 XV -2.47 LV -1.26 rs 6 6 

c 0.37 XV -2.37 v ,....1.00 r6 7 L4,5 

c 
r7 4.39 XC 

6 
2.28 Lc 

6 
1.53 

c 
rs 4.63 Xc 

7 
2.66 Lc 

6 
5.42 

t' 
L4,5 5.55 
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Table XLVIII. Identification of transitors responsible for the 

prominent theoretical and experimental reflectivity 
structure in InAs, including location in the Brillouin 
zone, energy and symmetry of calculated critical points. 
The experimental results are from Ref. 90 (except as 
noted). 

Reflectivity Location in the Symmetry Critical 

Structure Brillouin Zone Point 

(eV) Energy (eV) 

Theory Experiment 

2.54 2.61 v c 
L4,5-L6 (0.5,0.5,0.5) }11 2.53 

2.81 2.88 Lv-Lc 
6 6 Ml 2.79 

4.3 4.39 rv-rc 
8 7 

(0.0,0.0,0.0) . Mo 4.39 

4.52 4.58 rv-rc 
8 8 Mo 4.63 

4.85 4.74 Plateau near 
(0.75,0.25,0,25) 

5.36 5.31 b.v-~c 
5 5 (0.7,0.0,0.0) Ml 5.24 

5.45 5.5 b.v-b.c 
5 5 Ml 5.34 

6.49 6.5 v c 
L4,5-L6 (0.5,0.5,0.5) Ml 6.42 

a v c 6.81 6.92 6.8 L6-L4,5 (0.5,0.5,0.5) Ml 

a. See Ref. 123. 
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Table XLIX. Theoretical and experimental valence band features. 
Energies are in eV and measured from the valence band 
maximum. 

Feature Experiment Theory 

InAs XPSa 

LV 
3 

0.9 ± 0.3 1.1 

XV 
5 

2.4 ± 0.3 2.4 

L~in 3.3 ± 0.2 3.4 

XV 
3 

6.3 ± 0.2 6.2 

XV 
1 9.8 ± 0.3 10.2 

rv 
1 12.3 ± 0.4 12.7 

a. See Ref. 102. 
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Table L. The ionic and empirical parameters, ai, for the Si potential. 
The posentials are normalized to an atomic volume of 169 
(a.u.) and the units are Ry if q is entered in a.u. The 
form$ of the potential are given by (40) fot the empirical 
and (41) for the ionic. 

vat 
emp 

v~t 
~on 

al 0.279 -0.992 

a2 2.214 0.791 

a3 0.863 -0.352 

a4 1.535 -0.018 
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Table LI. Calculated energies of surface states and strong surface 
resonances of the relaxed Si (111) surface at r (center), 
K (corner) and M (edge midpoint) of the two-dimensional 
Brillouin zone. Also indicated are experimental (UPS) 
results are (2 x 1) and (7 x 7) reconstructed surfaces. 
The energy zero is taken at the bulk valence band edge 
Ev. 

SCLC experiment 

(1 x 1) relaxed surface . (2 X 1) (7x7) 

r 1.2 rd 0.88 1.04 

-1.5 (2x) -1.95(2x) -1. 71(2x) 
d -1.5a r tb ~-1.0 

-12.7 rLb -12.87 -12.9 -11. 7a -12.3a 

a 

K 0.5 0.11 
-0.5 b 

O.la K -0.45 d -0.6c 
-2.0 ~b' 
-4.2 Ktb -5.65 

-8.5 ~b -8.35 -7 .sa 

-9.8 ~b' -9.6 

M 0.5 Md 0.04 0.17 

-2.6 MR.b' 

-3.1 Mtb -3.55 -3.78 -3.6a 

-8.1 

-8.7 ~b 

-10.7 ~b' 

a. See Ref. 146. d. See Ref. 149. 

b. See Ref. 142. e. See Ref. 150. 

c. See Ref. 143 f. See Ref. 151. 



0 0 

-179-

Table'LII. The ionic and empirical parameters for the Ga and As 
potentials. The pot~ntials are normalized to an atomic 
volume of 152 (a.u.) • The form and units of the potentials 
are as in Table L. The Ga ion potenital is valid orily for 
qE;;;3 (a.u.). 

Ga As 

vat vat vat vat 
emp ion emp ion 

al 1.22 -.34 0.35 -0.71 

a2 2.45 1.33 2.62 1.07 

a3 0.54 0.45. 0.93 0.17 

a4 -2.71 0.0071 1.57 -0.015 
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Table LIII. Surface features for the GaAs (110) surface and their 
approximate position with respect to the top of the valence 
band. 

Feature Energy (eV) 

As s'""like -9.0 

Ga s-like -5.8 

As back bond -2.0 

As parallel bond -0.5 

As dangling bond -0.25 

Ga dangling bond +1.0 
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Table LIV. The ionic and empirical parameters for the Zn and Se 
potentials. Units and normalization as in Table LII. 

Zn Se 
} 

vat v~t vat v~t 
emp 1.on emp 1.on 

al 6.70 - • 31 0.23 -2.32 

a2 1.50 1.34 3.39 0.53 

a3 0.67 0.082 0.73 - .57 

a4 -4.71 - .0086 2.20 0.32 
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Table LV. Surface features for the ZnSe (110) surface and their 
approximate position with respect to the top of the bulk 
valence band. 

Feature Energy (eV) 

Se s-like -10.0 

Zn-Se mixed - 2.5 

Se back bond - 0.5 

Se parallel bond + 0.25 

Se dangling bond + 0.5 

Zn dangling bond + 5.25 
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FIGURE CAPTIONS 

Fig. 1. Behavior of the Heine-Abarenkov well depth, Ai(E), as deter­

mined by Animalu (Technical Report No. 4, Soiid State Theory 

Group, Cavendish Labo!atory, Cambridge, England). 

Fig. 2. Band structure for Si as determined from a local pseudo-

potential calculation (dotted line) and an energy dependent 

non-local pseudopotential calculation (solid line). 

Fig. 3a. Calculated E2 (w) for Si, with (dashed curve) and without 

(dotted curve) local-field effects, compared with experiment 

(solid curve) from Ref. 45. 

Fig. 3b. Calculated E
1

(w) for Si compared to the experimental results of 

Ref. 45. 

Fig. 3c. Calculated reflectivity for Si compared to the experimental 

results of Ref. 45. 

Fig. 4. Experimental and theoretica~ reflectivity derivative spectrum 

for Si. The experimental results (a) are from Ref. 47. The 

Dotted theoretical curve (b) was calculated from a local 

pseudopotential and the solid curve from an energy dependent 

non-local potential. 

Fig. 5. Experimentally (a) and theoretically (b) determined electronic 

density of states for Si. The experimental results are 

from Ref. 4. The dotted theoretical curve is from a local 

pseudopotential calculation; the solid curve is from an 

energy dependent non-local pseudopotential calculation. 
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Fig. 6. The valence charge density as determined by Yang and Coppens 

(Ref. 72) using the X-ray results of Ref. 74. The contours 

are in units of e/Q • 
c 

Fig. 7. The valence pseudocharge density for Si as calculated by a 

local pseudopotential (a) and by an energy dependent non-

local pseudopotential (b). The contours are in units of e/Q 
c 

Fig. 8. The pseudocharge density band by band for Si as calculated by 

a local pseudopotential. The contours are in units of e/Q • 
c 

Fig. 9. The pesudocharge density band by band for Si calculated by 

an energy dependent non-local pseudopotential. The contours 

are in units of e/Q . 
c 

b Fig. 10. The temperature dependence of the F222 structure factor for 

silicon. The experimental data points are from Roberto, 

Batterman and Keating. 77 The solid line shows the temperature 

dependence as calculated by a non-local pseudopotential and 

the dotted line indicates the temperature dependence of the 

Debye-Waller factor for the ion core. 

Fig. 11. Band structure for Ge. 

Fig. 12. Calculated reflectivity spectrum for Ge compared to the 

experimental results of Ref. 45. 

Fig. 13. Modulated reflectivity spectrum for Ge. The experimental 

curve is from Ref. 90. 

Fig. 14. Energy contours for the 4-5 transitions for'the region of 

the Brillouin zone which contributes to the E2 peak. The 

part of the f-X-U-L plane displayed is indicated by the shaded 
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region. The contours are drawn in 0.01 eV steps. (Contours 

below 4.30 eV and above 4.43 eV are not included.) 

Fig. 15. Experimentally are theoretically determined electronic density 

of states for Ge. The experimental results are from Ref. 6. 

Fig. 16. Calculated valence charge density for Ge. The contours 

are in units of e/n • 
c 

Fig. 17. The temperature dependence of the F~22 structure factor 

ge~nium. The experimental data points ate from Roberto, 

B . d ·K i 77 atterman an eat ng. The solid line shows the temperature 

behavior as calculated by a non-local pseudopotential, and 

the dotted line indicates the temperature dependence of the 

Debye~Waller factor for the ion core. 

Fig. 18. Band structure for GaAs. 

Fig. 19. Calculated imaginary (a) and real (b) parts of the dielectric 

function and the reflectivity (c) for GaAs compared to the 

experimental results of Ref. 45. 

Fig. 20. Comparison of theoretical (solid line) and experimental 

(dashed line) modulated reflectivity for GaAs. The 

experimental results are from Ref. 90. For A, B, C, see 

text. 

Fig. 21. Calculated band structure for GaAs near r showing the 

critical point location for the E ' structure. Also indicated 
0 

(dashed line) is an M critical point resulting from the 
0 

pseudocrossing of the ~5 conduction bands. 
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Fig. 22. Experimentally and theoretically determineddensity of states 

for GaAs. The experimental results are from Ref. 102. 

Fig. 23. Calculated valence charge density for GaAs band by band. 

The contours are in units of e/n . 
c 

Fig. 24. Calculated valence charge density for GaAs summed over the 

valence bands. The contours are in units of e/n . 
c 

Fig. 25. Calculated band structure for ZnSe. 

Fig. 26. Measured reflectivity spectra from Ref. 26 (dashed line) 

and Ref. 105 (dotted line) compared to the calculated 

reflectivity spectrum for ZnSe. 

Fig. 27. X-ray photoemission spectra for ZnSe from Ref. 102 (dotted line) 

and ultraviolet photoemission spectra from Ref. 101 
'::".:t __ 

(dashed line) in arbitrary units compared to the calculated 

density of states (solid line). There appears to be a uniform 

shift between XPS and UPS data of approximately 0.5 eV. 

The UPS results appear to be in better agreement with the 

calculated results. The Zn 3d core states, which occur 

at approximately 9 eV below the top of the valence band, 

have been subtracted out of the experimental spectra. 

Fig. 28. The valence charge density for ZnSe. The contours are in 

units of e/0. • 
c 

Fig., 29. Band structure of grey tin. 

Fig. 30. Calculated reflectivity for a-Sn compared to the experimental 

results·of Ref. 108. 
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Fig. 31. Calc~lated electronic density of states for a-Sn. 

Fig. 32. Charge density for grey tin. Contours are in units of e/n • 
c 

Fig. 33. Band structure of InSb. 

Fig. 34. Calculated reflectivity for InSb compared to the experimental 

results of Ref. 45 (dashed line) and Ref. 111 (dotted line). 

Fig. 35. Calculated modulated reflectivity for InSb compared to the 

experimental results of Ref. 90. 

Fig. 36. Calculated electronic density of states for InSb compared to the 

experimental results of Ref. 102. 

Fig. 37. Charge density of InSb. 

Fig. 38. Band structure of CdTe. 

Contours are in units of e/n • 
c 

Fig. 39. Calculated reflectivity spectrum for CdTe compared to the 

experimental results of Ref. 118. 

Fig. 40. Calculated electronic density of states for CdTe compared to the 

experimental results of Ref. 101. The contribution from 

the Cd 4d core states has been removed from the experimental 

data. 

Fig. 41. Charge density for CdTe. 

Fig. 42. Band structure of GaP. 

The contours are in units of e/n 
c 

Fig. 43. Calculated reflectivity spectrum for GaP compared to the 

experiment results of Ref. 45. 

Fig. 44. Calculated modulated reflectivity spectrum for GaP compared 

to the·. experimental results of Ref. 119. 

Fig. 45. Calculated electronic density of states for GaP compared to 

the experimental results of Ref. 102. 
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Fig. 46. Calculated valence charge density for GaP. The contours are 

in units of e/n . 
c 

Fig. 47. Band structure of GaSh. 

Fig. 48. Calculated reflectivity spectrum for GaSh compared to the 

experimental results of Ref. 111 (dashed line) and of Ref. 

120 {dotted line). 

Fig. 49. Calculated modulated reflectivity spectrum for GaSh compared 

to the experimental results of Ref. 90. 

Fig. 50. Calculated electronic density of states for GaSh compared 

to the experimental results of Ref. 102. 

Fig. 51. Calculated valence charge density for GaSh. The contours are 

in units of e/Q • . c 

Fig. 52. Band structure of InP. 

Fig. 53. Calculated reflectivity spectrum for InP compared to the 

experimental results of Ref. 119 (dotted line) and Ref. 

122 (dashed line). 

Fig. 54. Calculated modulated reflectivity spectrum for InP compared 

to the experimental results of Ref. 119. 

Fig. 55. Calculated electronic density of states for InP compared 

to the experimental results of Ref. 102. 

Fig. 56. Calculated valence charge density for InP. The contours are 

in units of e/Q • 
c 

Fig. 57. Band structure of InAs. 

Fig. 58. Calculated reflectivity spectrum for InAs compared to the 

experimental results of Ref. 123. 

Fig. 58. Calculated modulated reflectivity for InAs compared to the 

experimental results of Ref. 90. 
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Fig. 60. Calculated electronic density of states for InAs compared 

to the experimental results of Ref. 102, 

Fig. 61. Calculated valence charge density for InAs. The contours 

are in units of e/n • 
C' 

Fig. 62. Molecular potentials plotted along a line connecting the 

two Si atoms. Also indicated are the molecular orbital 

energies. 

Fig. 63. Charge density contours for the four occupied molecular 

orbitals. The values are given in 2e/n where n = 400A 3 
c c 

is unit cell volume. 

Fig. 64. Total charge de~sity of the Si
2 

molecule in the ground state. 

Fig. 65. The top figure i'ndicates the self-consistent potential 

averaged parallel to the surface and plotted as a function 

ofdistance into the bulk. The middle figure shows a 

similarly averaged total charge density . (normalized to one 

3 electron per unit cell, n cell= 300A ). The bottom 

figure shows the total charge density in the (110) plane, 

with the same normalization; the contour spacing is in 

units 0.15. Only the minima of the charge density are 

labelled. The ionic positions are indicated by the black 

dots. 

Fig. 66. The top figure shows the averaged charge as in Fig, 65 

for the surface state at K. The bottom figure shows the 

charge density for this state in the (110) plane. The 

contours are spaced by units of 0.75. 
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Fig. 67. Perspective view of the Si crystal structure projected on 

a (110) plane. The [111] direction is vertical. The (111) 

surface is obtained by cutting the vertical bonds in 

a horizontal plane. 

Fig. 68. Total valence charge distribution for an unrelaxed Si (111) 

Fig. 69. 

surface. The charge is plotted as contours in a (110) 

plane intersecting the (111) surface a right angles. The 

plotting area starts in the vacuum and extends about 4 1/2 

atomic layers into the crystal. The atomic positions and 

bond directions are indicated by dots and heavy lines 

respectively. The contours are 

per Si bulk unit cell volume n
0 

normalized 
a 3 

c 
=4 

to electrons 

Contour plots of the empirical starting potential V emp 

(top) and the final self-consistent potential VSC (bottom). 

The plotting areas are identical to Fig. 68. The potential 

values are given in rydbergs normalized to zero in the vacuum. 

Fig. 70. a. Empirical (V ) and self-consistent (V5C) potentials emp 

averaged parallel to the (111) surface plotted as a 

function of the coordinate z perpendicular to the surface. 

b. Individual potential contributions adding up to the 

self-consistent potential VSC of Fig. 70a. 

Fig. 71. Two-dimensional· band structure of a twelve layer Si (111) 

film (relaxed surface model). The energy is plotted as 

a function of ~~I in the two-dimensional hexagonal 

Brillouin zone. The various surface states or strong surface 

resonances at high symmetry points are indicated by dots 
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and.labelled according to the description in the text. 

Fig. 72. ~ensity of states curves for the self-consistent results 

on twelve layer films for the relaxed (broken line) and 

unrelaxed (solid lin~) surface geometry. Surface states 

are indicated by arrows and labelled according to Fig. 71. 

Inserted is the density of states in the vicinity of the 

fundamental gap for a six layer (2 x 1) reconstructed 

surface model. 

Fig. 73. Charge density contour plots for two surface states at 

The stat'es (f lb) at -12.7 eV form the bottom of the valence 

bands (top figure), the transverse back bonds rtb 

(bottom figure) are located -1.5 eV below the valence 

band maximum. The indicated charge values are only for 

comparison. 

Fig. 74. Charge density contour plots.for two surface states at K. 

The longitudinal p-like back bond orbitals Ktb' (top 

figure) are located at -2 eV while the s-like charge Ktb 

localized on the outermost, third, etc. atomic layers 

(bottom figure) has an energy of -8.5 eV. 

Fig. 75. Charge density contour plot of the dangling bond state 

Kd at 0.5 eV around the points M and K in the Brillouin 

zone. 

Fig. 76. Schematic representation of the ideal and (2 x 1) 

reconstructed Si (111) surface. The reconstruction is 

done according to Haneman's mode1157 and leaves the surface 

buckled as indicated by arrows. The slight lateral shifts 
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of second layer atoms are also indicated by arrows. 

Fig. 77. Two-dimensional band structure around the fundamental gap 

for a (2 x 1) reconstructed Si (111) twelve layer film. 

The folded back Brillouin zone is indicated in the insert. 

Fig. 78. Calculated joint density of states curve for low 

energy transitions between dangling bond bands of (2 x 1) 

Si (111) (top). Also indicated is the experimental 

absorption £ 2 (w) as obtained in Ref. 144. The bottom 

figure shows the regular density of states for the two 

dangling bond bands (d. and d t) of (2 x 1) Si (111). 
. 1n ou 

Fig. 79. Charge density contour plots for the dangling bond states 

d t(top) and d. (bottom) of (2 x 1) Si (111). The ou 1n 

charge is plotted in a (210) plane of (2 x 1) Si which 

corresponds to the (110) plane of (1 x 1) Si. The raised 

and lowered atoms are marked by arrows. 

Fig. 80. The unit "surface" cell for zincblende (110) surfaces. 

The surface is defined by the plane ABCD. Dangling 

bond from ions A, E and D are shown schematically. 

Fig. 81. Total valence charge density plotted in the (llO) plane 

terminated on the (a) Ga atom and (b) As atom. The 

charge density has been normalized to one electron per 

unit cell volume, ncell = 812A3. The contour spacing 

is in units of 0.35. 

Fig. 82. Charge density of the (a) Ga dangling bond and (b) As 

dangling bond surface states in the same place and 

normalization as in Fig. 81. The contour spacing is in 
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units of 2.0. 

Fig. 83. Local density of states in arbitrary units as defined by 

Eq. (44). The total density of states was obtained by 

summing over all lay~rs. 

Fig. 84. Total valence charge density plotted in the (110) plane 

terminated on the a) Zn atom and b) se atom. The charge 

density has been normalized to one electron per unit cell, 

n · = 812A3. The contour spacing is in units of 0.5. 
cell 

Fig. 85. Local density of states for ZnSe (110) surface (as in 

F:i.g. 83). 

Fig. 86. Chargedensity for the deepest lying surface state for 

the (110) ZnSe surface. The normalization is as in Fig. 

84 with the contour spacing in units of 5.0. The (llO) 

plane is displayed terminating in the Se. 

Fig. 87. Charge density for next lowest lying ZnSe (110) surface 

states (see Fig. 85). The normalization is as in Fig. 84 

with the contour spacing in units of 2.0. The (llO) plane 

is displayed terminating on the Zn. 

Fig. 88. Back bonding surface states for the ZnSe (llO) plane is 

displayed terminating on the Se. Normalization and contour 

spacing as in Fig. 87. 

Fig. 89. Parallel bonding surface states for the ZnSe (110) surface. 

The plane displayed contains atoms A and E in Fig. 80 and 

is perpendicular to the (110) surface, The contour 

spacing is in units of 3.0. 
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Fig. 90. Dangling bond surface states localized on Se for the ZnSe 

(110) surface. The plane, normalization and contour 

spacing is as in Fig, 88. 

Fig. 91. Dangling bond surface state localized on Zn for the ZnSe 

(110) surface. The plane, normalization and contour spacing 

is· as in Fig. 87. 
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