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Professor Richard E. Wirz, Chair

Electrospray thrusters require significant improvements in operational lifetime for use in

multi-year spacecraft propulsion missions. The primary thruster lifetime-limiting mechanism

is propellant overspray, in which wide-angle particles impinge on and saturate downstream

electrodes instead of exiting through the electrode aperture and contributing to produced

thrust. Electrospray particles are emitted within a small radial range, but diverge as they

move downstream from emission to form a 3D plume, the edges of which contribute to

overspray. In order to improve electrospray thruster designs towards minimizing overspray

and optimizing operational lifetime, we need to understand what causes electrospray plume

divergence.

This dissertation investigates electrospray plume divergence using the Discrete Electro-

spray Lagrangian Interaction (DELI) Model to simulate electrospray particle dynamics. The

governing equation for particle propagation includes the applied electrostatic force from the

potential difference between the emitter and downstream electrode, the Coulomb forces

between particles (including image charges), and the drag force. Each of these forces is in-

vestigated theoretically and computationally to determine its influence on plume divergence.
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None of the forces introduce radial divergence into a set of particles emitted straight down

the axis of emission with no range in radial coordinate. However, electrospray particles are

always emitted with some small range in radial coordinate due to hydrodynamic instabilities

and minute asymmetries in the emitter. All three forces exacerbate existing radial diver-

gence among a set of particles: the applied electric field has a radial component due to jet

curvature and the electrode aperture; there is a radial component to Coulomb forces between

particles with a difference in radial coordinate; and drag counters particle motion, keeping

particles in a clustered state in which Coulomb forces are magnified.

Simulations compare the radial divergence of groups of particles with equal velocities and

with an upstream velocity gradient, in which upstream particles are moving faster than their

forward neighbors. In the upstream velocity gradient case, faster particles catch up to their

forward neighbors, magnifying the Coulomb interaction between the two in response to their

increased proximity. We term this interaction a ‘traffic jam’ and correlate it with increased

plume divergence through Coulomb interactions. We present two novel means of character-

izing plume divergence: 1) a metric for positional divergence based on three standards of a

Gaussian or Super-Gaussian fit to particle mass density distribution as a function of radial

coordinate, and 2) emittance as a metric for positional and velocity divergence. We further

describe how emittance can be used to identify when an electrospray plume has reached the

steady state.

Machine learning is applied for the first time to electrospray particle dynamics data,

produced by the DELI Model. Results demonstrate predictive abilities for downstream

particle dynamic properties given particle properties at emission. Furthermore, a novel

method is proposed for combining experimental electrospray particle data, computational

plume evolution models, and machine learning algorithms to optimize diagnostic design.

In summary, this dissertation presents a comprehensive consideration of electrospray

plume divergence using computational and analytical models supported by experimental

data. The origins and sources of growth of electrospray plume divergence are identified, new
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metrics for electrospray plume divergence are presented, and machine learning algorithms

are developed to predict electrospray plume divergence.
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CHAPTER 1

Introduction

This section begins with a brief introduction to spacecraft propulsion before presenting the

governing physics and current state in spacecraft propulsion of the electrospray. This section

concludes with the motivation, objective, hypothesis, and approach of this dissertation, and

an outline of the dissertation manuscript.

1.1 Spacecraft Propulsion

In keeping with Newton’s First Law of Motion, spacecraft at rest will remain at rest unless

an unbalanced force is exerted upon them. Space is full of unbalanced forces, from gravita-

tional and electromagnetic fields, to thermal and solar radiation pressures. Many missions

utilize these existing forces to propel spacecraft towards a designated location, but the set of

trajectories traversable under only these forces is limited. Therefore, many missions require

additional onboard propulsion systems to augment or counter existing forces and access a

much wider range of space.

Moving through space requires changes in spacecraft momentum. To generalize trajectory

planning for any mass of spacecraft, aerospace engineers utilize the metric of change in

velocity, or mass specific change in moment:

∆v = gIsp ln

(
mi

mf

)
, (1.1)

where g is the gravitational acceleration constant on Earth, mi is the spacecraft initial mass

with all propellant, mf is the spacecraft final mass after expelling all propellant, and Isp is
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the specific impulse of the spacecraft, defined as

Isp =
T

gṁ
, (1.2)

where ṁ is propellant mass flowrate and thrust is

T = cṁ, (1.3)

where c is the propellant exit velocity.

Propulsion systems which control spacecraft orientation by providing changes in angular

momentum are termed attitude control systems. Examples include momentum wheels, con-

trol moment gyroscopes, and Vernier thrusters. Attitude control systems allow spacecraft

to rotate and face targets for long periods of time, for purposes including weather tracking,

satellite communication, military reconnaissance, and cosmological studies. Other propul-

sion systems provide changes in translation momentum, allowing spacecraft to move through

space. There are discrete classes of such spacecraft propulsive devices: thermal, chemical

and electrical.

Thermal propulsion systems create momentum by releasing heated or pressurized pro-

pellants. Examples include cold gas thrusters, steam rockets, and nuclear thermal rockets.

In these systems, propellant is pressurized or heated prior to entering the thruster system,

unlike in chemical propulsion in which propellant is heated and gains momentum in a chem-

ical reaction such as fuel oxidation. Chemical propulsion systems can utilize solid fuel, as

exemplified by the earliest rockets, 13th century Chinese gunpowder rockets. They can also

utilize liquid propellants, as demonstrated by the Space Shuttle used to place humans in

orbit. Liquid-propellant rockets are further divided into monopropellant, bi-propellant, and

tripropellant systems, which use one, two, and three types of propellant, respectively, in the

same system. Hybrid rockets combine solid-fuel and liquid-propellant propulsion systems,

using a solid propellant in the combustion chamber and adding a liquid or gas oxidizer for

combustion. Chemical propulsion systems are heralded for the high thrust to mass ratios
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they achieve by accelerating heavy particles (yielding high thrust through high mass flowrate

following Eq. 1.3). However, such systems are specific impulse limited by the terminal ve-

locity the heavy particles can reach in the chemical reaction, typically with Isp < 450 s.

Electric propulsion systems create momentum by using electrostatic or electromagnetic

fields to accelerate particles to higher velocities than is possible with chemical propulsion.

These fields can be increased in strength as spacecraft power capabilities allow to exert more

force on a particle than a chemical reaction can impart. Furthermore, the particles acceler-

ated in electric propulsion systems can be as low-mass as single charges, such that they reach

higher terminal velocities under the same applied force than heavy fuel particles in chemical

propulsion systems. Electric propulsion systems include ion engines (famously featured in

Star Wars) such as gridded ion engines and Hall effect thrusters, pulsed plasma thrusters,

magneto plasma dynamic thrusters, resistojets, arcjets, air breathing electric propulsion

systems, field emission electric propulsion thrusters, and electrospray thrusters. Electric

propulsion systems are capable of delivering specific impulse on order of 10.000 s. However,

such systems are thrust-limited by the electric power available on the spacecraft. Low-mass

propellant corresponds to a lower mass flowrate, and propellant exit velocity depends on

the field strength created with available electric power, so thrust also depends on available

power following Eq. 1.3. The thrust provided by electric propulsion systems is often lower

than in chemical propulsion systems where heavy fuel provides a higher mass flowrate. The

thrust and specific impulse capabilities of various thermal, chemical, and electric propulsion

systems are shown in Fig. 1.1.

The choice of propulsion systems depends on mission objectives. Chemical propulsion

systems are the default choice for liftoff systems because they provide sufficient thrust to

exit the Earth’s atmosphere. Electric propulsion systems utilize charged gaseous propellants

much lighter than the fuel and oxidizers required for chemical propulsion, enabling a range

of propellant-limited missions from multi-year deep space missions, which must preserve pro-

pellant to ensure long operational lifetimes, to Lower Earth Orbit (LEO) CubeSat endeavors,
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Figure 1.1: Thrust vs. specific impulse for several common spacecraft propulsion systems[1].

which are size-limited in the propellant quantity they can carry. The number of launched

CubeSats has increased exponentially since the technology’s inception as shown in Fig. 1.2,

signaling an increased need for electric propulsion technologies in the future.

1.2 Electrospray Plume Physics

The term electrospray is used to refer to both a) the physical phenomenon of an electrified

jet forming and releasing a fine aerosol in response to a strong electric field and b) the

apparatus which deliberately applies an electric field to a fluid meniscus to prompt this

physical phenomenon. This dissertation will utilize the second definition by default, although

many statements herein will be true for both definitions. Electrospray will also be used as

an adjective, such as in the cases of ‘electrospray thruster’ and ‘electrospray ionization.’

Electrosprays create an aerosol from a liquid meniscus through the application of a
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Figure 1.2: Total nanosatellites and CubeSats launched in recent years demonstrates expo-

nential increase trend in CubeSat launches.[2].

strong electric field which electrohydrodynamically deforms the meniscus into one or mul-

tiple cone-jets which emit charged particles (droplets, ions, and/or ionic clusters). These

like-charged emitted species repel one another through Coulomb interactions, evolving into

a 3-dimensional plume over time. The means of supplying liquid to be sprayed can be ac-

tive, such as applying pressure to move fluid through a capillary needle, or passive, such as

through the innate capillary forces in a porous mesh. The electrostatic potential difference

which induces fluid motion is created between the emitter and a downstream electrode. In

many electrospray applications, such as mass spectrometry[25, 26] the single downstream

electrode is a solid collector plate. In thrust-producing electrospray applications, there are

one or more downstream electrodes commonly termed ‘grids’ which contain thrust-releasing

apertures. An electrospray geometry with two downstream electrodes with thrust-releasing

apertures is visualized in Fig. 1.3.

Electrospray plume particle populations have been observed to vary from nearly homo-
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Figure 1.3: Electrospray geometry for a thrust-producing application. The electric potential

difference is generated between the emitter and downstream electrode, which has an aperture

to allow for thrust release. [3]
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Figure 1.4: Cloud plumes of small secondary particles are separated from central primary

particle plumes in bi-modal inhomogeneous plumes.[4]

geneous in species to highly inhomogeneous, containing particle with a wide range of size,

mass, and charge. In plumes with pronounced bi-modality in the emitted particle popula-

tion, there is marked species separation in the plume as shown in Fig. 1.4. At lower angles

the plume consists of larger ‘primary’ particles, at higher plume angles there is a ‘cloud’

plume of smaller ‘secondary’ particles, and at middle angles there is sometimes a ‘dark zone’

with low particle density.

The mechanisms of secondary particle production which yield inhomogeneous plumes oc-

cur both during and after particle emission from the electrified jet. These means of secondary

production, depicted in Fig. 1.5, are:

• Emission of minute ‘satellite’ particles from the jet between larger primary particles.

• Electric field-induced ion emission the fluid meniscus when the surface electric field

magnitude surpasses a fluid-dependent threshold value on the order of E =1Vnm−1,

typically at the ‘neck’ of the cone jet where curvature and thereby electric field strength

are maximized[27].

• Electric field-induced ion emission from the surface of primary particles after emission

if the surface electric field magnitude surpasses a fluid-dependent threshold value on

the order of E =1Vnm−1 [27].
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Figure 1.5: Sources of secondary particle production.

• Coulomb fission (also called Coulomb explosion) of a primary particle emitted with

charge higher than its Rayleigh limit[28]:

qR = π
√

8γST ϵ0d3, (1.4)

where γST is surface tension, d is particle diameter, and ϵ0 is the permittivity of free

space. Electrospray particles have been reported to fission with charges as low as 60%

of the Rayleigh limit because their shapes deform from the spherical ideal.

• Electric field-induced ion emission or Coulomb fission of a particle created by the

coalescence of multiple primary particles following emission which meets the above

thresholds for secondary particle production.

The time required for ion emission is shorter than that for a Coulomb fission such that

particles preferentially field-emit ions. Field-emission of ions can suppress Coulomb fission

in a particle emitted over its Rayleigh limit by rapidly charge-reducing the particle to below

its Rayleigh limit.
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Figure 1.6: The first published images of the electrospray [5].

Electrosprays (the physical phenomenon) were first theorized by Lord Rayleigh when he

derived the Rayleigh limit, who hypothesized that spherical fluid particles could reach such

a charge threshold before throwing out fine jets of liquid. The first images of an electrospray

were published by John Zeleny in 1917[5], presented in Fig. 1.6, beginning over a century

of research into the many behavioral/operational modes of electrosprays. Primary modes

which have been identified include spindle, pulsating, whipping, multi-jet, and the optimal

cone-jet mode[4]. Electrospray modes have been experimentally discretized as functions of

flowrate and applied voltage as displayed in Fig. 1.7. In the cone-jet mode, a single jet emits

particles within a small displacement range of the axis of emission. The cone formed by the

fluid meniscus was studied by Sir Geoffrey Ingram Taylor in the 1960s, who found that it

has a half angle of 49.3◦ in the optimal cone-jet mode, a geometry now know as the Taylor

cone[29].
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Figure 1.7: Electrospray behavioral modes experimentally mapped over a range of flowrate

and voltage [6].

1.3 Electrospray Spacecraft Propulsion

Applications of the electrospray have developed simultaneously alongside efforts to visual-

ize and describe the electrospray. Once a niche scientific phenomenon, electrosprays have

found use in ink-jet[30, 31] and 3D printers[32, 33]; drug delivery systems[34]; automotive[35],

agricultural[36, 37], cleaning[38, 39, 40], and fire-fighting sprays[41, 42, 43]; and mass spectrometry[25],

for which John Fenn and Koichi Tanaka were awarded the Nobel Prize in Chemistry in 2002.

Electrosprays are also applicable for spacecraft propulsion, having demonstrated successful

in-space operation in 2015 on the Space Technology 7 Disturbance Reduction System (ST7-

DRS), a National Aeronautics and Space Administration (NASA) technology demonstration

payload of the European Space Agency (ESA) Laser Interferometer Space Antenna (LISA)

Pathfinder (LPF) Mission [44].

The LISA Mission aims to observe the gravitational waves predicted by Einstein’s Theory

of General Relativity without noise from vibrations in the crust of the Earth, and the LISA

Pathfinder spacecraft demonstrated the several key technology components for the future
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LISA Mission. Figure 1.8 shows an expanded view of the LISA Pathfinder spacecraft compo-

nents. This mission used a bi-propellant chemical propulsion system to reach the Lagrange

1 point in space, which then detached (‘Propulsion Module’ in Fig. 1.8). Once stationed,

the spacecraft used electrospray propulsion systems (‘Electric propulsion’ in Fig. 1.8) for

high-resolution thrust stabilization during gravitational-wave observation. These electro-

spray thruster devices were developed by Busek and are named the Colloid MicroNewton

Thrusters (CMNTs) after their micro-Newton thrust precision capabilities. When the CMNT

Disturbance Reduction Systems (DRS) were active, noise was comparable to the diameter

of a DNA Helix (2 nm). One of the of the CMNTs is displayed in the inset in Fig. 1.8,

showing four arms extruding from a main body containing the power source, among other

components. Each arm ends with a gridded array, and each hole in the grid is the thrust-

releasing aperture for a single electrospray. This gridded electrospray thruster structure is

highly scalable because the grid size can be expanded to meet mission requirements.

1.3.1 Electrospray Divergence Considerations

The LISA mission requires operational thruster lifetime an order of magnitude greater than

the 2,400 hours demonstrated by the LISA Pathfinder DRS thrusters. While performance

enhancements are always desirable, operational lifetime is the metric limiting the use of

electrospray thrusters for propulsion in current and upcoming spacecraft missions. Figure

1.9 presents a hierarchical failure tree of electrospray life-limiting mechanisms. Each first-

tier failure mechanism is inherent to electrospray operation in a thrust-releasing system:

overspray describes plume constituents which reach too wide of angles to pass through the

thrust-releasing aperture, backstreaming electrons are generated through overspray and then

guided by the applied electric field, and electrochemical interactions are induced between such

backstreaming electrons and emitted particles. From this failure tree, overspray has been

identified as the primary life-limiting mechanism, presented in Fig. 1.10. Particles which

reach too wide of angles to exit through the thrust-releasing aperture instead impinge on
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Figure 1.8: An expanded view of the LISA Pathfinder spacecraft, with ‘Electric propulsion’

labels added to the original figure from [7]. The insert figure shows one of the Colloid

MicroNewton Thrusters providing electrospray propulsion [8].
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Figure 1.9: A hierarchical tree of life-limiting/failure mechanisms for electrospray

thrusters.[3]

the downstream electrodes critical in electrostatic thrust generation. These fluid particles

are absorbed by the electrode until it exceeds its volumetric absorption threshold, triggering

propellant backspray towards the emitter and electrical shorting. Over multi-year periods

of thruster operation, even a minute percentage of emitted flux incident on downstream

electrodes will cause thruster failure through these overspray mechanisms.

Following the overspray life-limiting mechanism, the widest angles of the plume with the

lowest particle density are most critical to electrospray thruster lifetime extension efforts.

This key criteria is dissimilar to many other electrospray applications, such as printing

and drug delivery, which are concerned with the central majority of the plume rather than

its edges. Experimental measurements at wide plume angles are difficult to obtain and

prone to high uncertainty due to the relative lack of particle flux to such angles. Therefore,

electrospray plume modeling is needed to provide further insight towards electrospray plume

structure at wide angles. Experimental and computational studies work with synergy on
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Figure 1.10: Particles optimally exit the thruster and produce thrust (1); however, overspray

to the first ‘extractor’ grid (3) and a secondary downstream ‘accelerator’ grid (2) occurs from

particles displaced to wide plume angles, (5) and (4) respectively, by Coulomb interactions,

represented by (7) and (6) respectively. The two grids will eventually become saturated and

backspray upstream, (9) and (8) respectively[3].
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electrospray thruster designs to optimize thruster lifetimes for future of missions of interest.

The operational lifetime of an electrospray thruster before overspray fully saturates a

downstream electrode can be analytically estimated given a functional form of the mass

flux, j, in the plume, such as a Gaussian distribution of mass flux over plume angles θ:

j(θ) = exp

(
− θ2

2σ2
m

)
, (1.5)

where σm is the standard deviation of the mass flux distribution[3]. Non-Gaussian mass flux

distributions have also been reported, such as Super-Gaussian distributions[45, 23]:

j(θ) = A(IB) exp

(
−
(
(θ − θt)

2

2σm(IB)
2

)n
)
, (1.6)

where A is a scale factor which is a function of beam current IB, θt is the tilt angle of the

plume (0 in an ideal case), and n is the order of the super-Gaussian. The time for propellant

overspray to saturate an electrode depends on many factors, such as the electrode aperture

radius, the applied electric field, the emitter-to-electrode distance, and the open volume of

the porous electrode material. The emitter aperture radius and emitter-to-electrode distance

can be collectively represented using a line-of-sight angle, shown in Fig.1.11 and calculated

by

LOS = arctan

(
rel
zel

)
, (1.7)

where rel is the radius of the electrode aperture and zel is the axial coordinate of the electrode

with the origin coordinate at the center of the emitter tip. Assuming Gaussian mass flux

distributions, the impact of varying LOS and electrode open volume on time to saturate

a downstream electrode for different standard deviations σm of mass flux distribution is

illustrated in Fig. 1.12, reproduced from [3]. The best method for improving lifetime is

beam confinement, moving left along the horizontal axis. However, changes to the electrode

geometry dictating LOS and changes to the electrode material dictating porous capacity

can also improve lifetime. The influence of changes to electrode geometry on electrospray

plume divergence is further discussed in Chapter 3.
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Figure 1.11: The line-of-sight angle between the emitter and a the aperture edged of a

downstream electrode.

Figure 1.12: The effect of changes to electrode geometry (LOS), porous electrode capacity

(open volume), and beam shape (standard deviation σm of Gaussian mass flux distribution)

on electrode (in this case, an ‘accelerator’ grid) saturation time.[3]
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In order to increase thruster lifetimes by confining the electrospray beam, or limiting

the plume divergence, we must understand the sources of plume divergence and the mecha-

nisms which grow divergence as the plume evolves. Furthermore, we must develop industry

standards for characterizing plume divergence in order to measure the success of proposed

means of beam confinement. These motivating factors and the objective of this dissertation

research towards these needs are presented in the following section.

1.4 This Dissertation

The motivation for this dissertation research is to improve the lifetime of electrospray

thrusters for spacecraft propulsion. In Sec. 1.3.1, we discussed that electrospray thruster

lifetimes are primarily limited by propellant backspray which occurs as a result of propellant

flux to downstream electrodes. The amount of propellant flux to downstream electrodes

depends on the divergence of the electrospray plume. Therefore, the objective of this dis-

sertation is to characterize the physics governing electrospray plume divergence and the

resulting plume shape.

The electrospray plume is governed by three major forces: the electrostatic force from

the potential difference between the emitter and downstream electrodes, the Coulomb force

between particles, and the counter-motion drag force. Based on high speed video of elec-

trospray particle dynamics presented in Sec. 4.1 which shows particles clustering prior to

diverging, we hypothesize that Coulomb forces are the dominant force in electrospray plume

expansion. Our approach to investigating this hypothesis is to computationally study the

influence of each of these forces on electrospray plume evolution using a Lagrangian model

of electrospray plume particle dynamics.

The outline of the dissertation is as follows. In chapter 1, we present introductions to

spacecraft propulsion in general, electrospray physics, and electrospray spacecraft propulsion.

This chapter concludes with the present outline of the dissertation manuscript. Chapter 2
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presents the Discrete Electrospray Lagrangian Interaction (DELI) Model for simulating elec-

trospray plume evolution, including validation of the model published in [46]. Chapters 3-6

discuss electrospray plume divergence physics: Chapter 3 focused on the applied electro-

static force from potential difference between electrodes, Chapter 4 on the Coulomb force

between charged particles, Chapter 5 on the drag force, and Chapter 6 on the other forces

not included in the DELI Model. Chapter 7 presents a new means of electrospray plume

divergence analysis. Chapter 8 applies machine learning algorithms to particle evolution

data produced by the DELI Model. Finally, Chapter 9 summarizes the major conclusions

of this dissertation and presents future work which expands upon this dissertation research.

The dissertation appendices present: empirical coefficient of drag terms used in DELI Model

simulations (App. A), variable histograms for the machine learning studies (App. B), hyper-

parameter tuning information for the machine learning studies (App. C), plume evolution

parameter studies (App. D), unpublished analytical efforts of dissertation research including

nondimensionalization of the governing equation (App. E), and the code for the DELI Model

in C++ (App. F).
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CHAPTER 2

Electrospray Plume Modeling

This chapter presents the computational approach of this dissertation research to investigat-

ing electrospray plume evolution. It begins with a literature review of electrospray plume

modeling efforts. Next, the end-to-end electrospray evolution model developed by the UCLA

Plasma, Energy & Space Propulsion Laboratory is presented, followed by the introduction

of the Discrete Electrospray Lagrangian Interaction (DELI) model developed during this

dissertation, which is part of the end-to-end model. Finally, canonical verification and ex-

perimental validation of the DELI Model are presented.

2.1 Literature Review

The first simulation of electrospray plume evolution was developed by Ganan-Calvo et al. in

1994[9]. The authors utilized a Lagrangian approach and a governing equation with applied

electrostatic, Coulomb, drag, and image charge forces to simulate the evolution of a single

electrospray plume. This seminal work serves as the foundation for many other publications:

Tang and Liu propagated the plume in the vacuum domain relevant to colloid thrusters[47];

Gamero-Castaño also simulated in vacuum, but used a line-of-charge approximation for the

Coulomb term[48]; Deng and Gomez also used a line-of-charge approximation for space

charge and also extended their simulations from single electrosprays to multi-plexed electro-

spray systems[49]; Yang et al. also simulated multi-plexed electrosprays, but on a Personal

Super Computer with theoretical computational power of 10 TFlops[50]; Oh et al.[51] and

Jung et al. studied dual or “twin” nozzle systems[52]; and Wilhelm et al. introduced a
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solvent evaporation module[10]. Grifoll and Rosell-Llompart have published extensively on

simulating plume evolution[53, 11, 54, 55, 26]. They along with Arumugham-Achari inves-

tigated simulation timestep[55], Coulomb explosions[26], induced flow in the background

gas, vapor concentration, gas temperature, and residual charges[54]. Some non-Lagrangian

approaches to electrospray plume modeling have also been proposed: Higuera utilized an

Eulerian approach to plume propagation[56], and Cui and Weng utilized a PIC approach to

plume simulation, assuming the plume (in this case an ion beam) becomes Coulombically

collisionless soon after emission[57].

All charged particles in an electrospray interact Coulombically, creating a computation-

ally expensive n-body problem, with n2 Coulomb force calculations in each time step, where

n is the number of particles. Therefore, methods of approximating the Coulomb term have

been proposed to increase computational efficiency. Early efforts to curtail the Coulomb

term were made by Rietveld, who neglected all Coulomb forces[58], and Hartman et al., who

restricted the the Coulomb term to consider only the closest 120 particles[59]. The line-of-

charge approximation to the plume used by Gamero-Castaño[48] and Deng and Gomex[49] is

another simple means of approximating the Coulomb term. This method was shown to accu-

rately resolve the evolved plume outline, but misrepresent interior plume structure[49]. More

sophisticated and accurate means of approximating space charge were developed by Grifoll

and Rosell-Llompart, such as the such as the Lumped Space Charge[11] and Continuous

Charge[53] methods.

In recent years, methods have been proposed which discretize the electrospray plume and

treat independent regions differently. Gamero-Castaño[13] defined a radial threshold around

emission, within which a fully discrete Coulomb term was used and outside of which Poisson’s

equation was solved in a manner similar to Grifoll and Rosell-Llompart’s Continuous Charge

method[53]. Similarly, Petro et al. defined two radial thresholds around emission: within

the first 5 µm radially, the Coulomb force was calculated fully discretely in every timestep;

between the first and second radial thresholds (5 µm < r 250 µm), the Coulomb force was
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calculated fully discretely but only updated every 10 timesteps; outside the second radial

threshold (r > 250 µm), Coulomb interactions were neglected [14]. Grifoll and Rosell-

Llompart also proposed discretizing the electrospray plumes, but for the purpose of using

different simulation timesteps in the different regions instead of different Coulomb force

terms, termed the Zonal Time Stepping method [11]. Specifically, a smaller timestep was

used closer to emission, where Coulomb interactions occur most frequently, than was used

further downstream where particle density is lower.

2.2 End-to-End Model System

The electrospray is comprised of multiple scales of physics and is governed by balances of

different forces in different regions. Therefore, it is best approached computationally with

a multi-model system in which it is discretized into regions with different governing equa-

tions. These regions, each with a unique associated model, are displayed in Fig. 2.1. The

Extraction Region, in which an ideally axisymmetric cone-jet forms and emits particles,

is simulated with an electrohydrodynamic computational fluid dynamics (CFD) model[60];

analytical equations have also been developed for emitted particle properties based on jet

properties[4]. In the UCLA PESPL, the model for this region was developed by Henry Huh

during his dissertation research[61] and is named the Plasma & Space Propulsion Laboratory

Electrohydrodynamic Model (PSPL-EHD). In the Transition Region, particle break-up and

coalescence occurs following emission on very small scales (nanometer to micron order), ne-

cessitating molecular dynamics (MD) models. Research in this region was completed in the

UCLA PESPL by Shehan Parmar during his thesis research[62]. In the Interaction Region,

the plume has high particle density in the region following emission, and Coulomb interac-

tions between particles dominantly govern plume dynamics. This region of the plume is the

focus of this dissertation, and the model for this region is described in detail in the following

Sec. 2.3. In the Plume Region, the plume has expanded enough that Coulomb interactions
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Figure 2.1: End-to-end model system for electrospray plume evolution consists of discretized

regions based on governing physics.

no longer dominate particle dynamics, and the plume can be simulated with solely applied

electrostatic forces. This process is completed in the PESPL using the commercial software

COMSOL Multiphysics 5.1. Computational and analytical research in this region was com-

pleted by Shehan Parmar during his thesis research [63, 64]. The threshold between the

Interaction Region and the Plume Region is discussed further in Sec. 4.4. Additional facility

effects such as electron backstreaming were investigated through environmental models by

Nolan Uchizono during his dissertation research [65, 66] and Jared Magnusson during his

thesis research [67].

Information is passed between models to create an end-to-end model of the electrospray

system, from jet formation, to particle emission, to plume evolution. The CFD model in the

Emission Region PSPL-EHD model provides emitted particle data (charge, radius, mass,
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3D location, 3D velocity) to the Transition Region MD model. The Interaction Region par-

ticle tracking model takes input particle data directly from the Emission Region model if

breakup and coalescence effects are being excluded; otherwise, the Interaction Region model

can take input particle data from the output of the Transition Region MD model. The

particle data output by the Interaction Region particle tracking model is input to the Plume

Region model, which in turn outputs particle dynamics data at any given downstream loca-

tion. Information from environmental models, such as electron backstreaming populations,

can be incorporated into each of the primary plume propagation models. For example, a

backstreaming electron population can be introduced into the Interaction Region as a neg-

ative charge species emitted at the downstream end of the domain[66, 65]. All models are

capable of operating independently of the others to study their specific plume regime given

appropriate input data from any source, such as from the literature.

2.3 DELI Model

The Discrete Electrospray Lagrangian Interaction (DELI) Model was developed during this

dissertation in order to simulate electrospray plume evolution. This model is part of the

end-to-end model system introduced in Sec. 2.2 and covers the Interaction Region where

Coulomb forces dominate plume evolution. While the electrospray plume modeling literature

includes examples of both Lagrangian[9, 11, 68] and Eulerian[56] models, the DELI model

was chosen to be Lagrangian in order to divulge the dynamics of individual particles which

reach wide plume angles and detract from thruster lifetime. Furthermore, Eulerian methods

can misrepresent the influence of inter-particle Coulomb forces in high charge density areas

such as the Interaction Region. A fully discrete approach to Coulomb forces was chosen

for the DELI model to optimize simulation accuracy despite this approach being computa-

tionally intensive. Study into the regions of the plume, potentially time-evolving, in which

space charge can be approximated while preserving simulation accuracy is an active area of
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electrospray plume modeling research and is further discussion in Ch. 4.

This section will present the governing equations of the DELI model, the model algo-

rithm for plume evolution including a flowchart representation, details of the time-stepping

algorithm and time step size, and a description of the particle emission module. Following

the introduction of the model, verification of the applied electrostatic module, and Coulomb

module, and the time-stepping algorithm are presented. Finally, validation with results from

the literature is provided for full electrospray plume evolution.

2.3.1 Governing Equations

The DELI Model utilizes the following governing force equation to simulate particle motion

in the vacuum of space:

ma = q(EA + EC)

= qEA +
q

4πϵ0

n∑
j=1

qiri
|ri|3

(2.1)

where m is particle mass, a is particle acceleration, q is particle charge, EA is the electric field

applied by electrodes, EC is the the Coulomb field induced by other particles (space charge),

ϵ0 is the permittivity of vacuum, n is the total number of particles, and ri is the separation

vector from particle i. The 2D-axisymmetric static electric field applied by the electrodes EA

is obtained from COMSOL Multiphysics 5.1 by fitting a fine, adaptive mesh to the relevant

emitter-electrode geometry and applying the relevant electric potentials. A Taylor cone with

semi-angle 49.3◦ is staked to the emitter radial edge (outer radial edge in the case of a tapered

emitter), and a jet with length 13.5 times the mean particle diameter[9, 53] and radius 1.89

times the mean particle radius is emitted from the tip of the cone. This jet-to-mean-particle

radius ratio was first derived by Rayleigh for atmospheric, uncharged jet breakup[69, 28]

and holds for steady cone-jet mode electrosprays of lower-conductivity propellants[70, 71, 72],

although it has been challenged for electrosprays of high-conductivity propellants[73, 74, 75].

Both the Taylor cone and jet are held at the same voltage as the emission electrode in the
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COMSOL model unless otherwise specified. By setting the emitted cone and jet to the high

potential of the emitter, the repulsive force exerted on emitted particles from the cone and

jet is included in the electric field force applied by the electrodes, EA, in Eq. 5.19 governing

particle motion. The 2D-axisymmetric electrostatic field is imported from COMSOL to the

DELI Model and interpolated onto 3D particle coordinates assuming axisymmetry. The

interpolation utilizes the nearest-neighbor method, in which particles experience the electric

field associated with the closest point on the imported EA data mesh, to obtain the electric

field acting on each particle in the plume.

When simulating atmospheric validation cases, a drag term is included in the particle

governing equation. This drag term is empirical and dependent on emitted particle charac-

teristics and properties of the background fluid. For incompressible, continuum flow, Stokes

found the drag force on a sphere to be directly proportional to its diameter:

FD = −3πdνflv, (2.2)

where νfl is the kinematic viscosity of the surrounding fluid[17]. In more compressible or

rarefied flow environments, the drag force on the particle departs from the Stokes solution:

FD = −π

8
d2νflCDv|v|, (2.3)

where CD is the coefficient of drag. Stokes analytically determined the coefficient of drag

when the Reynolds number is Re << 1, where

Re =
|v|d
νfl

, (2.4)

and the Knudsen number Kn << 1, where

Kn = l/d, (2.5)

and

l =
1

ρnσ
(2.6)
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is the particle mean free path, ρn is the number density of the surrounding fluid particles,

and σ is the cross-section of the surrounding particles, to be

CD = 24/Re. (2.7)

Otherwise, the coefficient of drag is determined empirically[16, 19, 76, 77, 78] over specific

range of flow parameters Re, Kn, and Ma, where Ma is Mach Number:

Ma =
|v|
a
. (2.8)

Note that Knudsen, Mach, and Reynolds number are related by

Kn =
Ma

Re

√
γπ

2
, (2.9)

where γ is the ratio of specific heats, such that knowing two flow parameters determines the

third. The collection of empirical coefficients of drag utilized during dissertation research

studies is given in Appendix A. With the addition of the drag term from Eq. 5.17, the

governing equation becomes

ma = q(EA + EC)− FD

= qEA +
q

4πϵ0

n∑
j=1

qiri
|ri|3

− CD
π

8
ρfld

2v|v|.
(2.10)

When simulating non-thruster geometries with solid collector plate electrodes, rather

than electrodes with thrust-releasing apertures, Eq. 2.10 is modified to include an image

charge term which accelerates particles as they approach the collector plate:

ma = q(EA + EC + EI)− FD

= qEA +
q

4πϵ0

n∑
i

qi

(
ri
|ri|3

− rIi
|rIi|3

)
− CD

π

8
ρfld

2v|v|,
(2.11)

where EI is the field due to image charge in the collector plate, and rIi is the separation

vector from each image charge, which has axial component 2H− zi, where H is the collector

plate height and zi is the axial coordinate of the particle yielding the image. In the case that
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there is a downstream electrode with a thrust-releasing aperture, there will still be an image

charge attraction induced by charged particles in the electrode, but it is more geometrically

complex than for the parallel collector plate case and is currently simplfied to Eq.2.11 in the

model. A diagram of the forces in Eq. 2.11 is presented in Fig. 2.2.

Particles are assumed to be perfectly spherical in drag force calculations. In Coulomb

force calculations, they are treated as uniform spherical charges, with the high-order effects

of motion of charge on the surface of fluid droplets excluded from the current model. Charge

motion in fluid droplets and its influence on their Coulomb interactions has been researched

in the literature [21, 79] and is discussed in Sec. 6.3. Brownian motion, gravitational,

Boussinesq–Basset, and phoretic forces are many orders of magnitude weaker than the forces

included in Eq. 2.11 are thus neglected from the governing equation of motion[9, 4]. The

forces which are neglected from the governing equation of the DELI model are disucssed in

Ch. 6. Secondary emission, whether through the field emission of ions from the surface of

particles downstream of emission[80, 27], Coulomb repulsion[81, 26], or particle impacts on

surfaces within the domain[67, 65, 82, 83], is not currently considered in the model and has

potential for future work.

2.3.2 Numerical Algorithm

A flowchart of electrospray plume simulation in the DELI model is presented in Fig. 2.3.

The model begins by importing a 2D-axisymmetric electric field solution from COMSOL,

and creating a corresponding 3D simulation domain. In order to emit particles under flow

constraints, the model inputs the density of the sprayed fluid, particle mass and charge

distributions, particle emission location and velocity distributions, and current and/or mass

flow rate constraints. The particle emission module is discussed further in discussed further

in Sec. 2.3.4. After particle emission is constrained to meet flow inputs, all particles are

advanced according to Eq. 2.11 as described in Sec. 2.3.1. Any particles which exit the

simulation domain or strike an electrode are removed from the simulation following the

27



Figure 2.2: Electrospray domain with a solid collector plate, displaying examples of the

applied electric field, Coulomb, drag, and image charge forces on emitted particles. Only the

portion of image charges nearest the collector plate are shown.
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Figure 2.3: Algorithm for evolving electrospray plume in the Discrete Electrospray La-

grangian Interaction Model.

advancement step. Particle properties are output at a user-declared frequency. This iterative

process of emitting particles to meet flow constraints, propagating them according to the

governing Eq. 2.11, and removing them as they exit the simulation domain is repeated for a

user-designated number of steps, after which the simulation is terminated.

The DELI model utilizes the first-order Velocity Verlet time-stepping algorithm[84] to

advance particles:

Rt+1 = Rt + vt∆t+
1

2
at∆t2,

vt+1 = vt +
1

2
∆t(at + at+1),

(2.12)

where R is the particle position vector, t is the time step index, and ∆t is the simulation

time step, discussed further in Sec. 2.3.3. The velocity used in Eq. 5.17 to calculate the drag

force in each iteration is

vt+1 = vt + at∆t. (2.13)
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This algorithm is common in the molecular dynamics community and has been shown to

preserve energy in electrospray plume simulations[55]. This order of this time-stepping al-

gorithm is verified in Sec. 2.5

2.3.3 Simulation Time Step

Simulated plume evolution accuracy is sensitive to simulation time step[55, 14]. Grifoll et

al. reported that overly large time steps cause false ‘physical collisions’ between particles,

in which the distance between particle centers is less than their summed radii[55]. In the

absence of a coalescence module, these physical collisions are interpreted as high-magnitude

Coulomb collisions which propel ‘outlier particles’ to inaccurately wide plume angles. Grifoll

et al. therefore advised plume simulations utilize a time step for which the number of physical

collisions in the plume has plateaued to a minimum, such that further decreasing the time

step does not further decrease the number of collisions, in order to ensure any remaining

collisions are genuine particle collision events in the plume rather than simulation artefacts.

The motivation in selecting a simulation time step for the DELI model is to capture

high-frequency particle emission and interaction events. A sufficiently small time step is

chosen to allow each emitted particle to move downstream for multiple timesteps before the

next particle is emitted. The DELI simulation time step is a defined to be one hundredth of

the mean particle emission period:

∆t ≤ tem
100

, (2.14)

where the average particle emission period, tem, is the ratio of average mass, m, to com-

manded mass flow rate, ṁ, or average charge, q, to commanded current, I:

tem =
m̄

ṁ
=

q̄

I
. (2.15)

The time step ∆t in Eq. 2.14 is set to be one on the order of tem
100

. For example, if

100 µs ≤ tem < 1000 µs, then ∆t = 1 µs. Once a time step is selected, it is ensured not

to cause false physical collisions between electrospray particles. If physical collisions are
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observed during the simulation, a lower timestep is tested to see if the number of physical

collisions can be reduced. The simulation time step is finalized once it is verified to create

the lowest number of physical collisions.

2.3.4 Particle Emission

The DELI model emits particles given input distributions for diameter and charge - P (d)

and P (q), respectively. The distributions may be discrete, or a single joint probability

distribution P (d, q), and can be varied to match different experimental or theoretical con-

ditions. The emission module further requires an inputs for emission position P (ri, θi, zi),

where ri, θi, and zi are cylindrical emission coordinates, or P (xi, yi, zi), where xi, yi, and zi

are Cartesian emission coordinates; the distributions for the three emission coordinates may

be discrete or joint. Previous evolution studies note that the resulting plume structure is

not sensitive to the magnitude of the applied radial perturbation, ∆ri, so long as the mag-

nitude range is less than or equal to the jet radius, rj, corresponding to varicose instabilities

inherent in the jet[59]. When the radial perturbation magnitude exceeds the jet radius, the

perturbations correspond to a jet experiencing both kink and varicose instabilities, such that

the simulated plume is no longer operating in the desired steady cone-jet mode[59]. Simu-

lation results are sensitive to P (∆zi): too large a range in axial emitted coordinate allows

particles to be emitted on top of other existing particles, creating a physical collision in the

emission condition.

Electrospray particle emission location is determined by the electrohydrodynamic cone-

jet from which the particles are released. Furthermore, the electrostatic force which propels

particle downstream after emission is influenced by the changing cone-jet structure. Dy-

namically updating the applied electric field to reflects changes in cone-jet structure is com-

putationally intensive and therefore has only been implemented in the Emission Region by

the PSPL-EHD Model to simulate particle emission. The DELI model uses the electric field

input from COMSOL as discussed in Sec. 2.3.1, and the particle axial emission coordinate
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is fixed at the jet tip.

Emitted mass flow rate and current are constrained in alternating emission steps, such

that neither constraint is neglected in favor of the other. In each step, the emission module

compares the last-emitted particle mass, m−1, or last-emitted particle charge, q−1, to the

appropriate flow rate constraint - mass flowrate or charge, respectively - to calculate the

associated particle emission period, tem:

tem =


m−1

ṁ
, n is even

q−1

I
, n is odd

, (2.16)

where n is the total number of emitted particles. When only mass flowrate is known, the

particle emission period is a function of particle mass for every emission; when only current

is known, the emission period is always a function of particle charge. If more simulation

time has passed since the last particle emission than the particle emission period in Eq. 2.16,

a new particle is emitted with properties from particle property input distributions. Figure

2.4 displays the DELI Model particle emission module matching flow constraints following

startup of the flow.

Because the DELI model utilizes a constant time step, the total simulation time is always

equal to a positive integer multiple of the discrete simulation time step C∆t, C ∈ Z. In

contrast, particle emission periods can vary over a continuous range. Therefore, tem can be

offset from the closest discrete simulation time step ∆t by some small δt = |t − tem| < ∆t.

In this case, there is some small difference between the emitted flow and the targeted flow

with mass δm = δtṁ and charge δq = δtI. Utilizing a time step that is a small fraction

of tem, such that δt << tem as described in Eq. 2.14, prevents this difference from being

significant and compromising the efficacy of the emission module to conform to commanded

flow constraints. Alternatively, the charge or mass difference between emitted flow and

commanded flow following an emission event may be added on to the next-emitted particle,

as done by Grifoll and Rosell-Llompart [11]. This method precludes any difference between
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(a) (b)

Figure 2.4: The DELI model matches mass flowrate and current constraints over time fol-

lowing startup.

simulated and commanded flow emission, but assigns additional mass or charge to emitted

particles beyond particle property input distributions.

2.4 Verification

The first verification tests performed on the Coulomb force component of particle propagation

in the DELI model were canonical tests of symmetry, several of which are presented in Fig.

2.5. Coulomb forces between two interacting particles were observed to be symmetric, with

differences between the force on two particles within the range of machine error, as shown

in Fig. 2.6.

Following these canonical tests, the Coulomb force component of the DELI Model was

further verified by comparing simulated angles of deflection in a canonical two-particle in-

teraction with no applied electric field or drag to the analytical solutions for these deflection

angles. The analytical solution is derived from the conservation of energy in the center-of-
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Figure 2.5: All particles have q = 1C and m = 1kg unless otherwise specified. a) Particle

6 approaches stationary particles 4 and 5, positioned 0.02m apart. b) Particle 5 orbits

stationary particle 4 (q = 1 × 1011 C and m = 1 × 1011 kg) with a velocity of 1m s−1. c)

8 stationary particles initially at rest at the corners of a cube with side length 2m and 1

particle in the center. d) 8 stationary particles are initially at rest at the corners of a cube

with side length 2m and 1 particle in the center.
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Figure 2.6: Difference in the radial and axial components of the Coulomb force on two

interactions particles. The Coulomb force is exerted symmetrically, with differences in force

on the two particles in the range of machine error.
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Figure 2.7: Particle 1 approaches particle 2 with relative velocity v0 and impact parameter

b. The deflection is shown from the frame of the reference of particle 2. The deflection angle

θ of particle 1 from particle 2 is measured from the intersection of the line connecting the

point of closest approach of particle 1 to particle 2 and the impact parameter axis line.

mass frame:

tan

(
θ

2

)
=

q1q2b

4πϵ0|vrel
2|mred

, (2.17)

where θ is the deflection angle in the center-of-mass frame, q1 and q2 are the charges of the

two particles, b is the impact parameter (minimum separation between the particles if they

passed without interacting), vrel = v1 − v2 is the relative velocity (where v1 and v2 are

the velocities of the two particles), and mred = m1m2

m1+m2
is the reduced mass of the system

(where m1 and m2 are the masses of the two particles). This two particle deflection scenario

is displayed in Fig. 2.7; in the presented case, m2 >> m1 such that the lab frame of view is

very close to that of nearly stationary particle 2.

This deflection angle verification study was conducted with radius r1 = 1 µm and r2 = 100 µm

particles, which are in the range of experimentally observed electrospray particle sizes[4, 9].

The study included three relative velocities: v0 = v∗, 2v∗, and 4v∗, where v∗ = 5m/s, such

that all three velocities are on order of experimentally observed electrospray particle emission
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Figure 2.8: DELI deflection angle results for 2-particle Coulomb interactions are compared

to analytical solutions (dashed lines).

velocities[9]. The verification study included impact parameters ranging from b = 0.1 µm to

b = 0.1m to verify Coulomb deflection angles from near 0◦ to almost 180◦. DELI simula-

tions with size-diverse plumes[68] include instances in which small particles are ‘bounced’

back and forth between larger particles, such that large-angle deflections near 180 degrees

are anticipated. particles are eventually deflected through Coulomb interactions off the axis

of emission at smaller plume angles (< 40◦), such that lower angles of deflection are also

anticipated[85, 23]. The results of the verification study are displayed in Fig. 2.8.

The DELI deflection angle results in Fig. 2.8 strong display agreement with the analytical

solutions for all angles. In all cases, the absolute error of the DELI result is below 1◦ and

the relative error is below 0.6%. This verification study demonstrates the trustworthiness

of the DELI model in simulating Coulomb interactions.

Two particle Coulomb interactions were also used to verify the order of the first-order

Velocity Verlet time-stepping algorithm used to advance particles. The order of magnitude
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Figure 2.9: The error in deflection angle from a two particle Coulomb interaction is given

for different orders of magnitude of simulation timestep. A line with slope 1 is shown for

reference to confirm that the time-stepping algorithm is first-order.

of the time step was varied and the resulting error in deflection angle from the analytical

solution was observed. The results are presented in Fig. 2.9. The slope of the error line is

0.996, very near 1, verifying that this scheme moves particles forward in time with first-order

error, O(∆t).

2.5 Validation

The DELI model has been validated against experimental measurements and simulation

results from Gañán-Calvo et al. [9], as well as subsequent publications by Wilhelm et al.[10]

and Grifoll and Rosell-Llompart [11] in which the authors validate their models against

the same source case. While the DELI model is primarily motivated by electrosprays for
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spacecraft propulsion, which occurs in a vacuum environment, an atmospheric validation case

was chosen for several reasons. Simulation in the atmospheric regime is less computationally

intensive and includes less uncertainty in emitted particle data than does simulation in the

vacuum regime; there is a wide variety of atmospheric particle data available in the literature,

and atmospheric plumes generally contain fewer, larger, and slower particles than those

in vacuum[4, 73]. Such atmospheric particles can be directly visualized optically through

methods such as flash photography and Phase Doppler Anemometer (PDA), which cannot

be applied to vacuum plumes comprised of particles with radii smaller than the diffraction

limit[4]. Although atmospheric validation introduces the drag force to DELI simulations, it

also includes all governing forces relevant to the vacuum regime.

The electrode geometry, applied voltage, flow rate constraints, and emitted species data

for the validation case are taken from Sec. 3.4 Experiment no. 2 of Gañán-Calvo et al. [9]: the

needle radius is 0.5mm, needle-to-collector-plate distance is 30mm, and voltage applied to

needle is Φ0 = 5.2 kV; volumetric flow rate is Q = 2.4×10−9 m3/s and current is I = 45 nA;

sprayed fluid is liquid heptane with 0.4% of STADIS 450 with density ρ = 685 kg/m3;

constant emission velocity is v0 = 7.8m/s; the particle diameter distribution is Gaussian

with mean d̄ = 38 µm and standard deviation σ = 0.04d̄; and the number of charges in a

particle is assumed to hold the following proportionality to its size:

q

q̄
=
(d
d̄

)3
. (2.18)

Particle radial emission location follow a Gaussian distributions following earlier pub-

lished simulations[9, 10, 11]. In some publications, the distribution parameters are not

specified[9, 10], while later authors[11] specify the radial perturbation mean, ∆rem, to be

two average particle diameters, d. For the presented validation case, the DELI model uses

rem = 2d (2.19)

in line with [11]. For the axial emission location coordinate, Gañán-Calvo et al. and Wilhelm

et al. perturbed emission randomly within 60-100 times the jet radius rj above jet emission

39



from the conical meniscus[9, 10]. When the axial emission range P (zem) = (60rj, 100rj) was

implemented in DELI Model simulations, the range proved to be so wide that it occasionally

prompted spurious ‘physical collisions’ between particles by emitting a particle on top of an

existing particle, as discussed in Sec. 2.3.4. Grifoll and Rosell-Llompart elected to prevent

such collisions by altering the emission axial range to be in an interval equal to jet speed

(used also as particle emission speed) times default time step[11]. In the absence of a sub-

module which adjusts the near-emission electric field as axial emission coordinate varies, as

discussed in Sec. 2.3.4, the DELI model prevents non-physical collisions in this validation

case by holding the axial emission coordinate constant at the most-probable axial breakup

position for a cone-jet electrospray, one Taylor cone height and 3 mean varicose breakup

wavelengths, or 13.5 d̄, downstream of the emitter electrode[9, 55].

To ensure an accurate comparison with previous results, simulations used an analytical

form of the electric field applied by electrodes instead of importing an electric field generated

by COMSOL. The analytical eletric potential takes the form

ϕ(r, z) =
Kv

log(4H/Ra)
log

(
[r2 + (1− z)2](1/2) + (1− z)

[r2 + (1 + z)2](1/2) + (1 + z)

)
, (2.20)

where r and z are cylindrical coordinates normalized with emitter-to-extractor distance H,

Ra is the needle radius, and Kv is a constant set to 1 for the presented simulations for the

given geometry. The coefficient of drag utilized for this validation case is

CD =
24

Re
(1 + 0.15Re0.687), (2.21)

valid for Re < 800 [86], which was used by Wilhelm et al. for the same validation case[10].

The coefficient of drag used in the original simulation of this source data is not specified[9],

and the coefficient of drag term used by Grifoll and Rosell-Llompart[11] differs from the

Wilhelm et al. term by less than 1% across all Reynolds numbers for which both equations

are valid.

The average particle emission period for the presented electrospray is

tem =
m̄

ṁ
= 11.97µs (2.22)
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such that the DELI default time step according to Sec. 2.3.3 is ∆t = 0.1 µs, such that

∆t <
tem
100

. (2.23)

This time step is one tenth that utilized by Grifoll and Rosell-Llompart, which they obtained

by calculating the minimum electric variation time, or time needed to experience 100%

change in the total electric force applied to a particle (from electrodes, other particle, and

image charges), of any particle in the plume.

The DELI results for plume shape at steady state are compared to the steady-state

plume outline results of previous authors in Fig. 2.10. Simulated plumes are defined to have

reached steady state when the number of particles in the domain becomes asymptotic[9,

26]. Both the lateral x and axial z coordinates have been normalized with collector plate

height H. The outline for the Gañán-Calvo et al. result was obtained by symmetrically

mirroring the published result for radial outline[9] across the emission axis. The DELI plume

result is consistent with previous published results, featuring higher particle density near the

upstream emission region and a more dispersed plume further downstream. The DELI result

for the validation case plume at steady state contains 502 ± 4 particles, in the range of the

400 ± 2 particles reported by Gañán-Calvo et al.[9], 552 particle average reported by Wilhelm

et al.[10], and 498.2 particle average reported by Grifoll and Rosell-Llompart[11].

In Fig. 2.11, a comparison is provided between DELI results and those of previously

published studies for normalized mean axial particle velocity over normalized distance from

the collector plate. The distance from the collector plate is normalized with collector plate

height H, and the velocity is normalized following Gañán-Calvo et al. [9] with vnorm = H/tv,

where tv = d̄/18ανfl is the particle viscous relaxation time, α = ρfl/ρp, and ρp is emitted

fluid density. The DELI result matches closely with that of Wilhelm et al.[10], which is also

very near the Grifoll and Rosell-Llompart result[11]. The trends in velocity seen in all three

previous studies are clearly preserved in the DELI results: particles undergo electrostatic

acceleration near the high-voltage emitter (normalized distance to plate ≈ 1), before being

drag-decelerated as they move downstream, and finally slightly accelerated again by image
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Figure 2.10: DELI results for plume shape evolved to steady state are compared with previ-

ously published steady state results.

charges as they approach the collector plate (normalized distance to plate → 0). Wilhelm

et al.[10] demonstrates that a fit can be obtained to the Gañán-Calvo et al. mean axial

velocity result[9], which deviates from that of other authors, by altering a constant in the

analytical electric potential equation. Furthermore, Wilhelm et al.[10] notes that the Gañán-

Calvo et al. result[9] includes an erroneously strong image charge effect responsible for the

exceedingly strong near-plate accelerations in the Gañán-Calvo solution in Fig. 2.11 and

the overall narrower plume in the Gañán-Calvo et al. result in Fig. 2.10. This assertion

about the image charge is supported by Grifoll and Rosell-Llompart[11] results and further

corroborated by DELI results for mean axial velocity trends and evolved plume shape. It

is notable that Wilhelm et al.[10], Grifoll and Rosell-Llompart[11], and DELI results still

contain a slight visible increase in particle velocity very near the collector plate from the

induced image charge, but not so strong as in the Gañán-Calvo et al. result[9].

A final means of validation with experimental results[9] and the simulation results of

previous authors[9, 10, 11] is presented in Fig. 2.12. This figure displays particle axial velocity
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Figure 2.11: DELI results for mean axial velocity approaching the collector plate are com-

pared with previously published results.

trends, normalized with vnorm = H/tv as in Gañán-Calvo et al.[9], over radial coordinate,

normalized with collector plate height H, at several constant axial positions in the steady-

state plume. Three clear trends can be identified from the DELI simulation results with drag

presented in Fig. 2.12: 1) the plume widens with increasing axial coordinate, 2) the plume

slows with increasing axial coordinate at a given radial coordinate, 3) the plume slows with

increasing radial coordinate at a given axial coordinate, with some local variation. All of

these trends match the simulation results presented by Gañán-Calvo et al.[9], Wilhelm et

al.[10], and Grifoll and Rosell-Llompart[11], and experimental results presented by Gañán-

Calvo et al.[9], validating the DELI Model for simulating electrospray plume evolution.
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Figure 2.12: DELI results for normalized particle velocity magnitude over radial position are

shown for several axial heights. The axial positions 14mm, 18.1mm, and 21.6mm correspond

to the heights for which Gañán-Calvo et al. presented simulation and experimental results[9].

The axial positions 10mm, 15mm, and 20mm correspond to the heights for which Wilhelm

et al.[10] and Grifoll and Rosell-Llompart[11] presented simulation results.
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CHAPTER 3

Electrostatic Plume Divergence

The electric field in an electrospray thruster is generated by applying a potential difference

between an emitter and one or more downstream electrodes. Such a potential difference

between an emitter and one downstream electrode with a thrust-releasing aperture, generated

in COMSOL, is presented in Fig. 3.1. Fig. 3.1b presents a magnified view of the potential

field surrounding the emitter, which is held at 5 kV. In this case, the emitter is at high

voltage and the downstream electrode is grounded, but these potentials can be changed to

tune the resulting electrostatic field. The direction of the electric field can be reversed in

order to draw out particles of opposite charge, a technique which is employed in bipolar

electrospray thrusters[87].

The thrust-releasing aperture is centered above the emitter such that the resulting electric

field is axisymmetric. On the axis of emission, the electric field is strictly axial. Therefore,

the electric field will not cause radial divergence in a line of particles emitted straight down

the axis of emission. Off of the axis of emission, there is a radial component to the electric

field due to the thrust-releasing aperture in the downstream electrode. This radial electric

field component contributes radial electrostatic acceleration to particles emitted off of the

emission axis, thereby exacerbating particle displacement from the axis. The axial and radial

components of the electric field for the region surrounding the emitter are shown in Fig. 3.2b

and Fig. 3.2a, respectively.

The electric field is strongest on the corners of the tapered emitter where 1) the emitter

curvature is the high and 2) the downstream electrode is closest due to the thrust-releasing
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(a) (b)

Figure 3.1: A 2D slice showing half of the axisymmetric electric potential field (a) in the full

domain between the emitter and one downstream electrode with a thrust-releasing aperture

and (b) only in the region surrounding the high-voltage emitter.

(a) (b)

Figure 3.2: The (a) axial and (b) radial components of the electric field surrounding the

high-voltage emitter.
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aperture, as shown in Fig. 3.2. Even in electrospray geometries with a solid collector plate

with no thrust-releasing aperture, the curvature of the emitter (and the fluid cone-jet) still

contributes a radial component to the electric field. One could argue that in an ideal ge-

ometry, particles are emitted in the center of an elongated emitter tip, far enough from

any upstream emitter tapering to be effected by electric field concentration due to emitter

curvature. Furthermore, in the ideal case of a steady cone-jet, the electric field is symmetric

such that particles which are emitted from the exact center of the jet tip will be not radially

electrostatically accelerated. However, in reality, electrospray particles are always emitted

with some non-zero divergence range around the axis of emission due to hydrodynamic in-

stabilities and micro-scale roughness on the emitter surface. Therefore, electrostatic plume

divergence is inherent to electrosprays due to the curvature of jet tip, and it cannot be

precluded with geometric design changes to the emitter or the downstream electrode aper-

ture. Electrostatic plume divergence can be mitigated to some degree by scaling the distance

between downstream electrodes and the aperture width of the electrodes. Such geometric

changes are demonstrated in Fig. 3.3 for an electrospray with two downstream electrodes,

an ‘extractor grid’ and further downstream ‘accelerator grid.’

Decreasing the distance between these electrodes while holding their potentials constant

increases the strength of the electric field generated between them, thereby increasing the

axial component of the electric field which generates thrust and the radial component of

the electric field which contributes to plume divergence. Decreased aperture width corre-

sponds to less electrostatic plume divergence because there is a lesser radial component to

the electric field. However, it also corresponds to decreased thruster lifetime because parti-

cles at wide angles strike the downstream electrode instead of passing through the aperture.

Particles which impinge on downstream electrodes saturate the electrodes over time, contin-

ually detracting from thruster performance and eventually leading to propellant backspray

and thruster failure[3]. Conversely, wider apertures increase contamination in the thruster

domain from the external space environment. Figure 3.4, reproduced from [3], shows the
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Figure 3.3: Varying accelerator grid geometries demonstrating methods to increase the an-

gle from the emitter to the accelerator grid (marked with dashed line) from a) nominal

configuration by b) decreasing grid spacing, c) increasing accelerator grid radius, and d) a

combination of spacing and radius changes. [3].

influence on thruster lifetime (based on time until electrode saturation) of changes to the

distance between electrodes and the accelerator electrode aperture width.
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Figure 3.4: The effects of changing the accelerator grid’s aperture radius and the spacing

between the accelerator and extractor grids on time to saturate the accelerator grid. [3].
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CHAPTER 4

Coulomb Plume Divergence

The Coulomb force is the electrostatic force generated between spherically symmetric charged

particles which are stationary in a non-accelerating frame of reference. The Coulomb force

between two particles is:

FC =
1

4πϵ0

q1q2 ˆr12
|r12|2

, (4.1)

where q1 and q2 are the particle charges, r12 is the displacement vector between the charges,

and ε0 is the permittivity of vacuum. In an ensemble of particles, the sum Coulomb force

on a particle of charge q is

FC =
q

4πε0

n∑
i=1

qiri
|ri|3

, (4.2)

where n is this number of particles in the ensemble. Eq. 4.2 is the Coulomb force equation

used within Eq. 5.19 for particle propagation in the DELI model. As noted in 2.3.1, the

DELI model approximates fluid electrospray particles as spheres of uniform charge density

in order to apply this analytically simple Coulomb force equation. The literature presents

analyses of the complex electromagnetic forces generated between non-symmetrical fluid

particles with moving charges[88, 89, 22]; however, these analyses currently study individ-

ual particle pairs and are too computationally expensive to extend to the full electrospray

plume under existing computing capabilities. When interacting charges are moving or the

frame of reference is accelerating, Eq.s 4.1 and 4.2 oversimplify the resulting force because

they do not account for the magnetic fields generated by moving charges. These magnetic

fields become non-negligible as particles approach relativistic speeds, such as in particle

accelerators[22, 89]. However, electrospray particles do not reach sufficient velocities for the
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simplified Coulomb force expressions to introduce substantive error in electrospray plume

simulations. Eq. 4.2 is the literature standard for Coulomb force in Lagrangian plume sim-

ulations. How the Coulomb force in electrospray plumes can be further approximated for

computational efficiency was introduced in Sec. 2.1 and is discussed further in Sec. 4.4.

The Coulomb force repels charged particles away from one another. If particle are emit-

ted in a perfectly straight line, the Coulomb forces between them will be directed along that

line and Coulomb interactions will not displace particles away from the line. Therefore, if

electrospray particles are emitted down the axis of emission with no radial displacement,

Coulomb forces will not introduce radial displacement. However, as discussed in Ch. 3,

electrospray particles are always emitted with some range in radial position due to hydro-

dynamic instabilities and micro-scale emitter asymmetries. Therefore, Coulomb interactions

are inherent to all electrosprays regardless of whether the geometry is thrust-releasing or

contains a solid collector plate. The Coulomb force is an origin of plume divergence in all

cases of electrospray operation.

4.1 Experimental Motivation

Early in this dissertation research, we hypothesized that Coulomb interactions served as

the primary means of plume divergence based on experimental high-speed video (HSV)

of atmospheric ethanol plumes obtained by the UCLA PESPL. Figure 4.1 displays HSV

frames showing a set of particles which is initially near-linear before several particles cluster

together and are displaced radially. Frame-by-frame particle tracking shows that the green

particle moves at a faster velocity than the blue particle preceding the displacement of

these particles. This velocity difference causes the distance between the blue and green

particles to decrease over time such that the particles are clustered together. Following this

clustering, the blue and green particles are displaced radially in opposite directions. This

radial displacement spreads both upstream and downstream in the set of particles, yielding
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Figure 4.1: Successive high speed video frames obtained on the UCLA PESPL Atmospheric

Pressure Electrospray eXperiment (APEX) system show electrospray particle clustering pre-

ceding plume divergence[12].

overall plume divergence.

From this video analysis, we hypothesized that the forces driving plume divergence cor-

relate inversely with the distance between plume particles. Following this line of thought,

we hypothesized that Coulomb forces are responsible for plume divergence given the inverse-

squared relationship between Coulomb force and the distance between particles, stated in Eq.

4.2. Given the relative velocity difference between the green and blue particles prior to their

radial displacement, we further hypothesized that differences in particle speed - specifically

upstream velocity gradients, in which upstream particles move faster than their downstream

neighbors - cause particles to cluster. Inspired by the UCLA PESPL surrounding of Los

Angeles, we colloquially termed this phenomena a ‘traffic jam.’ The increased proximity of

the particles in this clustered state magnifies the Coulomb forces between particles, yielding

plume divergence [90, 68].
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Figure 4.2: Three ethanol particles with axial spacing ∆z = 0 µm and the middle particle

displaced to the right by ∆x =10 pm. The particles have (a) equal initial velocities v =1m/s

and (b) an upstream initial velocity gradient with initial velocities v1 = 1m/s, v2 = 2m/s,

v3 = 3m/s from downstream to upstream.

4.2 Three Particle Demonstration

We tested our hypothesis of Coulomb plume divergence for the case of three particles. We

compared two simulation scenarios to observe the effect of relative particle velocity on re-

sulting particle divergence: one in which the particles have equal velocities, and the other in

which there is an upstream particle velocity gradient. In both cases, three identical ethanol

particles are evenly distributed over a distance ∆z = 10 µm and the middle particle is later-

ally displaced to the right of the others by ∆x =10 pm. These initial conditions are portrayed

in Fig. 4.2. To isolate the particle dynamics to only inertia and Coulomb interactions, drag

is neglected and there is no applied electric field. The simulation results are presented in

Fig. 4.3.

In case a), in which the particles have the same initial velocity (v = 1m/s), particles

maintain their axial separation and are only slightly perturbed laterally via Coulombic in-
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Figure 4.3: Displacement from Coulomb interaction between particles with a) equal ini-

tial velocities v =1m/s and b) an upstream initial velocity gradient, with initial velocities

v1 = 1m/s, v2 = 2m/s, v3 = 3m/s from downstream to upstream.
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teractions. However, in case b), there is an upstream initial velocity gradient (v1 = 1m/s,

v2 = 2m/s, v3 = 3m/s from downstream/front to upstream/back) which causes particles to

cluster and have Coulomb interactions magnified by their close proximity. This ‘traffic jam,’

coupled with the initial lateral offset of the middle particle, causes all three particles to be

laterally displaced by the inter-particle Coulomb forces. These simulations demonstrate that

the relative velocities between particles determine the degree to which a small displacement

in their initial positions is expanded into larger divergence. Therefore, these simulations cor-

roborate our experimentally-motivated hypothesis that upstream particle velocity gradients

enhance plume divergence through Coulomb interactions.

4.3 Theory of Coulomb Plume Divergence

We have provided experimental and computational evidence supporting our initial hypothe-

sis of Coulomb plume divergence, such that it has developed from a hypothesis into a theory.

A summary of our theory of Coulomb plume divergence is as follows. Some emitted particles

move forward faster than their downstream neighbors, such that they becomes close to the

forward particles over time (‘traffic jams’). The Coulomb force exerted on these particles

increases in response to their increased proximity, such that any difference in their radial

coordinates is exacerbated by the Coulomb interaction. Through such differences in particle

axial velocity, a collection of particles with a small range in radial coordinate will expe-

rience localized particle clustering events which further displace particles radially through

Coulomb interactions, thereby resulting in plume divergence. Without such differences in

axial velocity, particles emitted in a near-linear formation cannot cluster and increase their

Coulomb influence on one another beyond their initial state. Coulomb interactions still act

over longer distances to expand differences in particle radial coordinates, but this Coulomb

plume divergence process occurs much more slowly than in plumes with particle clustering

events.
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This theory for plume divergence supports experimental observations and simulation

replications of particle size-segregation in electrospray plumes[55, 59, 9, 47]. In an inter-

action between polydisperse particles, the Coulomb force is exerted identically on the two

particles, but the lower mass (and therefore smaller, assuming constant density) particle

is more accelerated by the interaction, and is thereby repelled to a wider plume angle.

Therefore, smaller particles will be generally found at wider angles in polydisperse plumes

than larger particles as a result of Coulomb interactions. If plume particles are not only

size-diverse, but also have a range of specific charge, then the plume will be segregated by

specific-charge in addition to mass as a result of Coulomb interactions. This specific charge

segregation trend can be inferred by combining Newton’s Second Law of Motion with the

Coulomb force Eq. 4.2 to yield an equation for Coulomb acceleration of a particle with

charge q and mass m in a charge ensemble:

aC =
q

4πε0m

n∑
i=1

qiri
|ri|3

=
q

m
EC.

(4.3)

The acceleration imparted to a particle from a Coulomb interaction is therefore a function

of specific charge, such that high specific charge particles such as ions are Coulombically

repelled to wider plume angles than low specific charge particles such as heavy droplets.

Specific charge inhomogeneity in an emitted particle population creates differences in

particle velocity due to differences in electrostatic acceleration. These differences in velocity

lead to plume divergence through Coulomb interactions, as displayed in Sec. 4.2. Particle

electrostatic acceleration from the applied electric field correlates linearly specific charge,

following Lorentz Force Law and Newton’s Second Law of Motion:

aE =
q

m
EA. (4.4)

A high specific charge particle emitted behind a lower specific charge particle will be elec-

trostatically accelerated forward into the larger particle, causing a high-magnitude Coulomb
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interaction between the clustered particles which will displace both particles, but predomi-

nantly the smaller particle. The drag force is also capable of introducing velocity differences

in particle velocity in a polydisperse plume. Drag decelerates each particle as a function of

diameter as given in Eq. 5.17, such that larger particles are slowed more by the drag force

than smaller particles. In summary, if a plume is comprised of specific charge inhomoge-

neous or polydisperse particles, the applied electrostatic force or the drag force, respectively,

will introduce differences in particle velocity even if the particles are emitted with the same

velocity. These differences in particle velocity will lead to particle clustering in localized

areas with upstream particle velocity gradients, thereby yielding plume divergence through

Coulomb interactions.

4.4 Defining the Interaction Region

We have identified that Coulomb interactions are an intrinsic source of divergence in elec-

trospray plumes, regardless of system design. We have also presented the computational

challenge of simulating the N-body problem created by these Coulomb interactions in Sec.

2.1. Simulations with the fully discrete Coulomb term given in Eq. 4.2 have been limited by

current computational capabilities to simulating fully evolved electrospray plumes with on

order of 105 micron-radius particles. Simulations of smaller particles (e.g. ions) which use a

fully discrete Coulomb term are limited to curtailed domain lengths giving only a portion of

the full experimental plume. Such plumes have been analytically estimated to contain 108

particles[91], which is computationally overwhelming with a fully discrete Coulomb term.

Due to the computational limitations of a fully discrete Coulomb term, significant at-

tention has been given in the literature to means of approximating the Coulomb term while

preserving simulation accuracy. Several such methods have been presented in Sec. 2.1. Ini-

tially, approximations for the Coulomb term were applied indiscriminately across the full

plume domain. However, this assumption that all regions of the plume should be treated
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equally with regards to the Coulomb term used in simulation is being challenged. In recent

years, methods have been proposed which discretize the electrospray plume and treat inde-

pendent regions differently, as presented in Fig. 4.4. Since the first photos published by

Zeleny[5], electrosprays have been recognized to be most charge-dense near emission, with

charge-density decreasing downstream as the plume expands. Force analysis of Lagrangian

simulations of such plumes identifies that the Coulomb force dominates other governing

forces in the particle-dense region near emission. As particles move downstream and are

displaced radially into less particle-dense regions, the Coulomb force dominance fades into

applied electrostatic force dominance. Approximations to the Coulomb term will introduce

less error to simulated particle trajectories when applied in regions where Coulomb forces are

not dominant. Therefore, establishing a threshold in the plume structure beyond which the

Coulomb force does not dominate particle trajectories is critical towards determining where

the Coulomb term can be approximated without sacrificing simulation accuracy. While such

a threshold bounding the interaction region is of great computational value, the literature

has yet to converge on such a definition.

This section aims to determine a threshold for the ‘interaction region’ in which Coulomb

interactions dominate particle dynamics. Our first discussions of this concept occurred at

the Fall 2018 Technology Interchange Meeting at NASA Jet Propulsion Laboratory. In

the following years, two models have been presented in the literature which apply radial

threshold(s)[13, 14] to determine whether a fully discrete or approximated Coulomb term is

used to simulate particle motion, introduced in Sec. 2.1. Gamero-Castaño and Galobardes-

Esteban defined a radial threshold around emission within which a fully discrete Coulomb

term was used, and outside of which Poisson’s equation was solved for the electric potential

field[13]. Petro et al. defined two radial thresholds around emission: within the first 5 µm

radially, the Coulomb force was calculated fully discretely in every timestep; between the

first and second radial thresholds (5 µm < r 250 µm), the Coulomb force was calculated

fully discretely but only updated every 10 timesteps; outside the second radial threshold
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(r > 250 µm), Coulomb interactions were neglected [14]. These thresholding schemes are

displayed in Fig. 4.4 for reference. In both these approaches to approximating the Coulomb

term, all emitted particles are bounded by the same radial threshold(s)[13, 14]; however,

different species in polydisperse plumes diverge differently under balancing of applied elec-

trostatic and Coulombic forces. The objective of this section is to propose a definition for

the ‘interaction region’ threshold for approximating the Coulomb term which accounts for

species-dependent physics in polydisperse plumes.

(a) (b)

Figure 4.4: Radial thresholds for approximating the Coulomb force utilized by (a) Gamero-

Castaño and Galobardes-Esteban [13] and (b) Petro et al. [14].

Plume simulation results presented in this section were obtained by the Plasma, Energy &

Space Propulsion Laboratory (PESPL) at the University of California, Los Angeles (UCLA)

using the Discrete Electrospray Lagrangian Interaction (DELI) Model. The electrospray

geometry, 1.31nl/s flowrate constraint, and emitted EMI-Im particle data for the presented

plume divergence results are from Miller et al[24]; three species of particles were utilized

to observe differences in species divergence. A snapshot of the simulated plume at steady

state is presented in Fig. 4.5 with color corresponding to particle radius to identify separate

particle species.

The purpose of defining a threshold for the interaction region is to separate the region in
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Figure 4.5: Snapshot of DELI simulation of electrospray plume with color corresponding to

the radius of each of the three particle species.

which the Coulomb force dominates plume divergence (and therefore should be calculated

exactly) from the region in which it is not dominant and may be approximated. Acknowledg-

ing that plume divergence stems from the radial component of particle velocity, we define

the interaction region for each particle to be where the radial component of acceleration

from the Coulomb force, aCr, is larger than radial acceleration from the applied electrostatic

force, aEr. In mathematical form, a particle is in the interaction region for the range of

positions, R, for which
aCr

aEr

(R) ≥ 1. (4.5)

The interaction region threshold can be extended to further minimize error from approxi-

mating Coulomb interactions by decreasing the value to the right of the inequality in Eq.

4.6. For example, if 0.5 is used in place of 1, the interaction region threshold would extend to

where the acceleration from the applied electric field is double the acceleration from Coulomb
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interactions, thereby extending the portion of the plume in which the discrete Coulomb term

is used for particle propagation.

The radial acceleration ratios are shown over axial and radial coordinates for the tri-

species EMI-Im plume in Fig. 4.6 for the region following emission. The interaction region

threshold where the radial acceleration ratio reaches unity is seen to be species-dependent:

the mass-mobile small species (blue) are quickly repelled from the particle-dense plume

center and exit the interaction region after less axial propagation than the medium (red)

and large (green) species which remain trapped further in the plume center. Particle species

segregation is evident for the radial acceleration ratio in the same manner as has been

observed for angular particle divergence. The interaction region threshold is also shown

not to be one radial threshold for all species and rather is a species-dependent function of

both axial and radial coordinate. There is a notable division among large species particles

which diverge to wide angles and those which maintain low radial coordinates as they move

downstream; particles which maintain low plume angles do not exit the interaction region

defined by Eq. 4.6 even far downstream of emission due to continued Coulomb interactions

near the emission axis. Therefore, Coulomb interactions cannot be approximated for such

on-axis particles even beyond a threshold for which other, wider-angled particles have exited

their interaction regions.

We propose that the interaction region threshold given by Eq. 4.6 should be applied on

a particle-by-particle basis in electrospray plume simulations to determine when Coulomb

interactions can be approximated for individual particles. It is not beneficial in simulation

to define and apply a location-specific threshold for the interactions region, even for in-

dividual particle species, because stochastic Coulomb interactions change when individual

particles exit the interaction region. Furthermore, it is possible for electrospray particles

to exit and then re-enter regions of Coulomb dominance, such that the interaction region

should be defined based on acceleration ratios per Eq. 4.6, instead of physical location with

no force analysis. A spatial boundary for the interaction region of a given particle species
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(a) (b)

Figure 4.6: The ratio of radial acceleration from the Coulomb force and the applied electro-

static force are plotted over a) axial coordinate and b) radial coordinate with color corre-

sponding to species.

can be obtained in the case that it is desirable for visualization and discussion purposes.

The acceleration of a particle by electrostatic forces is a function charge and mass, such that

same-species particles experience the same dynamics on a given trajectory, with the excep-

tion of stochastic near-neighbor Coulomb interactions. To consider such stochasticity, the

interaction region threshold for a particle species can be defined by geometrically averaging

the interaction region thresholds of all simulated particles in that species. Again, such a

physical interaction region threshold should be used only for visualization purposes; in simu-

lation, the interaction region threshold in Eq. 4.6 should be applied on a particle-by-particle

basis.

In conclusion, Coulomb interactions create a computationally burdensome n-body prob-

lem in Lagrangian electrospray plume simulations and other charged particle simulations[92,

93]. The computational challenge associated with a fully discrete Coulomb term motivates

the approximation of this term for computational efficiency. However, Coulomb interac-

tions are the dominant source of radial acceleration on particles in a region near emission,
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and thereby are the dominant source of plume divergence in that region. Approximating

Coulomb interactions in regions where they dominate plume divergence introduces error

into electrospray plume simulations. Therefore, it is necessary to threshold the ‘interaction

region’ in which Coulomb interactions dominate electrospray plume divergence and utilize

a fully discrete Coulomb term within that region. In this section we have proposed this

interaction region threshold definition to be

aCr

aEr

(R) ≥ 1, (4.6)

such that particles are in the interaction region when Coulomb interactions dominate their

radial acceleration. We advise that Lagrangian electrospray plume simulations apply this def-

inition on a particle-by-particle basis such that Coulomb interactions are only approximated

when they no longer dominate a particle’s divergence. In this manner, Coulomb interactions

are approximated for computational efficiency only when they do not dominantly govern

plume divergence.
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CHAPTER 5

Drag Plume Divergence

The drag force is generated on a moving body by surrounding fluid which is resistant to being

displaced. The drag force is similar to frictional forces in that it acts counter to motion;

however, unlike friction, the drag force is proportional to the velocity of the body relative to

the fluid. No drag force exists on bodies which are stationary with respect to the surrounding

fluid. The drag force depends on the velocity, size, and shape of the moving body, as well

as properties of the background fluid.

As given in Eq. 5.17 drag force acting on a spherical particle with diameter d and velocity

v, moving through a fluid of density ρfl, is

FD = −π

8
d2ρflCDv|v|, (5.1)

where CD is the coefficient of drag. When Reynolds number,

Re =
|v|d
νfl

, (5.2)

where νfl is the kinematic viscosity of the background fluid, is Re << 1, and Knudsen

number,

Kn = l/d, (5.3)

where particle mean free path is

l =
1

ρnσ
(5.4)

ρn is the number density of the background fluid molecules, and σ is the cross-section of the

fluid molecules, is Kn < 0.001, and Mach number,

M =
|v|
a
, (5.5)
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where a is the local speed of sound, is subsonic (not transitional) Ma < 0.8, Stokes[17] found

the coefficient of drag to be

CD = 24/Re. (5.6)

As Reynolds number increases, causing convective effects such as flow separation from the

particle surface [16, 19]; or Knudsen number increases, causing rarefaction effects associated

with decreasing air density; or Mach number increases, causing compressibility effects asso-

ciated with high-speed flows, the coefficient of drag is empirically determined as a function of

Reynolds, Knudsen, and Mach numbers[16, 94, 95, 96, 86, 97]. These three flow parameters

are analytically related through

Kn =
Ma

Re

√
γπ

2
, (5.7)

where γ is the ratio of specific heats.

Drag acts directly opposite to particle motion, such that it will not impart a radial

component to particles with solely axial motion. Therefore, drag will not act radially on

electrospray particles on a strictly axial trajectory. In the realistic electrospray plume case

in which particles are emitted in a non-zero radial range around the axis of emission, the

applied electric field and Coulomb interactions radially accelerate particles as discussed in

Ch. 3 and Ch. 4, respectively. Those forces impart particles with non-zero radial velocity

components, such that the drag force then acts counter to particle radially divergent motion.

In this manner, the drag force causes radially displaced particles to remain more clustered

near the central majority of the plume than they would in a dragless environment.

We discussed in Sec. 4.3 that ‘traffic jams’ between particles lead to plume divergence

through Coulomb forces between close-range particles. The drag force creates velocity differ-

ences between particles of different sizes following the dependence on particle diameter given

in Eq. 5.17. The drag force also exacerbates existing velocity differences between particles

because it depends on particle velocity. The acceleration resulting from the drag force with
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Figure 5.1: The acceleration resulting from the drag force at different velocities is shown for

a range of particle sizes.

coefficient of drag[19] used in the validation case in Sec. 2.5,

CD =

(
0.127 +

3.957

0.140 + Re0.983

)
(5.8)

is presented in Fig. 5.1 for particles of different size and velocity moving through air at

atmospheric pressure. Results display the difference in the drag deceleration of polydisperse

particles; specifically, smaller particles are more drag decelerated. In this manner, the drag

force creates velocity differences between polydisperse particles and exacerbates existing

velocity differences between particles, both of which foster particle clustering events which

lead to Coulomb plume divergence, as discussed in Sec. 4.3.
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5.1 Two Particle Study

Particle displacement in a two-particle Coulomb interaction is compared in Fig. 5.2 for the

case with atmospheric, full drag force (Fig. 5.2a) and the case with no drag force(Fig. 5.2b).

No external electric field is applied in either case. A particle with radius r = 1 µm is initially

positioned 3r behind and 1r to the right of a particle with radius 0.5r. Both particles have

specific charge q/m = 1C/kg, initial axial velocity vz = 1m/s, and no initial radial velocity.

Particle density is that of the Sec. 2.5 validation case particles. These size, specific charge,

velocity, and density values are on order with experimentally observed electrospray particle

properties [9, 98]. The simulation time step is ∆t = 1 µs, which captures the interaction over

many time steps.

In both the cases, the small particle is more displaced from its initial position than the

large particle due to its higher mass mobility. In the dragless case, both particles have

linear trajectories following the Coulomb interaction because they maintain their inertia in

the absence of other forces. In the case with drag, both particles are less displaced than

in the dragless case (O(-5)m vs. O(-4)m displacements) because their kinetic energy is lost

to drag. The small particle experiences more drag deceleration than the large particle as

shown in Fig. 5.1, such that the trajectory of the smaller particle is more significantly by

drag than that of the large particle. Drag has hereby been demonstrated to significantly

affect the Coulomb interaction between two particles, and to influence polydisperse particles

differently according to their size.

5.2 Full Plume Study

This section extends the study of drag divergence from a two-particle interaction to a full

electrospray plume. Atmospheric electrospray plumes have been experimentally observed

to be more divergent than those produced under the same propellant, flowrate, and volt-

age conditions in vacuum, as shown in Fig. 5.3. There are many differences in the physics
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(a) (b)

Figure 5.2: The two particle Coulomb interaction (a) under the influence of the drag force

and (b) in a dragless environment. Arrows display particle velocity vectors.
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Figure 5.3: Experimental comparison of atmospheric and vacuum electrospray plumes [15].

of electrospray formation and evolution in atmospheric and vacuum environments, includ-

ing the amount of drag force exerted on emitted particles, induced secondary flow in the

background fluid [54], fluid evaporation and Coulomb fission of particles which have been

critically size-reduced by evaporation [28, 10, 26], corona discharges[99, 4], and the proper-

ties of the generated cone-jet (stability, length, radius, velocity, etc.) and emitted particles

(mass, charge, velocity, etc.)[4]. Many liquids which create stable cone-jet electrosprays

in atmosphere do not have sufficiently low vapor pressure, high surface tension, and high

conductivity to create a stable cone-jet electrospray in the vacuum environment. This ma-

terials science challenge precluded electrospray spacecraft propulsion from being realized

for many decades following its theoretical conception and initial technology tests[100], until

ionic liquids and other propellants with desired properties for vacuum electrospraying were

developed[101]. Such propellants utilized in vacuum electrosprays, with higher conductivity

and lower vapor pressure than those utilized atmospherically, produce particles with orders

of magnitude smaller radii moving orders of magnitude faster than those in atmospheric

electrosprays[4]. Therefore, differences between vacuum and atmospheric electrosprays often

stem from differences in utilized propellants as well as environment-dependent physics.

This section is divided into two studies of electrospray plume evolution which seek to

isolate the influence of drag divergence. The first study treats the drag force, FD, as the

independent variable, varying the fraction of atmospheric drag force applied to the plume
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and observing plume divergence in response. While this study provides theoretical insight

towards the influence of drag on plume divergence, the drag force cannot be scaled directly in

practice. The second study treats the background pressure, P , as the independent variable,

because this variable can be directly controlled in an experimental setting and it is related

to the drag force as explained in Sec. 5.2.2. The domain and emitted species utilized in both

studies are those of the validation case described in Sec. 2.5, which were experimentally

observed at atmospheric pressure. The influence of drag on emitted particle properties

is beyond the scope of this dissertation, which focuses on evolution of electrospray plume

following particle emission.

5.2.1 Influence of Drag Force

In this subsection, different fractions of atmospheric drag force are applied to simulated

plumes and their evolution is compared. The drag force is calculated given in Eq. 5.17

with the coefficient of drag from Eq. 5.8. In this study, drag is not modified as a function

of Reynolds, Mach, and Knudsen numbers based on background pressure; rather, a scaling

coefficient is multiplied by the drag force at atmospheric pressure. The scaling coefficients

used in this study are 1, 3
4
, 1
2
, 1
4
, and 0. In this manner, the relationship trend between

drag force and plume divergence can be obtained without yet considering how empirical

coefficients of drag vary with flow parameters. In all simulations, the axial emission location

of particles is held constant at the most probable jet breakup location as in the validation

case in Sec. 2.5. The radial emission location range is that presented in Sec. 2.3.4, such

that simulated emission is in the steady cone-jet mode. The electric field applied by the

electrodes, EA in Eq. 2.11, is determined using COMSOL as described in Sec. 2.3.2 for the

Sec. 2.5 validation case. The flowchart for particle propagation presented in Fig. 5.7 is

representative of the algorithm for this study.

Plume structures evolved to steady state under the different fractions of applied drag

force are compared in Fig. 5.4, in which both the lateral x and axial z coordinates are
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Figure 5.4: A comparison between plumes evolved to steady state with different levels of

applied drag force.

normalized with emitter-to-collector-plate-length H. Drag positively contributes to plume

divergence, with plumes expanding wider with increasing fraction of drag force. At the

collector plate, the widest particle in the dragless plume reaches less than half the angle of

the widest particle in the full atmospheric drag plume.

Figure 5.5 provides comparisons of the mean axial velocity over normalized distance

from plate for the plumes evolved with different fractions of the drag force. Without drag,

particles are electrostatically accelerated away from the high voltage emitter and maintain

the resulting high velocities as they move downstream. With increasing fraction of drag force

applied, particles are increasingly drag decelerated following their electrostatic acceleration,

slowing them as they move downstream. There is an order of magnitude difference between

mean terminal velocity at the collector plate in the dragless and the full drag cases.

Drag deceleration causes particles to remain in the simulation domain for longer residence

times, such that the number of particles in a plume evolved to steady state increases with

increased drag force. Fig. 5.6 compares the number of particles at steady state in plumes

evolved with different fractions of the atmospheric drag force, with steady state defined when
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Figure 5.5: The 3D plume evolved to steady-state with different fractions of drag force

applied.

the number of particles in the simulation domain plateaus (with little variance)[26, 9]. For

the dragless case, the steady state plume contains 169 ± 5 particles, with 1
4

drag force it

has 212 ± 3 particles, 251 ± 4 particles with 1
2

drag force, 403 ± 6 particles with 3
4

drag

force, and 607 ± 6 particles with the full drag force applied. This increase in steady state

particle number with increased drag force fits with results in Fig. 5.4 of plumes widening

with increasing drag force. Inter-particle Coulomb forces grow in magnitude with increased

particle density, such that plumes with higher number particles experience greater Coulomb

plume divergence as described in Sec. 4.3.
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Figure 5.6: The number of particles in the simulation domain over progressing time steps

(time normalized with the default time step ∆t) for plumes evolved with different levels of

applied drag force.
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5.2.2 Influence of Background Pressure

In this subsection, the evolution of electrospray plume in different background pressures is

compared. The drag force on each particle is calculated based on background pressure using

empirical coefficients of drag which are functions of particle Reynolds, Mach, and Knudsen

number. Background pressure is an experimentally controllable variable, such that this study

is experimentally replicable, unlike the previous study which scaled drag force directly. As in

the previous study, the only change in response to different background pressures included in

this study is changes in the drag force; further differences in particle emission and subsequent

breakup are not included in this study. The domain specifications and emitted particle

properties are again that of the validation case in Se. 2.5. The background fluid molecules

are air, with radius rfl = 1.8 × 10−10 m, molar mass Mfl = 28.97 g, dynamic viscosity

µfl = 1.89Pa · s, and ratio of specific heats γfl = 1.4. The set of pressures examined is

shown in Table 5.1.

The background pressure determines the density of the background fluid molecules in the

simulated electrospray environment,

ρn =
P

kT
, (5.9)

where k is the Boltzmann constant and T is temperature, which is room temperature in this

publication. The number density of the background fluid molecules determines the mean

free path of a charged electrospray particle,

λ =
1

ρnσfl

, (5.10)

where σ is the interaction cross-section of the background fluid molecules. For neutral

molecules such as the air in the presented simulations, the interaction cross-section is the

physical cross-sectional area of the molecule,

σfl = πrfl
2, (5.11)

where rfl is the background fluid molecule radius.
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P [Atm] P [Torr]

1 760

0.75 550

0.5 380

0.25 190

0.1 76

0.05 38

0.02 15.2

0.01 7.6

0.005 3.8

0.002 1.52

0.001 0.76

0.0005 0.38

0.0002 0.152

0.0001 0.076

Table 5.1: The range of background pressures utilized for the presented DELI simulation.

As background pressure decreases in an environment, the number density of the back-

ground gas decreases according to Eq. 5.9, a process termed rarefaction. In response to this

density change, the mean free path of a particle passing through the environment increases

following Eq. 5.10. Such rarefaction effects on particle dynamics are represented through

a rarefaction parameter called the Knudsen number. The Knudsen number expresses the

rarefaction of a flow as the ratio of mean free path to particle diameter:

Kn =
λ

d
, (5.12)

thereby representing how far, in terms of multiples of its own diameter, a particle will

progress on average in an environment before a collision [102, 18, 19, 20, 103]. The literature
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has established discrete rarefaction regimes for discussion and theory purposes, presented in

Table. 5.2 [104, 105, 106, 107].

Knudsen Range Regime

Kn < 0.001 Continuum Flow

0.001 ≤ Kn < 0.1 Slip Flow

0.1 ≤ Kn < 10 Transitional Flow

10 ≤ Kn Free Molecular Flow

Table 5.2: Collisionality regimes determined based on the rarefaction parameter, Knudsen

number.

Following Table 5.2, at high Knudsen numbers, particle trajectories are very rarely al-

tered through collisions with background gas particles, such that they have ‘free molecular

flow’ through the environment. At lower Knudsen numbers in the ‘transitional’ regime, the

background gas particle density is higher and collisions with such background particles have a

non-negligible effect on the dynamics of particles passing through the environment. At even

lower Knudsen numbers, collisions with background particles have a significant effect, such

that passing particles are ‘slipping’ on the background particles instead of moving through

them freely. At the lowest Knudsen numbers, background gas density is so high that back-

ground particles fill the environment as a ‘continuum’ instead of as discrete particles, and

collisions with background particles are critical in passing particle dynamics.

The numerical influence of Knudsen number on particle motion is less clear-cut than the

theoretical discussion, with the literature presenting a plethora of empirical equations for

coefficient of drag[18, 19, 20, 103, 16, 97] as functions of Knudsen number, as well as Mach

number,

Ma =
|v|
a
, (5.13)

where a is the speed of sound in the environment, and Reynolds number, which expresses
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the ratio of inertial to viscous forces:

Re =
|v|d
νfl

, (5.14)

where v is particle velocity, d is particle diameter, and νfl is the kinematic viscosity of the

background gas,

νfl =
µflA

ρnMfl

, (5.15)

where Mfl is the molar mass of the background gas molecules, µfl is the dynamic viscosity,

and A is Avogadro’s number. Note that Mach number, Reynolds number, and Knudsen

number are analytically related via

Kn =
Ma

Re

√
γπ

2
, (5.16)

where γ is the ratio of specific heats, such that range limits on two flow parameters limits

the third flow parameter. Empirical coefficient of drag equations are applicable only within

the range of flow parameters over which they were developed. Appendix A presents the

empirical drag terms utilized in the presented DELI simulations, their flow parameter ranges,

and their source publications. Two sets of DELI simulations were run: one using the [16]

coefficient of drag for all particles, and one using the coefficients of drag from [17], [18],

[19], and [20] depending on particle Re and Kn. Below P = 0.007692 Atm, mean particle

Knudsen number exceeds one and the only applicable coefficient of drag in Table A.1 is

from [16]. Therefore, only the [16] coefficient of drag term was used to simulate the P =

0.005, 0.002, 0.001, 0.0005, 0.0002 and 0.0001 Atm cases.

For the high Kn Transitional Flow range (Kn > 1) and the Free Molecular Flow range

(Kn ≥ 10) there are few empirical coefficient of drag terms in the literature because the col-

lisions between particles and background fluid molecules are infrequent, stochastic exchanges

of momentum range than a continuous loss of particle momentum to drag. When simulating

this environment in the absence of an empirical drag term, background fluid molecules could

be randomly dispersed in the simulation domain with the number density set as a function
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of background pressure following Eq. 5.9, and momentum exchanges from collisions between

particles and background fluid molecules could be included in particle propagation. This

effort is beyond the scope of this publication, but could extend the present study to lower

pressures in the future.

The coefficient of drag is utilized to calculate the drag force exerted on each particle,

FD = −π

8
d2ρfCDv|v|, (5.17)

where the density of the surrounding gas can be calculated using the number density given

by Eq. 5.9,

ρfl = ρn

(
Mfl

A

)
. (5.18)

Electrospray particles in the DELI Model are propagated downstream from emission under

electrostatic, Coulomb, image charge, and drag forces:

m
d2x
dt2

= q(EA + EC + EI)− FD

= qEA +
q

4πϵ0

n∑
i

qi

(
ri
|ri|3

− rIi
|rIi|3

)
− CD

π

8
ρfld

2v|v|,
(5.19)

where EA is the applied electric field, EC is the Coulomb electric field generated by the

charged plume particles, EI is the electric field created by image charges induced in the

collector plate, ϵ0 is the permittivity of vacuum, n is the total number of particles in the

plume, and ri is the separation vector between particles (rIi is the separation vector from

each image charge, which has axial component 2H−zi, where H is the collector plate height

and zi is the axial coordinate of the particle yielding the image). Image charges are also

generated in the emitter and the fluid meniscus, but these are geometrically complex and

not included in the presented simulations. The flowchart for the DELI Model, including the

selection of an empirical drag term in each timestep based on the Kn, Re, and Ma of each

particle, is presented in Fig. 5.7.

Simulation results successfully replicate the experimentally established trend of decreas-

ing plume divergence with decreasing background pressure. Fig. 5.8 presents the outlines
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Figure 5.7: The DELI Model algorithm for electrospray plume evolution with drag calculated

as a function of particle Reynolds, Knudsen, and Mach number.

of plumes simulated over the range of background pressures given in Table 5.1. Square root

functional forms were fit to each plume outline and the fit coefficients are plotted against

pressure in the inset plot of Fig. 5.8. There is a clear decrease in the coefficient of the outline

functional fit with background pressure, demonstrating the narrowing of the plume outlines

as pressure is decreased.

The correlation between background pressure and plume divergence is further analyzed

in Fig. 5.9, in which the terminal angles for one standard deviation (containing 68% of

particles), three standard deviation (containing 99.7%), and outline (containing 100%) mea-

surements of particle number density are plotted against background pressure. Results are

shown for simulations using a single coefficient of drag from [16] at pressures, and for simu-

lations using multiple coefficients of drag from [17], [18], [19], and [20] depending on particle

Re and Kn at the given pressure. The standard deviation measurements were obtained by

dividing the plumes axially into sections and radially fitting a Gaussian profile to particle

number density distributions in each section. The terminal angle is defined as the polar
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Figure 5.8: The outline of plumes simulated with different background pressures with color

according to background pressure on a logarithmic scale. The inset plot shows the coefficient

of a square root functional fit to the plume outline at each background pressure.
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angle measurement,

θ = tan

(√
x2 + y2

z

)
, (5.20)

where x, y, and z are the 3D positional coordinates upon reaching the collector plate at the

downstream end of the simulation domain. The outline terminal angle in the atmospheric

case is consistent with previous publications [10, 11, 46]. In all cases, the angles of particle

velocity vectors at the collector plate was wider than their positional angles, implying that

the plumes would expand further in wider domains.

In Fig. 5.9, there is a significant angular difference between the 3σ and outline measure-

ments, especially at high pressure levels. The terminal 3σ measurement displays the angle

within which all but outlier particles are incident on the collector plate, so very few outlier

particles account for a large range of wide incidence angles; 0.3% of particles account for

the widest 12◦ of incidence angles for the simulated plumes at near-atmospheric background

pressures. Therefore, the 3σ measurement may be a more accurate measurement of evolved

plume shape than the outline measurement, which is dictated by outliers.

The single and multiple coefficient of drag results agree within 3◦ for the one standard

deviation, three standard deviation, and outline particle number density terminal angles

for all pressures in the range of both coefficient of drag approaches. In both cases, plume

divergence continuously decreases with decreasing background pressure for all three angular

measurements in Fig. 5.9, although the changes are more significant for the outline and

3σ measurements than for the 1σ measurements. Hence, the trajectories of particles on the

fringe or edge of the plume are more impacted by changes in background pressure than those

of particles in the central majority of the plume. This is physically reasonable, as particles

on the plume edges experience outwardly radial, expansion-inducing Coulomb forces from

particles in the plume center with only the drag force countering divergence. On the other

hand, particles in the plume center experience inwardly radial, counter-expansion forces from

both the drag force and from Coulomb forces from particles wider in the plume. The only case

in which particles do not exert radial Coulomb forces on one another is if they are emitted in a
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perfectly straight line; electrospray particles are always emitted within some non-zero radial

position range due to hydrodynamic instabilities and microscopic asymmetries in emitter

geometry. Therefore, the divergence of particles on the plume edge is more impacted by the

drag force, and thereby background pressure, than that of particles in the plume center.

Including reference thresholds for Knudsen number of the mean particle at emission in

Fig. 5.9 shows that the simulations span the Slip, Transitional, and Free Molecular Flow

regimes. When P < 5.87Torr, the average-sized particle (d = 38 µm) has Kn > 1 and

is approaching the Free Molecular Flow regime where dynamics are not longer affected by

collisions with background air molecules. In the simulation cases below this pressure, the out-

lines in Fig. 5.8 and the angular measurements in Fig. 5.9 display that the plume structure

plateaus to a near-constant shape. For P ≤ 0.76Torr, corresponding to Kn ≥ 7.7299 for

the mean particle, the plume is not any further narrowed by additional reductions in back-

ground pressure. Collisions between electrospray particles and background air molecules

happen so infrequently at these pressures that they have negligible impact on resulting par-

ticle trajectories. At pressures below P = 0.76Torr, the divergence of the plume is solely

a result of the applied electrostatic force and inter-particle Coulomb forces rather than the

drag force.

A final metric for observing changes to plume structure corresponding to changes in

background pressure is the number of particles in the plume at steady state. This metric

is defined as the number of particles in the plume when this population asymptotes after

increasing during plume startup. A similar trend is observed for number of particles at

steady state with background pressure as for plume divergence: the number of particles at

steady state decreases as background pressure decreases until P = 0.76Torr, at which point

the number of particles at steady state remains constant even with further drops in pressure.

This pressure threshold for the plateau in number of particles at steady state is the same as for

the plateau in plume divergence. At high background pressures, a high density of stationary

background air molecules collide with moving ES particles, slowing their progress through
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Figure 5.9: Terminal angle measurements at the collector plate location are given for 1 and

3 standard deviations of particle number density and the outline of plumes simulated at

different background pressures using a single coefficient of drag from [16] (solid lines) and

multiple coefficients of drag from [17], [18], [19], and [20] depending on particle Re and Kn

(dashed lines).
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the domain with drag force. This slowed motion towards the collector plate causes a higher

number density of particles in the plume domain which repel one another Coulombically.

In this manner, the same physical process which correlates increased background pressure

with an increased number of particles in the plume at steady state also correlates increased

background pressure with increased plume divergence. The number of particles in the plume

at steady state for pressures at and below P = 0.76Torr is equal to the result obtained for

the plume simulated with no drag force (FD = 0) [46, 108], confirming that drag is negligible

at these pressure and no changes will occur to plume shape through further reductions in

background pressure.

Having investigated the relationship between background pressure and plume divergence

computationally with DELI Model simulations, we now present an analytical determination

of the background pressure for minimized electrospray plume divergence. For many elec-

trospray technologies, optimizing performance requires minimizing plume divergence. For

example, the operational lifetime of electrospray thrusters for spacecraft propulsion depends

on avoiding propellant deposition on downstream electrodes at wide plume angles, and thrust

control also is maximized by a minimally divergent plume [3, 85, 23, 45]. When operating

electrospray technologies desiring minimal plume divergence, the background pressure needs

to be sufficiently low that drag no longer significantly contributes to plume divergence. This

pressure threshold for no drag divergence for the electrospray particles occurs by conceptual

definition in the Free Molecular regime with Kn = 10. Combining equations 5.9 - 5.12, the

analytical form of this pressure threshold is

P =
kBT

10σfld
. (5.21)

The simulated plume presented in Fig.s 5.8 and 5.9 was observed to exhibit minimal

divergence for P ≤ 0.76Torr, where the mean emitted particle is in the Transitional Flow

regime with Kn ≥ 7.7299. Note that this Kn threshold is very near the analytical Free

Molecular threshold. Based on our simulation results, we phenomenologically define a pres-
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sure threshold for minimum electrospray plume divergence to be

Pth ≡ kBT

7.7299σfld
. (5.22)

Eq. 5.22 provides a pressure limit for an environment shown computationally to sufficiently

resemble full vacuum for electrospraying the presented plume. The Knudsen number thresh-

old of Kn = 7.7299 is based on a specific size of mean particle and the equation is therefore

plume-dependent. Equation 5.21 provides a stricter pressure limit for plume confinement for

plumes of any particle size; this threshold is not plume-dependent because it is analytically

determined based on the definition of the Free Molecular regime. Fig. 5.10 plots both pres-

sure limits for drag-free electrospray operation for different particle sizes spanning the range

used in electrospraying.

The cross-section of the background fluid molecule in Eq. 5.21 is a general cross-section

term which can be specified to charged or neutral molecules for any background fluid. Elec-

trosprays generally operate in domains with neutral background fluid molecules, such as

air. However, when neutral molecules are placed in an electric field, they become polarized,

with the positive and negative charges pushed to opposite sides of the molecule. Charged

electrospray particles create local electric fields, such that they induce dipoles in neutral

background molecules and are then attracted to the oppositely-charge end of the dipoles

[109, 110, 111]. This ion-induced dipole attraction increases the cross-section of the back-

ground fluid molecule and introduces a charge-dependence to the interaction between the

electrospray particle and the background fluid molecule.

Thus far in this section, drag has been discussed as the effect of physical collisions between

electrospray particles and background fluid molecules. Depending on Knudsen number,

particles move through a Continuum Flow of background molecules, or have sparse collisions

in an otherwise Free Molecular Flow environment. In this view of drag, electrospray particles

only exchange momentum with background molecules with which they physically collide.

However, when long-range polarization forces are considered, electrospray particles have

electrostatic interactions with the induced dipoles in all background molecules [109, 110, 111].
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Figure 5.10: The pressure limit, P , for drag-free plume evolution for a range of particle sizes

as bounded by the Free Molecular flow definition from Eq. 5.21 and the phenomenological

pressure threshold from Eq. 5.22.
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Electrospray particles exchange momentum with all the background molecules, not only

those with which they physically collide, as they do with all the other charged electrospray

particles.

Molecular dynamics simulations have observed polarization forces to significantly impact

the ion mobility,

K =
vd
E
, (5.23)

where vd is drift velocity and E is electric filed strength, of singly-charged ions in air with

diameters less than 1.3 nm [110]. Electrospray particles can be much higher in charge; for

example, large droplets can contain thousands of single charges. Therefore, while long-range

polarization forces are too computationally intensive to include in current electrospray plume

simulations, they should be anticipated to occur in the background fluids of electrosprays.

These attractive forces between electrospray particles and neutral background gas molecules

increase the overall force which the molecules exert on the particles, thereby increasing drag,

slowing particle motion, and increasing particle density in the domain. This increase in

charge density causes increased plume divergence through Coulomb interactions, such that

gas polarization increases plume divergence.

The Free Molecular pressure threshold for eliminating drag effects presented in Eq. 5.21

and plotted in Fig. 5.10 is applicable beyond electrosprays to any particulate flow system, in-

cluding particle accelerators [112, 113], aerosol drug delivery systems [114, 115, 34], ablative

beams [116, 117], and other electric propulsion systems like Hall thrusters [118, 119, 120, 121].

Performing this pressure threshold analysis allows for efficient electrospray or other exper-

imentation in vacuum with minimal investment in high-vacuum systems as it analytically

determines the background pressure required for negligible drag influence prior to experiment

construction.
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5.3 Drag Paper Collision Analysis

An analysis of collisions between charged electrospray plume particles and the background

neutral air molecules present in the electrospray domain is presented in this section. Sec-

ondary induced flow of the background gas is not considered in this analysis; the neutral air

molecules are considered stationary in the laboratory frame, while the charged electrospray

particles are moving. Given the pressure, P , and temperature, T , in an electrospray domain,

the number density of air molecules in the domain can be calculated through the ideal gas

law:

ρn =
P

kBT
, (5.24)

where kB is the Boltzmann constant. The mean free path, l, or average distance traveled by

a charged electrospray particle before a colliding with a stationary background neutral air

molecule, through a domain with number density ρn of such stationary particles, is given by

Eq. 2.6. The cross section of the neutral air molecules is given by Eq. 5.11. Given a path

length of interest, L, such as the emitter-to-collector-plate or emitter-to-extractor-electrode

distance in an electrospray geometry, the domain Knudsen number can be calculated follow-

ing Eq. 5.12 as the ratio of the mean free path to the domain length:

Kndom =
l

L
=

1

Lρnπr2fl
. (5.25)

Note that this Knudsen number is defined with a different characteristic length than was

done for coefficient of drag purposes, which utilized the particle diameter as the scaling

length L instead of the domain length. The objective of present collision analysis is to find

the pressure at which the mean free path of an electrospray particle exceeds the particle path

length in a given geometry, such that collisions with air molecules can be neglected from the

analysis of particle dynamics in the full domain.

Figure 5.11 displays the relationship between the domain Knudsen number and back-

ground pressure for multiple path lengths, L. The path lengths considered range from

L = 1 µm, smaller than electrospray thruster emitter-to-extractor-electrode distances, to
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L = 10m, the size of a large vacuum chamber, such that the presented results are appli-

cable to a wide range of technology geometries. A dashed line is shown representing the

emitter-to-collector-plate distance, H, from Sec. 2.5, with a star marking the atmospheric

case presented in that section. The Knudsen number for the atmospheric validation case falls

well below unity, meaning that collisions with background air molecules have a significant

effect on electrospray particle dynamics; this conclusion aligns with the notable effects of the

drag force on particle dynamics observed in Sec. 2.5. The pressures considered range from

atmospheric pressure to ultra-high vacuum, thereby including pressures relevant to many

industry and scientific applications. Using this figure, given the path length, L, of an elec-

trospray application, the pressure at which the mean free path of an electrospray particle

exceeds the relevant domain length can be determined, as given by the unity Knudsen num-

ber threshold. Alternatively, given the pressure level, P , that can be obtained in a given

electrospray apparatus, the domain length which yields a particle mean free path greater

than that length can be determined, such that the electrospray geometry may be scaled to

avoid collisions between charged electrospray particles and background neutral air molecules.
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Figure 5.11: The relationship between pressure and Knudsen Number is presented for dif-

ferent path lengths.
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CHAPTER 6

Other Sources of Plume Divergence

The previous three chapters have been devoted to each of the three dominant forces in elec-

trospray plume dynamics: the applied electrostatic force, the inter-particle Coulomb forces,

and the drag force. These forces are represented in the governing equation for the particle

propagation DELI Model, Eq. 2.11. This chapter is devoted to forces and phenomena which

have a lesser impact on plume evolution and are therefore neglected from DELI simulations.

The objective of discussing these higher-order plume evolution terms is to provide a com-

prehensive view of plume divergence beyond current DELI Model simulation capabilities.

6.1 Gravity

The gravitational forces acts on all electrospray particles according to their mass,

FG = mg, (6.1)

where g is the Earth’s gravitational acceleration. Order of magnitude analysis revealed the

gravitational force to be less than 1% than the applied electrostatic, Coulomb, and drag

forces for the validation case in Sec. 2.5, such that it can be neglected without introducing

significant error to simulated plume evolution. Gravity acts downward, such that its influence

on electrospray particles depends on the orientation of the electrospray setup. The effect of

the gravitational forces on an electrospray plume in various orientations is displayed in Fig.

6.1. If the electrospray faces upward, gravity works counter to the axial forward motion of

the electrospray particles. This causes slowed axial velocities and thereby increased particle
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Figure 6.1: The influence of gravity on electrospray plumes in different orientations. The

plume outline without gravity is shown in red, the gravitational force is denoted with black

arrows, and the modified plume shape under the influence of gravity is shown in blue.

residence time in the domain, resulting in a higher particle number density within the plume.

As discussed in Sec. 5.2, increased particle number density causes increased plume divergence

through Coulomb interactions. Therefore, orienting the electrospray to emit against gravity

causes gravity to contribute to plume divergence. On the other hand, if the electrospray

is facing down such that particles are emitted in the direction of the gravitational force,

then gravity accelerates particles in the direction of their inertial axial motion. In this case,

particles move more quickly and spend less time in the domain, allowing for less plume

divergence through Coulomb interactions as described in Sec. 4.3. In the case in which

electrospray plumes face to the side, at a 90◦ angle to the gravitational force, the plume

will experiences ‘skewing’ or ‘tilting’ as particles are pulled to one side. The plume will not

maintain axisymmetry around the axis of emission. Plume emission at an angle which is

not fully parallel or perpendicular to the gravitational force will yield a combination of the

effects described here for the cases with emission parallel and perpendicular to gravity.

This ‘tilting’ of the electrospray plume when oriented perpendicular to gravity has been

experimentally observed[122, 85, 123]. In order to include the gravitational force in DELI

simulations to reproduce such behavior, the governing Eq. 2.11 would need to be modified
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to include the gravitational force:

ma = q(EA + EC + EI)− FD + FG

= qEA +
q

4πε0

n∑
i

qi

(
ri
|ri|3

− rI
|rI|3

)
− CD

π

8
ρgd

2v|v| −mg.
(6.2)

6.2 Thermal Gradient

The thermophoretic force acts on particles due to temperature gradients in the background

fluid. Background gas molecules in warmer areas have higher kinetic energies than those in

colder areas, such that they transfer more energy in collisions with particles. This causes

a net thermophoretic force on the particles towards colder areas. In continuum flows with

Kn ≤ 0.001, the thermophoretic force is

FT = −
6πdµ2

flCΛ∇T

ρfl(2Λ + 1)T
, (6.3)

where T is the local background fluid temperature, ∇T is the local temperature gradient in

the background fluid, C = 1.17 is a dimensionless constant, µ is the dynamic viscosity of the

background fluid, ρ is the density of the background fluid, and

Λ =
kfl
kp

, (6.4)

where kfl is the thermal conductivity of the background fluid and kp is the thermal conduc-

tivity of the particle. To include the thermophoretic force in DELI simulations, the governing

Eq. 2.11 would be:

ma = q(EA + EC + EI)− FD + FT

= qEA +
q

4πε0

n∑
i

qi

(
ri
|ri|3

− rI
|rI|3

)
− CD

π

8
ρgd

2v|v| − 6πdµ2CΛ∇T

ρ(2Λ + 1)T
.

(6.5)

To include rarefaction effects on the thermophoretic force when the flow is not in the con-

tinuum regime, empirical formulas have been developed[124].
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Figure 6.2: The thermophoretic force on a micron diameter particle for different local back-

ground fluid temperatures T and temperature gradients ∇T . The gravitational force on a

m = 1× 10−16 kg particle is included as for reference.

Fig. 6.2 displays the thermophoretic force on a micron diameter particle in different

background fluid temperature gradients and local background fluid temperatures. A line

showing the gravitational force on a particle with m = 1× 10−16 kg (the same order as the

mean particle in the validation case in Sev. 2.5) is included for reference. The thermophoretic

force is less than the gravitational force in all cases, which has already been noted in Sec.

6.1 to be negligible compared to the applied electrostatic, Coulomb, and drag force.

Thermal gradients can exist inside of the electrospray jet and fluid electrospray droplets

in addition to throughout the thruster domain. Thermal gradients within the electrospray

jet have been reported in simulations of jet formation and particle emission[125], with the

jet tip being hotter than the length of the jet. This thermal gradient provides additional
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kinetic energy to particles emitted from the tip. Thermal gradients within particles affect

charge motion within the particle, which is discussed in the following Sec. 6.3.

6.3 Fluid Mechanics

The DELI Model approximates electrospray particles to be perfectly spherical and uniformly

charged, but in reality they are fluid collections of mobile charges. Interactions between

charges within the particle, and interactions with mobile charges between particles cause

charges to move around and deform the fluid surface which contains them. Charge mobility

causes the Coulomb interactions between particles to vary from the theoretical ideal for

perfect spheres. Polarization alters the Coulomb interaction between aqueous droplets by

inducing multipoles[21]. As a result, charges of one sign within a particle move to be closer

to charges of the opposite sign within neighboring particle, increasing their electrostatic

attraction or reducing their electrostatic repulsion. This process is displayed in Fig. 6.3,

reproduced from [21].

Deforming from the spherical ideal also causes ‘primary’ particles emitted from the jet

to emit ‘secondary’ progeny particles through Coulomb fission when the primary particle

charge is below the Rayleigh limit for spherical particles of the same size. Fluid electrospray

particles have been observed to undergo Coulomb fission at less than 70% of the Rayleigh

charge limit for spherical particles of the same size[126, 127, 128]. Furthermore, primary par-

ticles can emit secondaries through field-emission of ions where the local surface electric field

exceeds 1V nm−1[27]. Electric field strength is magnified in areas of high curvature, such

that particles which deform in a highly curved manner may emit ions when they would not

have done so in a non-deformed, spherical state. The mass, charge, and number of progeny

produced during particle breakup, through Coulomb fission or field-emission of ions, is highly

variable and an area of active research[129]. Coulomb fission has been included in Lagrangian

simulations with the ranges for mass, charge, and number of secondaries based on experi-
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Figure 6.3: Spherical fluid particles have initial separation with 2.5 particle radii experience

local attraction to one another and coalesce. The black line on the bottom of the lower

particle represents negative charge concentration. The dashed lines show the motion of rigid

particles for comparison [21]
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mental observations[26, 10]. Particle breakup is currently restricted to molecular dynamics

simulations of individual of small numbers of particles; such calculations are currently too

computationally intensive for full electrospray plume simulations.

In addition to particle breakup, fluid electrospray particles are capable of coalescing.

Coalescence events include full particles merging together, and partial transfers of groups of

charges from one particle to another. Similar to particle breakup, particle fluid coalescence

is currently too computationally expensive to include in full plume simulations. Molecular

dynamics simulations of coalescing particles can provide statistical outputs on the particle

properties resulting from particle coalescence which can be input to full plume simulations

for reference during simulated particle collisions.

6.4 Gas Polarization

Electrosprays generally operate in domains with neutral background fluid molecules, such as

air. However, when neutral molecules are placed in an electric field, they become polarized,

with the positive and negative charges pushed to opposite sides of the molecule. Charged

electrospray particles approach create local electric fields, such that they induce a dipole in

the neutral background molecules and are then attracted to the oppositely-charge end of the

dipole. This ion-induced dipole attraction introduces a charge-dependence to the interaction

between the electrospray particle and the background fluid molecules which is not represented

in conventional drag force equations such as that presented in Ch. 5 [109, 110, 111].

In Ch. 5, drag is discussed as the effect of physical collisions between electrospray particles

and background fluid molecules. Depending on Knudsen number, electrospray particles

can move through a Continuum Flow of background molecules, or have sparse collisions

in an otherwise Free Molecular Flow environment. Electrospray particles only exchange

momentum with background molecules with which they physically collide in this view of drag.

However, when long-range polarization forces are considered, electrospray particles have
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electrostatic interactions with the induced dipoles in all background molecules [109, 110, 111].

Electrospray particles exchange momentum with all the background molecules, not only

those with which they physically collide, as they do with all the other charged electrospray

particles.

Molecular dynamics simulations have observed polarization forces to significantly impact

the ion mobility,

K =
vd
E
, (6.6)

where vd is drift velocity, of singly-charged ions in air with diameters less than 1.3 nm [110].

Electrospray particles can be much higher in charge; for example, large droplets can con-

tain thousands of single charges. Therefore, while long-range polarization forces are too

computationally intensive to include in current electrospray plume simulations, they should

be anticipated to occur in the background fluids of electrosprays. These attractive forces

between electrospray particles and neutral background gas molecules increase the overall

force which the molecules exert on the particles, thereby increasing the effect of drag. As

described in Ch. 5, the counter-motion effect of drag slows particles motion through the

domain, thereby increasing particle density in the domain. This increase in charge density

causes increased plume divergence through Coulomb interactions as described in Ch. 4.

Therefore, gas polarization contributes positively to plume divergence.
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CHAPTER 7

Novel Methods for Characterizing Plume Divergence

While divergence is a key metric for electrospray lifetime and also performance, the commu-

nity has yet to converge on a metric for electrospray plume divergence. Means of presenting

simulated or experimentally observed electrospray plume divergence in the literature include

plume outlines and 2-dimensional snapshots of the plume, which may be instantaneous or

time-averaged. The electrospray plume outline is dictated by outlier particles, which can

reach much wider angles than the majority of plume particles. Figure 5.9 presents the termi-

nal angles on the downstream collector plate reached by one standard deviation (containing

68% of particles), three standard deviations (containing 99.7%), and the outline (containing

100%) of particle number density for various background pressures. The standard devia-

tion measurements were obtained by dividing the plumes axially into sections and radially

fitting a Gaussian profile to particle number density distributions in each section. A Super-

Gaussian fit could also be used in cases for which it fits better to the particle mass density

distribution[23]. The terminal angle is defined as the polar angle measurement,

θ = tan

(√
x2 + y2

z

)
, (7.1)

where x, y, and z are the 3D positional coordinates upon reaching the collector plate at the

downstream end of the simulation domain. In Fig. 5.9, there is a significant angular difference

between the 3σ and outline measurements, especially at high pressure levels. The terminal

3σ measurement displays the angle within which all but outlier particles are incident on the

collector plate, so very few outlier particles account for a large range of wide incidence angles;

0.3% of particles account for the widest 12◦ of incidence angles for the simulated plumes at
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near-atmospheric background pressures. Therefore, utilizing the outline to represent plume

divergence overstates the divergence of the bulk of the plume.

Snapshots of the plume, such as that presented in Fig. 2.10, are not determined solely

by outlier particles, but rather represent every particle in the plume. Such snapshots can be

misleading in that particles which appear near one another in a 2-D view may not actually

be near each other in 3-D space. Furthermore, snapshots are not quantifiable. One can

utilize plume outlines along with plume snapshots to visually compare plume divergence, as

presented in Fig. 2.10, but it is not feasible to quantitatively compare the plume divergence

using snapshots. Therefore, while snapshots are a means of visualizing plume divergence,

they are not a plume divergence metric. The objective of this section is to propose a definition

for electrospray plume divergence which is quantifiable and is representative of the majority of

the plume, rather than outlier particles. Furthermore, recognizing that electrospray plumes

can evolve in momentum in addition to position, we propose a secondary plume divergence

metric which accounts for momentum evolution in addition to positional evolution.

Fundamentally, electrospray plumes and the plumes or beams produced by other electric

propulsion systems[130, 131, 132, 133] are collections of moving particles, similar to a laser

beam. In a focused beam like a laser, there is a ’sharp’ edge to the particle stream such that

angular beam divergence from the emission axis can be defined as

θ = arctan

(
∆rb
l

)
(7.2)

where ∆rb is the beam radius (measure from the beam center to the outline containing 100%

of particles) over distance l along the primary axis of beam motion. However, electrospray

plumes are diffuse and have no sharp edge. As presented in Fig. 5.9, the plume outline set

by the widest particle trajectories is much broader than most particle trajectories, such that

outlines misrepresent divergence of the bulk of the plume. We propose that the effective

plume ‘edge’ for electrospray thrusters can be defined based on three standard deviations,

3σ, of a Gaussian fit to the particle mass density distribution. Three standard deviations

represents the statistical bulk (99.7%) of the plume without being skewed by outlier particle
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trajectories. Particle mass density is the key distribution for thruster divergence analysis

because electrospray thruster lifetime is limited by the mass of propellant deposited on

downstream grids [3]. Plume divergence angle at distance z downstream of emission is

thereby obtained from Eq. 7.2 by substituting the radius of three of standard deviations of

particle mass density, ∆r3σ for ∆rb, and distance z for the path length l:

θ3σ = arctan

(
∆r3σ
z

)
. (7.3)

Utilizing Fig. 5.9 as an example, under our definition, the electrospray plume has divergence

of 23.5◦ at atmospheric pressure (P = 760Torr).

In addition to defining plume divergence using three standard deviations of the mass

density distribution, we propose the use of emittance, ϵ, as a new metric for characterizing

electrospray plume divergence. Emittance is a beam parallelism measure from the particle

accelerator community[88, 89, 22]. Accelerator beams such as the Large Hadron Collider

(LHC) at CERN propagate within confining systems for kilometers[134], orders of magnitude

longer distances than the beams and plumes produced by electric propulsion systems which

may propagate only centimeters before exiting the thruster. In pursuit of keeping charged

particle beams steady and confined for such long distances, the particle accelerator research

community has developed a rich literature of beam quality analysis and diagnostic metrics[88,

89, 22]. Emittance is one such beam quality metric, which displays the influence of non-

Hamiltonian forces on the beam. Louiville’s Theorem of emittance conservation states that

emittance is conserved in a non-accelerating beam with no Hamiltonian forces. If the beam is

being accelerated, the emittance normalized with Lorentz parameters β and γ is conserved:

ϵn = ϵβγ (7.4)

where

β =
v

c
, (7.5)

v is particle velocity, c is the speed of light, and

γ =
1

1− β2
. (7.6)
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Emittance decreases in response to non-Hamiltonian forces like cooling, and increases in

response to non-Hamiltonian forces such as heating, friction, scattering phenomena[135], or

close-range Coulomb ‘collisions’ termed ‘intra-beam scattering’ in the CERN literature[88,

89]. The overall space charge effect of the charged electrospray plume creates an electric

potential field which exerts Hamiltonian forces on particles and does not increase emittance;

however, the stochastic, close-range Coulomb ‘collisions’ between neighboring particles do

not create a consistent Hamiltonian force potential field and therefore do increase emittance.

Such Coulomb collisions violate Louiville’s Theorem of emittance conservation in 6-dimension

phase space by initiating Markov processes separate from the Hamiltonian influence of the

space charge of the overall plume[89]. Close-range Coulomb interactions between particles

which have clustered in a ’traffic jam’ are critical to electrospray plume divergence[68, 46],

such that emittance can be hypothesized to increase in electrospray plumes due to intra-beam

scattering.

Emittance plots convey transverse particle position component against transverse angle

component, where angle is defined as the ratio of momentum in the transverse direction to

momentum in the axial direction of beam propagation,

x′ =
px
pz

. (7.7)

A quantitative emittance metric can be calculated using the area of the particle collection

in the position-angle trace space for each transverse component direction:

εx =
1

π

∫ ∫
dxdx′. (7.8)

Emittance evolution in a beam is observed by taking emittance measurements of cross-

sectional beam slices as shown in Fig. 7.1.

The beam emittance plots in Fig. 7.1 show changes in position as the beam converges

and diverges, but no changes of momentum. The elliptical shape of the particle distributions

on the emittance plots is conventional for propagating beams, in which particle position and
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Figure 7.1: Cross sections of the plume used to observe trends in emittance as the plume

moves downstream[22].

momentum in a beam cross-section have a physics-driven relationship. The area of the

emittance plot ellipses in Fig. 7.1 remains constant throughout the propagation of the

beam, conveying that his beam is not influenced by non-Hamiltonian forces such as intra-

beam scattering.

7.1 Results and Discussion

Plume simulation results presented in this publication were obtained by the Plasma, En-

ergy & Space Propulsion Laboratory (PESPL) at the University of California, Los An-

geles (UCLA) using the Discrete Electrospray Lagrangian Interaction (DELI) Model. This

model has been previously introduced and validated[46]. The electrospray geometry, 1.13nl/s

flowrate constraint, and emitted EMI-Im particle data for the presented plume divergence

results are from Miller et. al[24]. Three species of EMI-Im particles were utilized with the

properties presented in Table 7.1.

A 2-D x − z snapshot of the tri-species electrospray plume after 80ms of simulation time

using 1 µs timesteps is presented in Fig. 7.2. Lines overlayed on the plume show the location

of cross-sectional beam slices at which emittance measurements were taken. The emittance
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Table 7.1: Tri-species EMI-Im electrospray mass and integer charge number properties[24].

All particles are negatively charged.

Attribute Small Species Medium Species Large Species

Mass [kg] 9.99e6 5.99.e7 2.78e8

Charge Number 90 252 650

plots of the particle collections at each of these cross-sections are presented in Fig. 7.3.

Figure 7.2: Cross sections of the tri-species EMI-Im plume at which emittance measurements

were taken.

The emittance plots in Fig. 7.3 show that as the electrospray plume propagates down-

stream increasing axial coordinate z, the positional spread of the droplets across lateral
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Figure 7.3: Emittance plots of the particles from each cross-sectional beam slice in Fig. 7.2.

coordinate x increases, meaning that the plume is diverging. The plume is also observed

to generally decrease in x momentum angle, with a few outlier droplets that increase their

momentum angle from the initial emission state. The momentum angle x′ can be reduced

by particle mass to velocity angle,

v′x =
vx
vz
. (7.9)

Therefore, most particles in this plume are observed to decrease in velocity angle as they

move downstream. This observation fits with the understanding that Coulomb interactions

cause significant divergence near the emission region, but as particles move downstream and

spread out from one another, their trajectories are less divergent and guided by electric

field lines. The area of the minimum enclosing ellipse for each cross-sectional collection of

particles in Fig. 7.3 was calculated and used in Eq. 7.8 to yield emittance measurements for

each cross-section. The emittance measurements are plotted against axial coordinate in Fig.

7.4 to show the evolution of emittance as the electrospray plume propagates downstream.

Cross-sectional emittance measurements in the direction of plume propagation allows for
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Figure 7.4: Emittance in the x component direction against axial coordinate for cross-

sectional plume slices

divergence analysis considering both position and velocity. Figure 7.4 shows that emittance

increases as the electrospray beam propagates. This result fits our hypothesis, because elec-

trospray plume divergence is driven by stochastic Coulomb collisions between neighboring

charged particles, which are a source of emittance growth. While the emittance trend pre-

sented in Fig. 7.4 is generally increasing, the exact shape of the emittance growth curve was

found to be sensitive to the spacing between cross-sectional beam slices in the region near

emission (z < 3 × 10−5 m). The frequency of near-neighbor Coulomb collisions decreases

as particles move downstream of the charge-dense emission region, such that the emittance

evolution slope can be expected to decrease as the plume moves further downstream. Bound-

ing the ‘interaction region’ in which particles are dominated by Coulomb interactions is an

active area of electrospray research[13, 14, 136]. Emittance can be useful towards this ef-

fort, because when stochastic, near-neighbor Coulomb collisions are no longer contributing

to plume divergence, normalized emittance will plateau.
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Finally, we propose that emittance diagrams of the full plume, as opposed to cross-

sectional plume slices, can be useful for identifying when plumes have reached steady state.

An emittance plot for the x-component of the full tri-species EMI-Im plume is presented

in Fig. 7.5. As the plume evolves, so does the emittance representation of the plume.

During plume startup, the full-plume emittance evolves with plume position and velocity

distributions. When the plume is steady in both position and velocity, the emittance diagram

will show no further changes in structure. We propose that a simulated plume has reached

steady state when its full-plume emittance diagram reaches a constant shape.

Figure 7.5: Emittance in the x component direction for the full plume with color correspond-

ing to species.
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CHAPTER 8

Predicting Plume Divergence

Although both experimental and computational electrospray research have produced a sur-

plus of valuable data, machine learning (ML) has previously only been applied to experi-

mental data: to predict mean emitted particle size [137]; to assist with medical diagnoses

[87, 138, 139, 140] and biological classifications [141, 142]; and to estimate ionization effi-

ciency [143]. This chapter demonstrates the utility of applying machine learning, specifically

regression algorithms, to simulated electrospray particle data.

Electrospray plume simulations are computationally expensive because the many charged

particles in a plume interact Coulombically. Atmospheric electrospray plumes have been ob-

served to contain over 104 particles [11]. In the vacuum regime, electrospray plumes generate

significantly higher numbers of particles with diameters beneath the diffraction limit of op-

tical microscopy [48, 122, 4]. Analysis of the flow rates and times to steady state from the

University of California, Los Angeles (UCLA) Plasma, Energy & Space Propulsion Labora-

tory (PESPL) plume measurements made in vacuum [23] assuming 10 nm diameter particles

implies that vacuum plumes can contain over 108 particles in typical experimental domain

sizes on the order of 0.5m [46]. Simulations of such electrospray plumes create large amounts

of particle dynamics data to which ML methods can be applied for both classification and

regression purposes. Each unique particle trajectory from a Lagrangian simulation can be

used as a sample in the training set for ML models. Once a Lagrangian model has generated

sufficient particle dynamics data for a validated case, regression algorithms trained on that

particle data can predict the dynamics of particles outside the training set. In this manner,
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ML regression models can form meta-models of the Lagrangian particle tracking model for

the given case of interest. A benefit of regressing on the known particle data set is saving

the computational expense of additional runs of the full Lagrangian model.

A second benefit of applying ML to electrospray dynamics data is that certain algorithms,

such as the Random Forest, yield feature rankings which are not inherently produced by La-

grangian particle tracking models, thereby elucidating correlations between discrete particle

properties. No closed-form relation is known between electrospray particle properties at

emission and final particle properties downstream of emission. While feature rankings can-

not provide such an explicit relationship, they can provide insight towards the correlation

strength between given emission and downstream particle properties.

Thirdly, it is beneficial to understand correlations between different final particle proper-

ties. Significant experimental time, effort, and resource is focused on building, aligning, and

utilizing many types of electrospray measurement devices with discrete and specific purposes.

For example, Faraday probes obtain current measurements, quartz crystal microbalances

(QCM) obtain mass flux measurements; inductive charge detectors (ICD) measure charge

flux; retarding potential analyzers (RPA) measure particle retarding potential; and time

of flight (TOF) sensor measurements are used to determine particle velocity distributions.

Probes can be moved throughout the plume to map parameters of interest, but may run into

challenges with measurement speed, resolution, and geometric constraints. Challenges are

compounded in efforts to utilize multiple probes in a single diagnostic chamber. Therefore,

it is valuable to predict one type of measurement reliably from another with the assistance

of a validated Lagrangian particle tracking code and ML models. This publication demon-

strates how regression algorithms trained on validated particle tracking simulation data can

predict unknown final particle properties given a known final property. Furthermore, ana-

lyzing which final particle properties help most in predicting other final properties allows ML

models to optimize diagnostic design by determining which probes to include in a diagnostic

suite to maximize knowledge of final particle properties.
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This study serves as an initial investigation into applying machine learning to electrospray

simulation results. Results reveal three primary benefits: the creation of a surrogate model

for a Lagrangian particle tracking model, the provision of feature relations between emission

and final particle properties, and the prediction of unknown final particle properties given

known final properties. To demonstrate the utility of applying ML regression to electrospray

simulation results, this investigation uses data produced by the UCLA PESPL Discrete

Electrospray Lagrangian Interaction (DELI) Model [46], but this process can also be applied

to other Lagrangian particle tracking models and data in the literature [9, 48, 13, 11, 14].

8.1 Methods

8.1.1 Data Acquisition

The Lagrangian particle tracking data used in this investigation were obtained from DELI

Model simulations of emitted particle data and experimental conditions from Gañan-Calvo et

al. [9], for which case the DELI Model was validated in Sec. 2.5. Particle data sampling was

conducted during the steady-state of the simulated plume, when total particle number in the

simulation domain had become asymptotic [9, 26]. Each data sample includes the following

feature combination of initial (emission) and final (at collector plate) particle properties

of every particle which left the domain during simulation: mass m, charge q, 3D emission

coordinates (xi, yi, zi), 3D emission velocity (vxi, vyi, vzi), final positional plume angle θf , 3D

final velocity (vxf , vyf , vzf ), and final potential ϕRPAf . Eight of these particle characteristics

(m, q, xi, yi, zi, vxi, vyi, vzi) are assigned at emission, while the remaining five (θf , vxf , vyf ,

vzf , ϕRPAf ) are obtained when the particle reaches the collector plate. The DELI Model

simulations did not include particle breakup after emission such that the mass and charge

of each particle are the same at the collector plate as they are at emission. As in Eq. 2.11,

particles in the DELI Model are propagated downstream from emission under electrostatic,

Coulomb, image charge, and drag forces:
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m
d2x
dt2

= q(EA+EC−EI)−FD = qEA+
q

4πϵ0

n∑
i=1

qiri
|ri|3

− q2

4πϵ0

rI
|rI|3

−CD
π

8
ρfld

2v|v|, (8.1)

where x is the particle position, EA is the applied electric field, EC is the Coulomb electric

field generated by the charged plume particles, EI is the electric field created by image

charges induced in the collector plate, and FD is the drag force. Furthermore, ϵ0 is the

permittivity of vacuum, n is the total number of particles in the plume, ri is the separation

vector between particles (rI is the separation vector between a particle and its image charge

in the collector plate), CD is the coefficient of drag, ρfl is the density of the surrounding

fluid, d is particle diameter, and v is particle velocity.

Axial emission coordinate zi does not vary between particles for the presented simulations

such that it can be removed from the feature set. Two cases of particle data results are

analyzed in this publication:

Case I: particles have strictly axial emission velocity

Case II: particles have non-zero radial emission velocity.

The emission velocity magnitude was held constant in both cases. Experimental observations

of the cone-jet and particles [123], or just the cone-jet structure when particles are too small

to be visualized [122, 85], show that particle emission can occur at a tilted angle from the

vertical axis, contributing radial components to the velocity vectors of emitted particles.

Off-axis particle emission can occur due to a tilted cone-jet structure [122, 85] or instabilities

in a jet emitted from a nominal cone-jet structure [123]. Therefore, for case II, particle

emission velocity angle is set to correspond to particle emission angle:

tan
(vri
vzi

)
= tan

(ri
l

)
, (8.2)

where ri is the emission radial coordinate, vri is the emission radial velocity component,

and l is the distance between the jet tip from which particles are emitted and the upstream

reference point for calculating velocity emission angle. This distance is varied from one mean

particle radius l = d/2 to two mean jet breakup wavelengths l = 2λ , where λ = 4.5d [9, 55].
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Figure 8.1: Emission velocity vector direction is the angle between particle emission position

and a reference point in the jet distance l upstream from the jet tip, where l varies from one

mean particle radius to one mean breakup wavelength. An example emission velocity vector

is shown for l = λ.

Figure 8.1 provides a diagram of this method of determining emission velocity angle. The

nearer the reference point to the emission point, the larger the radial component to the

particle emission velocity vector. Sec. 8.2.2 presents results for the shortest l case, l = d/2,

because it has the most variance in emission velocity component data and thereby gives the

most stark comparison with the solely axial velocity case presented in Sec. 8.2.1.

Table 8.1 provides descriptions of each feature variable and formulas for cases where

calculations were made to obtain the variable. In the table formulas, θi is the emission polar

angle, ϕi is the emission azimuthal angle, vf is exit velocity, rf is the final radial position, and

zf is the final axial position, in this case the constant collector plate position. The formulas

given for the emission velocity vector components are for the case in which emission velocity

is not strictly axial; in that case there are no lateral components to velocity and the axial

component is constant according to Gañan-Calvo et al. [9].

DELI simulation datasets including 35,000 unique particle samples were used for each

of the emission velocity cases presented. Histograms of the emission (m, q, xi, yi, vxi, vyi,
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Table 8.1: Feature Variables

Variable Definition Formula

m mass

q charge

xi emission x position

yi emission y position

zi emission z position

ri emission radial position
√

xi
2 + yi2

vxi emission velocity x component arctan
(

ri
l

)
cos θi cosϕi

vyi emission velocity y component arctan
(

ri
l

)
cos θi sinϕi

vzi emission velocity z component arctan
(

ri
l

)
sin θi

rf final radial position
√
xf

2 + yf 2

θf final positional plume angle tan
(

rf
zf

)
vxf final velocity x component

vyf final velocity y component

vzf final velocity z component

ϕRPAf final potential
1
2
m|vf |2

q

vzi) and final (θf , vxf , vyf , vzf , ϕRPAf ) particle property data are presented in Appendix

B for each emission velocity case; for the strictly axial emission velocity case, the constant

emission velocity components are not visualized.

8.1.2 Data Preparation

The data in this study are strictly numerical and there are no missing data entries. A

flowchart for the process of data preparation is presented in Fig. 8.2

Data were first filtered for uniqueness by eliminating duplicate samples. Then, the order
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Figure 8.2: Process of preparing particle tracking data for input to machine learning models.

of data samples was shuffled randomly using the shuffle function from the scikit-learn library

(v1.1.2) Python package [144]. Finally, all data were scaled before regression using the

StandardScaler function in the scikit-learn library (v1.1.2)[144]. A standard scaler was fit

to the training feature data and then applied to the testing feature data. The scikit-learn

library train_test_split function was used to split the data into training and testing sets

for the ML models, with 80% of the particle dynamics data reserved for training, and the

remaining 20% for testing.

8.1.3 Model Construction

Six different ML models are applied to electrospray simulation results in this study: Ran-

dom Forest (RF), Support Vector Regression (SVR), k-Nearest Neighbor(kNN), Multilayer

Perceptron (MLP), Extreme Gradient Boosting (XGBoost), and Light Gradient Boosting

Machine (LGBM) models. The scikit-learn library (v1.1.2)[144] was used for all models be-
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sides the XGboost model from the py-xgboost library (v1.6.2)[145] and the LGBM model

from the lightgbm library (v3.3.2)[146].

The performance metrics used in this study are the coefficient of determination (R2) and

the absolute-normalized root mean squared error (ANRMSE), defined as follows:

R2 = 1−
∑N

i=1(p̄i − p̂i)
2∑N

i=1(p̄i − pi)2
, (8.3)

ANRMSE =

√∑N
i=1(pi−p̂i)2

N

|pi|
, (8.4)

where N is the number of samples, pi is the true value of the variable being predicted, p̂i is

the value predicted by an ML model, and pi is the mean of the true values.

8.1.4 Model Optimization

Hyperparameter tuning was conducted through 5-fold cross validation on all ML models

to obtain each presented result. The goal of this tuning was to optimize model R2 scores.

The hyperparameters for each model, their tuning ranges, and the tuned parameters for

the strictly axial emission velocity case and the non-zero radial emission velocity case where

l = d/2 are presented in Appendix C.

8.2 Results and Discussion

8.2.1 Case I: Strictly Axial Emission Velocity

We first present analysis of the case in which particles were emitted with constant, strictly

axial velocity. R2 scores and ANRMSE results are shown in Fig.s 8.3a and 8.3b, respectively,

for the prediction of each final particle property (θf , vxf , vyf , vzf , ϕRPAf ) using non-constant

emission particle properties (m, q, xi, yi) as input features. The performance metric results

are presented with bar color corresponding to predictive model, such that the range of

performance can be seen among the six ML models.
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Figure 8.3: Performance metrics R2 (a,c) and ANRMSE (b,d) for all regression algorithms

with final angle withheld from the feature set (a, b) and final angle included (c,d).
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We observe that no ML models are able to reliably predict any final particle proper-

ties from solely emission properties, as all R2 scores are below 0.7, signaling low correlation

between the input features and predicted variable. Axial emission coordinate and all compo-

nents of emission velocity are constant in this case. Furthermore, as shown in the mass and

charge histograms in Appendix B, this plume is nearly monodisperse. Therefore, there is lit-

tle ability to differentiate emitted particles from one another in order to predict final particle

dynamic properties from solely emission properties. However, when final particle angle θf is

added to the input feature list alongside emission particle properties, stronger performance

is achieved in predicting other final particle properties (specifically vzf and ϕRPAf ), as shown

in the increased R2 scores in Fig. 8.3c and the decreased ANRMSE scores in Fig. 8.3d.

This predictive ability response to knowing final angle reveals a strong correlation between

final angle and other final particle dynamic properties for this emission velocity case. Know-

ing final angle alongside emission properties allows ML models to reliably regress final axial

velocity (R2 > 0.88 for all models) and final potential (R2 > 0.76 for all models) from the

known particle data. Additionally, the ANRMSE with final angle in the feature set in Fig.

8.3d has decreased for final axial velocity and final potential from the case in which final

angle was not included in Fig. 8.3b. Therefore, a limited meta-model for the full Lagrangian

model can be created with ML models to obtain final axial velocity and final potential given

emission properties and final angle.

Feature correlations are further investigated for final axial velocity and final potential,

which the ML models predict with high accuracy when final angle is included with emission

properties in the known feature set. Figure 8.4 displays the feature relation results produced

by the Random Forest model for each of these two variables, for the case in which final angle

was not included in the input feature list and the case in which it was. Error bars display the

range of performance of all individual estimators, or trees, in the RF algorithm. When final

angle is not included in the feature list, particle charge has dominant feature importance

for the prediction of both final axial velocity and final angle. This charge-dominated result
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Figure 8.4: Random Forest feature rankings for final axial velocity (a,c) and potential (b,d)

for the case in which final angle is excluded from the feature set (a,b) and the case in which

it is included (c,d). Error bars show feature importance range of all individual estimators in

the RF algorithm.
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physically stems from the direct relationship between particle charge and the electrostatic

forces in Eq. 8.1. When final angle is included in the feature list, it is significantly dominant

over all other features for the prediction of final axial velocity, displaying that final angle

and final axial velocity are highly correlated for this simulation case. For the prediction

of final potential energy, particle charge remains the dominant feature when final angle is

included in the feature list. This is expected as final potential energy is indirectly related

to particle charge by definition, as given in Table 8.1. Similarly, mass has secondary feature

dominance as potential energy is directly related to particle mass by the definition given in

Table 8.1. However, final angle has a non-negligible feature importance for final potential

energy in every decision tree in the random forest, with average feature importance across

the forest nearly equal to that of mass. Final particle angle offers insight towards how much

a particle has been displaced from its emission state under the forces in Eq. 8.1, such that

knowing this angle provides insight toward other final properties which have been displaced

from their emission state by the same forces, such as velocity and potential.

In the future, terminal particle properties may be more reliably predicted from solely

emission particle properties for the strictly axial emission velocity case with 1) an increased

number of unique training data samples; 2) increased variance among particle emission

property feature data sets, such as increased mass polydispersity or charge inhomogeneity,

so that emitted particles are more distinguishable from one another; 3) the identification

of additional particle emission properties of relevance to expansion which can be added to

the feature set; and 4) the improvement of Lagrangian particle tracking models, such as

including particle coalescence and breakup[10, 26, 83, 62], so that simulated results more

closely match the physical reality of electrospray evolution. As an example of the effect of

increasing data samples on the study, changing from 3,000 samples for initial research to

35,000 samples for the presented case improved the mean R2 score for predicting final axial

velocity component by 0.09 in the case without θf in the known feature set, and by 0.08 in

the case with θf in the known feature set.
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Figure 8.5: Performance metrics R2 (a) and ANRMSE (b) for all regression algorithm for

the case with non-zero radial emission velocity.

8.2.2 Case II: Non-zero Radial Emission Velocity

We now extend our analysis to the simulation case in which particles were emitted with

non-zero radial velocity. The results presented in this section are for the shortest l length

tested (l = d/2) because this case has the largest variance among emitted velocity vector

components of all simulated cases. Results were also obtained for l = d, λ/2, λ, and 2λ,

where the mean jet breakup wavelength λ = 4.5d; the influence of l on ML model results

is discussed in Sec. 8.2.3. R2 scores and ANRMSE results are shown in Fig. 8.5 for

the prediction of final particle properties using solely emitted particle properties as input

features.

Unlike in the previous case with constant, strictly axial emission velocity, there is sig-

nificant correlation between emission and final particle properties in this case with non-

zero radial emission velocity. The final lateral velocity components can be predicted with

R2 ≥ 0.79 and ANRMSE ≤ 0.3 by all models. Therefore, a surrogate model for the larger

Lagrangian model can be created for the prediction of final lateral velocity components from
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solely emission properties in this case. Additionally, all models but SVR predict final angle

with R2 ≥ 0.77 and ANRMSE ≤ 0.25. Therefore, the surrogate model created by these

ML models can also predict final angle from solely emission properties.

R2 scores for predicting all final properties improve when final angle is added to the

known features set because all particle properties are still displaced from their emission state

through the same dynamic process described by Eq. 8.1, yielding an angular dependence of

final properties as discussed in Sec. 8.2.1. This improvement is most significant for predicting

final axial velocity, for which mean R2 increases by 0.19 when final angle is added to the

known feature set. The differences between predictions which can be reliably made in the

two emission velocity cases and the governing physics underlying such predictive abilities are

discussed in Sec. 8.2.3. Prediction accuracy for this non-zero radial emission velocity case

may be improved through the same mechanisms as for the strictly axial emission velocity

case: increased training data samples, increased variance in emission property feature data

sets, expansion of the feature set to include newly identified particle emission properties, and

improvement of the Lagrangian particle tracking models used to obtain training data.

8.2.3 Comparison of Case I and II

We now compare and contrast results from simulation Case I, with solely axial emission

velocity, and Case II, for which emission velocity angle corresponds to emission position

angle. There are significant differences between the predictive meta-models which can be

created using ML in each case. While the applied machine learning models all perform

different methods of physics-blind, statistical regression, the correlations between particle

properties that they reveal stem from underlying electrospray particle dynamic physics. Fig.

8.6 presents snapshots in the x-z plane of the pathlines of 30 particles for the axial emission

velocity (red pathlines) and non-zero radial emission velocity (blue pathlines) cases. The

snapshots were taken every 10 µs over a 30 µs period and pathlines are shown for every

other emitted particle out of 60 particles to prevent the density of rendered pathlines from
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obscuring figure clarity. As seen in blue in Fig. 8.6, charged particles emitted with non-zero

radial emission velocity disperse quickly from one another due to inertia, and therefore spend

less time in close proximity to one another experiencing nonlinear, inter-particle Coulomb

forces. In this case, particle expansion dynamics have a significant linear component from

inertia which allows ML models to correlate some final particle properties with solely emission

properties. In contrast, as shown in red in Fig. 8.6, charged particles emitted with strictly

axial emission velocity remain in a nearly linear formation for much longer, until Coulomb

forces exacerbate the minute perturbation applied to particle emission position to yield

plume expansion. In this case, particle dynamics are governed by nonlinear Coulomb forces,

which preclude ML models from predicting final particle properties from exclusively emission

properties.

Particle positional angle exiting an electrospray thruster is a key metric for thruster

lifetime because there is a finite line-of-sight angle at which particles can exit the thruster;

particles beyond this angular limit strike downstream thruster electrodes and saturate them

over time until the thruster fails due to propellant backspray [44, 3, 12, 45]. Predictions

for final particle angle from all six ML models using solely emission particle properties are

compared to the actual final angle values in the test data set in Fig. 8.7. Feature rankings

produced by the RF models for both emission velocity cases are also presented in Fig. 8.7.

Note that the feature rankings for the case with radial emission velocity include velocity

components vxi, vyi, and vzi because they differ between emitted particles.

Fig. 8.7 shows the R2 score for predicting final positional angle from strictly emission

properties is higher in the non-zero radial emission velocity case as a result of stronger

influence of linear forces on particle dynamics. For the solely axial emission velocity case,

although final angle cannot be reliably predicted (R2 < 0.7) from solely emission properties

due to the non-linear nature of particle dynamics, RF feature rankings reveal charge to be the

dominant feature for predicting final angle. This result matches the physical understanding of

plume expansion in this case as dominated by the charge-dependent Coulomb collisions [9, 11,
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Figure 8.6: Pathlines are shown for 30 particles in the solely axial emission velocity Case I

(red) and the non-zero radial emission velocity Case II (blue).
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Figure 8.7: Predicted vs. actual values for final angle (a,c) and the Random Forest feature

rankings for predicting final angle (b,d) for the case in which emission velocity is strictly

axial (a,b) and the case in which there is a radial component to emission velocity (c,d).

Feature ranking error bars show the range among estimators in the RF algorithm.
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68, 46] in the absence of lateral emission velocity components. For the case including radial

emission velocity, final angle is reliably predicted (R2 ≥ 0.8) by all ML models but SVR.

An R2 score exceeding 0.75 is comparable with the high end of R2 scores in other machine

learning studies of electrosprays [137, 143]. In the non-zero radial emission velocity case,

RF feature rankings reveal that final positional angle has a dominant feature dependence

on emission lateral velocity components, followed by a lesser feature dependence on charge.

These results fit with the physical understanding of particle trajectories in this case as

dominated by inertial motion from emission with additional influence from charge-dependent

electrostatic forces in Eq. 8.1. In both cases, there is a sparsity of data with high final particle

positional angles, leading to higher error in the predictions of ML models for high-angle

particles due to a lack of sufficient model training data in that range. This data sparsity at

high angles is not a simulation artefact and is also seen in experimental measurements due

to the relative lack of particle flux at high positional angles compared to the particle-dense

center of the plume [45, 147, 23]. Model performance in this range can be improved in the

future with increased data sampling at high angles.

ML models applied to particle dynamics in the DELI Model simulation region, in which

particles are propagated according to Eq. 8.1, have determined that emission lateral velocity

components, and therefore emission velocity angle, are strongly correlated with final posi-

tional angle as shown in Fig. 8.7. Sobol Index analysis of the region downstream of that of

the DELI Model, in which particles are propagated under applied electrostatic forces with

no Coulomb interactions, found that particle entry velocity angle into that region has the

strongest correlation with final position angle of any particle entry property [63]. Thus, there

is a continuous narrative of emission velocity angle dominantly influencing final positional

angle in all electrospray plume simulation regions. Given the importance of final particle

position angle to thruster lifetime, the correlation between final positional angle and emis-

sion velocity angle motivates continued study into the angle at which particles are emitted

from the fluid electrospray jet. Existing literature on electrospray jet behavior identifies sev-
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eral operational modes which emit particles with off-axis velocity vectors, such as whipping

[85, 148, 6, 123], multi-jet [85, 149, 6, 150], and transitional modes [4, 85], and furthermore

suggests whipping can occur at the jet tip even when the overall cone-jet structure is in

the desired steady operational mode [123]. Increased study of modes which emit particles

with off-axis velocity will improve the understanding of deviations from desired thruster

lifetime during mission-relevant electrospray thruster operation, which includes periods of

non-optimal transitional operation such as start-up and shut-down modes [44, 3, 12, 45].

The thrust force produced by an electrospray device is given by:

T =

∫
ṁ(θ)v(θ)dθ, (8.5)

where ṁ(θ) is the mass flux at a given angle and v(θ) is the velocity at that angle. Therefore,

final particle velocity exiting the thruster not only relates to thruster lifetime as discussed,

but is alo directly related to produced thrust, a key performance metric. For predicting axial

final velocity from strictly emission properties, comparing R2 scores in Sections 8.2.1 and

8.2.2 shows that such scores are higher in the strictly axial emission velocity case. In both

emission velocity cases, the applied electrostatic field (EA in Eq. 8.1) provides the dominant

axial propagation force to emitted particles [68, 4]. The acceleration aEA
imparted to a

particle from this field is directly related to charge and indirectly related to mass:

aEA
=

q

m
EA. (8.6)

Under this electrostatic means of axial propagation in a constant applied electrostatic field,

the final axial velocity of particles emitted at the same axial velocity has a linear relationship

with charge and mass. Therefore, ML models can strongly correlate final axial velocity with

emission properties for the strictly axial emission velocity case. However, for the non-zero

radial velocity emission case, this linear relationship between final axial velocity and emission

properties is significantly weakened because variance in particles’ final axial velocity does not

stem solely from electrostatic acceleration, but also from variance in emission axial velocity.

Randomness in emission conditions, rather than a change in the dominant physical force
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guiding particle motion, causes the axial motion of particles to be less predictable in the

non-zero radial velocity emission case than in the strictly axial emission case. In both cases

there is a relative sparsity of data at low final axial velocities compared to higher final axial

velocities displayed in Appendix B; ML model prediction strength for final axial velocity can

be improved through increased data sampling.

On the other hand, for predicting lateral final velocity components from strictly emission

properties, comparing R2 scores in Sections 8.2.1 and 8.2.2 shows that such scores are higher

in the non-zero radial emission velocity case. Coulomb interactions between charged parti-

cles, which are highly nonlinear, provide the dominant radial expansion force to electrospray

particle trajectories [9, 11, 68, 46]. Therefore, in the absence of a radial component to emit-

ted particle velocity, plume expansion is highly nonlinear. As for final positional angle, final

lateral velocity emission components can be more reliably predicted from emission proper-

ties in the non-zero radial emission velocity case due to the dominance of linear inertia in

radial particle motion, in comparison to the dominance of nonlinear Coulomb interactions

in particle radial motion in the strictly axial emission velocity case. In agreement with the

dominance of emission inertia, RF feature rankings reveal that emission lateral velocity com-

ponents share dominant feature importance for final lateral velocity components in the case

with non-zero radial emission velocity.

The results presented for the non-zero radial emission velocity case in Sec. 8.2.2 are

for the shortest l length tested (l = d/2) because this case has the largest variance among

emitted velocity vector components of all simulated cases. Results were also obtained for

l = d, λ/2, λ, and 2λ, where the mean jet breakup wavelength λ = 4.5d. The R2 scores for

predicting final angle θf , final lateral velocity component vf x, final axial velocity component

vf z, and final potential ϕRPAf
are displayed in Fig. 8.8 for all emission velocity cases. Point

markers represent the mean performance of all six ML models and error bars display the

range of performance among the six models. The performance metrics for the strictly axial

velocity case are shown as constant, dashed lines for comparison with the non-zero radial
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Figure 8.8: Mean R2 scores for different distances l between the jet tip and the reference

point for determining velocity emission angle for the prediction of: final angle given emission

properties (black), final lateral velocity (vfx) given emission properties (blue), final axial ve-

locity given emission properties (green), and final particle potential given emission properties

and final angle (red). Dashed lines display R2 results for the case with no radial emission

velocity. Error bars display the performance range of the 6 ML models.

emission velocity cases.

Fig. 8.8 displays that for predicting final angle given emission properties, R2 varies di-

rectly with l. R2 also varies directly with l for predicting final axial velocity given emission

properties. On the other hand, for predicting final lateral x velocity component given emis-

sion properties, R2 varies inversely with l. The same is true for predicting the final lateral y

velocity component. R2 also varies indirectly with l for the predicting final potential given

emission properties and final angle. These results show that ML model performance be-

comes increasingly similar to the strictly axial emission case as l increases. The ML results
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for l = 2λ are nearly equivalent to those from the zero radial emission velocity case repre-

sented by the dashed lines. The convergence of ML results to the strictly axial case with

increasing l is physically logical because increasing the distance l between the jet tip and

upstream reference point for velocity emission angle decreases the resulting range of emission

velocity angles. The lower the variance in emission velocity angle, the less particles disperse

from inertia directly following emission, such that particle pathlines more closely resemble

those in the strictly axial emission velocity case shown in red in Fig. 8.6. When particle

velocity emission conditions approach the strictly axial case as l increases, resulting particle

dynamics and the ability to predict final particle properties from emission properties also

approach those of the strictly axial velocity emission case.

8.2.4 Discussion of Application to Experimental Data

We will now discuss the diagnostic design benefits of using ML models trained on electrospray

particle tracking simulation data in conjunction with experimental results. Our discussion

is focused on the coupling of experimental particle property measurements with ML models

applied to simulated particle tracking data to predict unknown particle properties which can

be validated experimentally. Suppose an angular plume profile has been obtained using one

type of measurement device. Further suppose that a particle tracking model such as the

UCLA PESPL DELI Model has been validated for the case of interest, and the ML models

described in this publication have been trained on a significant amount of particle dynamics

data produced by the particle tracking model for this case. Let the varying particle emission

properties (m, q, xi, yi) be established by optical tools [151, 72, 122, 85], validated elec-

trospray particle emission models [60, 152, 153, 154], or estimated using theoretical limits

accepted in the field [155, 156, 98, 157, 4]. The Lagrangian model, and thereby ML models

which utilize Lagrangian simulation data, will more faithfully replicate physical reality when

inputs for particle emission properties are able to be discretely measured for each particle

- such as experimentally with Phase Doppler Anemometers (PDA) [9], flash shadowgraph
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[158], or high speed videography (HSV) [6], or computationally with a validated electrospray

emission model [60, 152, 153, 154] - than if they must be estimated with some uncertainty

using an analytical approach [155, 98, 4] or experimental measurements which cannot resolve

single particles [122], as in electrosprays comprised of particles beneath the diffraction limit

[23, 4, 48]. In the case that particle emission property data contains uncertainty introduced

by theoretical approximations of unmeasured properties, experimental noise, or inherent

uncertainty in experimental measurements, machine learning models can be applied to sep-

arate datasets with feature values spanning the ranges of emission properties to establish

prediction ranges for final particle properties. Uncertainty quantification within machine

learning is an active research field [159, 160, 161], and a field-standard means of quantifying

the influence of uncertainty in feature set values on resulting ML predictions has yet to be

established.

A testing set of particle data for the trained ML models can be created by choosing an

angle and experimentally measuring final particle properties at that angle. The emission

properties of particles which terminated at this angle can be a) selected based on discrete

particle trajectory results from validated Lagrangian simulations or b) randomly selected

from emission property ranges determined experimentally, analytically, or computationally.

This particle data generation process can be repeated at each measured angle to generate

a data set encompassing the full angular range of the measured plume. The particle data

samples can then be fed to trained ML models to predict other final particle properties which

the ML models have been shown to predict accurately. In cases where final angle can be

accurately regressed from emission properties, ML models can first predict the final angle

of a test set of emitted particles, and then the coupled final angle and emission property

particle data can be input to the ML models again to predict other final properties.

For example, in the strictly axial emission velocity case in Sec. 8.2.1, measured final

angle and emission property data can be used to predict final axial velocity and particle

potential. Therefore, for this case, an angular profile measurement, such as that provided
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by a Faraday probe [23, 162], could be used to estimate the velocity measurements obtained

by angularly sweeping a TOF probe, or predict the potential measurements generated by

angularly sweeping a RPA device. In this manner, the limited meta-model for the full

Lagrangian model created using ML models can be used in conjunction with experimental

measurements to predict additional measureable properties. Furthermore, the ML feature

ranking results for this case which reveal that final positional angle is of significant value

to predicting final axial velocity and final potential are valuable for optimizing diagnostic

designs. Experimentalists can infer from these results that a simple Faraday probe can

be used in conjunction with an ML meta-model to predict measurements which would be

obtained by more complex measurement devices, such as RPA and TOF devices.

In conclusion, the research in this chapter is the first application of ML models to electro-

spray simulation data, published in [91]. Lagrangian particle tracking data produced by the

UCLA PESPL DELI Model for validated simulation cases are used in order to demonstrate

the utility of regressing on simulated electrospray particle data. This chapter has identified

and exemplified three discrete benefits of applying ML models to electrospray simulation

results: (1) the creation of limited meta-models for the full Lagrangian particle tracking

model, (2) feature relations between emission and final particle dynamics properties, and (3)

the prediction of unknown final particle properties with the assistance of known final prop-

erties. We also presented a method to couple ML models trained on validated simulated

particle tracking data with experimental measurements to predict unmeasured properties

which could be validated experimentally. Our presented processes for creating ML mod-

els from Lagrangian particle tracking data can be replicated for any electrospray particle

dynamics data set - simulated or measured - therefore, we welcome researchers involved

in all approaches to electrospray research, development, and characterization to utilize the

presented approach and findings.

The primary obstacle to correlating emission and final particle properties in the context of

electrospray particle dynamics stems from the non-linearity of particle trajectories, primarily
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due to the non-linear Coulomb force between charged particles. Machine learning for non-

linear charged particle trajectories is an active area of research exploration, including at

the Joint Institute of Nuclear Research [163], the Large Hadron Collider [164, 165], and

in medical biophysical research settings [166]. Machine learning predictions of electrospray

particle dynamics will improve as the overarching application of ML to nonlinear particle

trajectories matures, as electrospray plume evolution models become more representative

of experimental realities, and as additional electrospray particle dynamics data is obtained

through further plume measurement and simulation efforts.
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CHAPTER 9

Conclusion

9.1 Conclusion

We conclude from the overview of the current state of electrospray spacecraft propulsion pre-

sented in Ch. 1 that operational lifetime is the primary area in which electrospray thrusters

must improve to meet future mission requirements. Propellant overspray to downstream elec-

trodes is the primary life-limiting mechanism in electrospray thrusters. We demonstrated

the geometric changes to thruster design can reduce overspray and positively contribute

to thruster lifetime; however, we concluded that mitigating mitigating electrospray plume

divergence is the most effective means of extending thruster lifetime. To investigate elec-

trospray plume divergence, the Discrete Electrospray Lagrangian Interaction (DELI) Model

was developed, verified, and validated as described in Ch. 2.

Chapters 3-6 of this dissertation were devoted to understanding the origins and sources

of growth of electrospray plume divergence. Neither applied electrostatic, Coulomb, nor drag

forces are found to induce plume divergence in linear sets of droplets down the axis of emis-

sion; rather, electrospray droplets are emitted with a small range of radial divergence due to

hydrodynamic instabilities and microscopic emitter asymmetries. Chapter 3 discussed plume

divergence in response to the electrostatic forces from the potential difference applied be-

tween the emitter and downstream electrode(s), concluding that there is a radial component

to the electric field due to curvature in the jet and the thrust-aperture in the downstream

electrode(s) which magnifies existing divergence in the plume. Chapter 4 investigated plume
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divergence in response to Coulomb forces between droplets, which have a radial component

that grows existing radial divergence in the plume. We compared divergence between sets

of particles with equal velocity and with an upstream particle velocity gradient in which

upstream particles are moving faster than their forward neighbors and concluded that the

latter condition creates a ‘traffic jam’ in which droplet cluster and have magnified Coulomb

interactions, resulting in increased plume divergence. We proposed a means of thresholding

the ‘interaction region’ in which Coulomb forces are dominant with a ratio of Coulomb to

applied electrostatic forces, and demonstrated that such a threshold is species-dependent

and a function of axial and radial position.

Chapter 5 investigated plume divergence in response to the drag force, concluding that

drag grows existing plume divergence by slowing particle progress and thereby causing in-

creased charge density in the domain. This increase in charge density causes magnified

Coulomb interactions, which grows existing plume divergence. Decreasing the background

pressure decreases the density of background fluid molecules and thereby the drag force, con-

fining the plume in response. Pressure thresholds beyond which drag no longer contributes

to plume divergence were proposed based on simulation results and the theoretical definition

of Free Molecular Flow. Similarly, the pressure at which particle mean free path is greater

than the domain length was presented for several domain lengths, such that electrospray

particles can move through the full domain without colliding with background molecules.

Chapter 6 discusses the influence of forces and phenomena (gravity, thermal gradients, fluid

mechanics, and gas polarization) on plume divergence which are not included in the DELI

Model. The neglected forces are concluded to have a much smaller influence on plume evolu-

tion and divergence than those included in the DELI Model, although they could be included

in the future for completeness as discussed in Sec. 9.2.

Chapter 7 presented new means of characterizing plume divergence: a positional diver-

gence definition based on three standard deviations of a Gaussian or Super-Gaussian fit to

particle mass distribution over radial coordinate, and a 2D position and velocity divergence
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measurement called emittance which is frequently used in particle accelerators[88, 89, 22].

We concluded that steadiness in an emittance diagram is a means of determining that a

simulated plume has reached steady state.

Finally, chapter 8 presented the first application of machine learning to simulated particle

dynamics data, produced by the DELI Model. We concluded three primary benefits of

applying machine learning to simulated particle dynamics data: the creation of a surrogate

model for a Lagrangian particle tracking model, the provision of feature relations between

emission and final particle properties, and the prediction of unknown final particle properties

given known final properties. We proposed a novel method for combining experimental data,

Lagrangian plume evolution models, and machine learning algorithms to optimize diagnostic

design.

Overall, this dissertation has identified the origins and sources of growth of electrospray

plume divergence, proposed novel means of characterizing plume divergence, and applied

machine learning to predict plume divergence. The DELI Model developed during this

dissertation to simulate electrospray plume evolution is validated against published experi-

mental data, and the code is presented in App. F for future plume evolution and divergence

research, some of which is proposed in the following Sec. 9.2.

9.2 Future Work

I have no shortage of ideas to continue this research, but I do have a shortage of time

remaining in my degree. In this section, I propose future work which builds upon this

dissertation research.

9.2.1 Chapter 6 Considerations

Chapter 6 was devoted to forces and phenomena which occur in physical electrosprays but

are not included in the DELI Model: gravity, thermophoretic forces, fluid mechanical effects,
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and gas polarization. Including these phenomena would improve the accuracy of the DELI

model. The governing equation of the DELI Model can be modified to include gravity and

thermophoretic forces as shown in Eq. 6.2 and Eq. 6.5, respectively. Fluid mechanical effects

and gas polarization have thus far only been incorporated into machine learning models of

individual or small groups of particles due to their computational intensity. However, as

computational capabilities improve, they may be included in full electrospray plume models

such as the DELI Model in the future. Additional considerations of atmospheric effects, such

as induced flow in the background gas, which have been included in atmospheric electrospray

models such as those for mass spectrometry[54], could also be incorporated into the DELI

Model in the future.

9.2.2 Plume Evolution Studies

Appendix D presents studies of plume evolution in response to changing mass flowrate, mean

specific charge, and specific charge inhomogeneity. Chapter 5 also presents studies of plume

evolution in response to changing the drag force (directly and via the background pressure).

Many more variable studies on plume evolution could be conducted in the DELI Model

- any variable which is input to the model as an independent variable (emitted particle

properties, flowrate constraints, electrode geometry and resulting electric field, background

pressure, background fluid properties, etc.) could be varied, and the result on plume evolu-

tion observed. Such variable studies have served as excellent high school and undergraduate

research projects throughout this dissertation.

9.2.3 Include Secondaries

Electrospray particles impinge on surfaces inside the thruster, such as downstream electrodes,

and generate secondary particles [67, 65, 66]. These secondary particles can be charged, such

that they have Coulomb interactions with electrospray particles. They can also be oppositely
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charged to primary emitted electrospray particles, such that they are accelerated in the op-

posite direction by the applied electric field. In this manner, negatively charged secondaries

generated from the downstream electrode are electrostatically drawn upstream towards the

emitter. The presence of charged secondary particles in the electrospray thruster domain

changes the dynamics of primary emitted electrospray particles. Therefore, including such

secondaries would be a useful future addition to the DELI Model. An electron population of

secondaries generated from the downstream electrode could be included in the DELI model

by calling the same function used to emit primary particles, but with different emission

properties, such as emission location set to downstream electrode location. The emission

mass, charge, and velocity distributions could be based on experimental secondary distri-

butions or analytical relationships given the properties of primary particles which strike the

downstream electrode[66].

9.2.4 Transient Modes

This dissertation has focused on simulating electrospray plume evolution in the optimal

steady cone-jet mode. Simulations have included the start-up mode, from no flow to steady

state, such as in Ch. 5. Simulations were also conducted investigating the shut-down elec-

trospray mode from steady state to no flow. The results for number of particles in the

simulation domain from start-up, to steady state, to shut-down are shown in Fig. 9.1. DELI

Model simulations of start-up and shut-down have thus far instantaneously turned the flow

on and off. In the future, more realistic flowrates which are functions of time could be insti-

tuted. Pulsating mode electrosprays in which the emitted flowrate is inconsistent over time

could also be simulated. Correlating the frequency and magnitude of flowrate pulsation with

maximum divergence angle obtained by the plume would be a very interesting future study

with potentially useful thrust applications.

In addition to electrospray operational modes which are temporally unstable, the DELI

Model could also simulate electrospray modes which change spatially, such as the whipping
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Figure 9.1: The number of particles in an electrospray plume simulated in the DELI Model

from the start-up for flow, to steady state, to flow shut-down.

jet mode shown in Fig. 9.2. This mode could be simulated by changing the position and

velocity angle at which particles are emitted over time. The DELI Model could also simulate

operational modes which are spatially stable, but not operationally ideal, such as the multi-

jet mode shown in Fig. 9.3. In a mission setting, electrospray thrusters will go through many

operational modes, including start-up, shut-down, and steady cone-jet at different flowrates.

Furthermore, the pressure and temperature conditions in which the thruster operates may

change. The DELI Model is capable of being applied in the future to mission-relevant

simulations with time-varying emission and environment conditions.

9.2.5 Parallelization

The DELI Model is currently fully sequential. Particle tracking models have a legacy of

parallelization, which greatly increases simulation efficiency[167, 168, 169]. Parallelization

has been employed in in particle-in-cell (PIC) electrospray plume models [170]. Paralleliza-
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Figure 9.2: Whipping mode of electrospray jet operation[6].

Figure 9.3: Examples of the multi-jet mode of electrospray jet operation[6].
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Figure 9.4: Particles are divided into cells with an octree algorithm to parallelize the simu-

lation of an n-body problem.

tion of the DELI Model with OpenMP and MPI was considered and discussed with AFRL

mentors during the course of this dissertation research, but not implemented due to time

constraints and the prioritization of other research efforts. In the future, implementing paral-

lelization into the DELI Model would decrease simulation runtime, allowing for a faster pace

of research. One specific area of the model in which parallelization could be implemented

is in approximating the Coulomb term outside the interaction region bounded in Sec, 4.4.

Octree methods can reduce the order of n-body problems such as Coulomb interactions by

dividing particles into cells, treating particles in neighboring cells individually, and treating

particles in distant cells as single large particles as the cell center-of-mass, as shown in Fig.

9.4. Such methods can reduce the order of calculation in an n-body problem from O(n2) to

O(n log n) for the Barnes-Hut algorithm[167], and from O(n2) to O(n) for the Fast Multi-

ple Method[168]. Parallelization would also be useful in the case that the DELI Model is

extended to simulate multi-plexed electrosprays[49, 50].
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9.2.6 Machine Learning

Chapter 8 presented the first application of machine learning to simulated electrospray dy-

namics data; there is so much more which can be done. Regression on DELI Model particle

dynamics data could be applied in the reverse direction as in Ch. 8, predicting particle emis-

sion properties from ‘final’ properties at the collector plate. Machine learning algorithms

could be trained on data sets of different input mass flowrates, applied electric fields, or par-

ticle properties, and the resulting DELI Model plume structures (quantified through mass

flux and charge density profiles, such as those presented in Sec. D.3) in order to predict

the electrospray plume structure which results from given input conditions. Classification

algorithms could also be applied to DELI Model data in useful ways, such as to identify and

group particles which reach wide plume angles and contribute to overspray, or which strike

the downstream electrode with enough kinetic energy to produce secondaries. The possi-

bilities for applying machine learning to DELI Model data are as wide as the simulation

possibilities for the model.
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Appendix A

Empirical Drag Terms

Empirical coefficient of drag terms were selected from the literature for use in the DELI

simulations over different background pressures in Sec. 5.2.2. The empirical terms, domain

of flow parameters, and references from which the terms were selected are given in Table

A.1.

CD Re Domain Kn Domain Reference

24
Re

Re < 1 Kn < 0.001 [17]
24
Re

(
1+2

2−CTM
CTM

Kn

1+3
2−CTM
CTM

Kn

)
Re < 1 0.01 ≤ Kn < 0.1 [18]

0.127 + 3.957
0.150+Re0.983

(
7.407Kn+2.293
1.688Kn+0.292

)
1 ≤ Re ≤ 50 0.001 ≤ Kn < 0.1 [19]

24(1+0.15Re0.687)ea1+a2Rea3+a4Kna5+a6ReKn

Re[1+2.0Kn(1.142+0.558e−0.4995/Kn)]
1 ≤ Re ≤ 3.5 0.1 ≤ Kn < 1 [20]

Table A.1: The empirical coefficient of drag terms used in DELI Model simulations.

In the table, σT = 1 is the tangential momentum accommodation coefficient[18], and a1 =

1.40671, a2 = −1.50268, a3 = 0.01803, a4 = 0.00118, a5 = −0.79338, and a6 = 0.09905 [20].

In addition to these empirical terms with discrete flow parameter ranges, the coefficient of

drag described in [16] was also used in Sec. 5.2.2, which is valid for all Knudsen numbers. Be-

low P = 0.007692 Atm, mean particle Knudsen number exceeds one and the only applicable

coefficient of drag in Table A.1 is from Loth08.Therefore, onlytheLoth08coefficientofdragtermwasusedtosimulatetheP

= 0.005, 0.002, 0.001, 0.0005, 0.0002 and 0.0001 Atmcases.
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Appendix B

Machine Learning Histograms

Histograms of the feature variables for the six emission velocity cases, ranging from strictly

axial emission velocity to increasingly radial emission velocity vectors. The feature variables

are mass m, charge q, 3D emission coordinates (xi, yi, zi), 3D emission velocity (vxi, vyi, vzi),

final positional plume angle θf , 3D final velocity (vxf , vyf , vzf ), and final potential ϕRPAf .
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Figure B.1: Histograms of each particle data feature for the case where emission velocity is

strictly axial.

Figure B.2: Histograms of each particle data feature for the case where the distance between

the jet tip and the reference point for emission velocity angle is equal to the mean particle

radius: l = d/2.
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Figure B.3: Histograms of each particle data feature for the case where the distance between

the jet tip and the reference point for emission velocity angle is equal to the mean particle

diameter: l = d.

Figure B.4: Histograms of each particle data feature for the case where the distance between

the jet tip and the reference point for emission velocity angle is equal to half the mean jet

breakup wavelength: l = λ/2.
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Figure B.5: Histograms of each particle data feature for the case where the distance between

the jet tip and the reference point for emission velocity angle is equal to the mean jet breakup

wavelength: l = λ.

Figure B.6: Histograms of each particle data feature for the case where the distance between

the jet tip and the reference point for emission velocity angle is equal to twice the mean jet

breakup wavelength: l = 2λ.
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Appendix C

Machine Learning Hyperparameter Tuning

The algorithm hyperparameters, their tuning ranges, and their optimal values for the solely

axial emission velocity and the l = d/2 radial emission velocity cases are given for the six

machine learning algorithms used in this study: Random Forest, Support Vector Regression,

K-Nearest Neighbors, Multi-Layer Perceptron, Extreme Gradient Boosting Method, and

Light Gradient Boosting Method.
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Figure C.1: Hyperparameters and their tuning ranges for each of the six utilized ML models.
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Figure C.2: Optimal hyperparameter settings for the Random Forest algorithm for the solely

axial emission velocity and the l = d/2 radial emission velocity cases, when final angle is

given and when it is not. All variables in the prediction column are final state variables.
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Figure C.3: Optimal hyperparameter settings for the Support Vector Regression algorithm

for the solely axial emission velocity and the l = d/2 radial emission velocity cases, when

final angle is given and when it is not.
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Figure C.4: Optimal hyperparameter settings for the K-Nearest Neighbors algorithm for the

solely axial emission velocity and the l = d/2 radial emission velocity cases, when final angle

is given and when it is not.
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Figure C.5: Optimal hyperparameter settings for the Multi-Layer Perceptron algorithm for

the solely axial emission velocity and the l = d/2 radial emission velocity cases, when final

angle is given and when it is not.
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Figure C.6: Optimal hyperparameter settings for the Extreme Gradient Boosting Method

algorithm for the solely axial emission velocity and the l = d/2 radial emission velocity cases,

when final angle is given and when it is not.
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Figure C.7: Optimal hyperparameter settings for the Light Gradient Boosting Method al-

gorithm for the solely axial emission velocity and the l = d/2 radial emission velocity cases,

when final angle is given and when it is not.
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Appendix D

Plume Evolution Studies

Plume evolution in response to changes in flowrate and emitted particle properties were

conducted with the DELI Model throughout the course of this dissertation research. The

goal of these studies was to gain a better understanding of how these properties affect

electrospray plume evolution. The properties studies presented in this section are on mass

flowrate of the emitted fluid, mean specific charge of the emitted fluid, and specific charge

inhomogeneity in the emitted particle population. Targeted attention was given to specific

charge because inhomogeneity in specific charge has been identified to contribute to plume

divergence through ‘traffic jams’ and Coulomb interactions, as discussed in Sec. 4.3.

D.1 Mass Flowrate

A study on the influence of mass flowrate on plume evolution was conducted with the DELI

model using the atmospheric validation case in Sec. 2.5 as the control case. Emitted species

properties are held constant despite changes in mass flowrate, as the electrohydrodynamic

process of particle emission is beyond the scope of this dissertation. Fig. D.1 presents mass

density contours, time-averaged from when the plume reaches steady-state, of plumes with

100%, 50%, and 10% of the mass flowrate from the validation Sec. 2.5. Plume divergence

is seen to increase with increasing mass flowrate. This follows the theory of plume diver-

gence through Coulomb interactions presented in Sec. 4.3, as increased mass flowrate causes

increased particle number density in the interaction region near emission.
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(a) (b) (c)

Figure D.1: Mass density contours of electrospray plumes with a) 100%, b) 50%, and c) 10%

of the mass flowrate from the validation Sec. 2.5.

D.2 Mean Specific Charge

A study on the influence of the mean specific charge of emitted particles on evolved plume

evolution was conducted with the DELI model using the atmospheric validation case in

Sec. 2.5 as the control case. All other emitted particle properties beyond the mean specific

charge were not changed from the validation case. Fig. D.2 presents mass density contours,

time-averaged from when the plume reaches steady-state, of plumes with the same, double,

and triple the mean specific charge of emitted particle from the validation Sec. 2.5. Plume

divergence is seen to increase with increasing mean specific charge. This follows the theory

of plume divergence through Coulomb interactions presented in Sec. 4.3, as increasing mean

specific charge of emitted particles magnifies the strength of their Coulomb interactions.

Because the particles have increased in charge but not mass, they are more displaced in

response to such increased Coulomb forces.

D.3 Specific Charge Inhomogeneity

In Sec. 4.3, we discussed how specific charge inhomogeneity in an electrospray plume popula-

tion contributes positively to plume divergence because applied electrostatic forces, and drag

forces if present, accelerate particles differently according to their specific charge. Therefore,
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(a) (b) (c)

Figure D.2: Mass density contours of electrospray plumes with a) the same, b) double, and

c) triple mean specific charge of emitted particle from the validation Sec. 2.5.

velocity differences are introduced into specific charge inhomogeneous plumes, which cause

particles to cluster and displace one another through proximity-magnified Coulomb interac-

tions. In agreement with this theory, experimental mass flux profiles have been observed

to take on different shapes than charge density profiles of the same plume as presented in

Fig. D.3. This difference in profile shapes suggests that 1) the plume is specific charge in-

homogeneous and 2) particles are displaced differently according to their specific charge. To

simulate charge inhomogeneous plume evolution, the DELI simulation utilized the Gaussian

particle size distribution from Sec. 2.5 and a separate Gaussian particle charge distribution

with the mean charge from Sec. 2.5. A snapshot of the resulting plume is presented in Fig.

D.4, with two lines displaying the cross sections at which profiles measurements were taken.

The mass flux density and current density profiles taken at those locations are presented in

Fig. D.5. The two profiles can be seen to diverge in shape as the plume moves downstream,

matching the trend demonstrated by the experimental results.
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Figure D.3: Current density as a function of half angle for varying (a) extraction voltages

(fixed flow rate of 420 pL s−1) and (b) flow rates (constant voltage of 1.6 kV). Mass flux as a

function of half angle for varying (c) extraction voltages (fixed flow rate of 420 pL s−1) and

(d) flow rates (constant voltage of 1.6 kV). All profiles shown with super-Gaussian fits.[23]
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Figure D.4: An x-z snapshot of a specific charge inhomogeneous plume simulated in the

DELI Model, with particles colored according to specific charge.
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(a) (b)

Figure D.5: Mass flux and current density profiles of an specific charge inhomogeneous

electrospray plume a) near emission b) further downstream.
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Appendix E

Analytical Efforts

During this dissertation research, analytical effort was put forth towards 1) a nondimensional

representation of the governing equation for particle propagation in the DELI Model (Eq.

5.19, without drag or image charges) and 2) an expression for the ‘traffic jam’ described in

Sec. 4.3. While these efforts were not included in published or presented efforts, they enriched

our understanding of electrospray plume evolution, and contributed to the formation of the

Coulomb Plume Divergence Theory presented in Sec. 4.3.

E.1 Nondimensionalize Governing Equation

The governing equation for particle propagation in the DELI Model is:

ma =
1

4πϵ0

n∑
i

qqir

|ri3
|+ qE (E.1)

To non-dimenzionalize this equation, we need to identify characteristic parameters. The

choices of variable to non-dimensionalize m and q (and qi) are simple: mean particle mass

m and mean particle charge q, respectively. The choice to non-dimensionalize a is less clear.

Unlike mass and charge, particle acceleration changes as the particle moves. We choose to

focus our analysis directly following emission, where plume divergence and evolution begins.

Therefore, we choice the mean acceleration directly following emission, aemit. Similarly, we

nondimensionalize E with the electric field magnitude at the jet tip, Eemit, and r (and ri)

with the mean distance vector a particle travels in the first time step after emission from the
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jet tip, defined as

remit = Tv0, (E.2)

where v0 is the mean emission velocity and mean droplet emission period is

T =
m

ṁ
, (E.3)

where ṁ is mass flowrate. Using ∗ to represent a quantity which has been nondimensionalized

via division by these characteristic parameters, the non-dimensionalized governing equation

for particle propagation in the DELI Model is:

maemitm
∗a∗ =

1

4πϵ0

q2

r2emit

n∑
i

q∗q∗i r
∗

|r∗i 3|
+ qEemitq

∗E∗ (E.4)

We can define mean force magnitude on a particle following emission:

Femit = maemit, (E.5)

the Coulomb force magnitude between two mean-charge particles separated by one emission

timestep:

FCemit
=

1

4πϵ0

q2

r2emit

, (E.6)

and the mean electrostatic applied force at the jet tip where particles are emitted:

FEemit
= qEemit (E.7)

such that the non-dimensionalized governing equation can be written as

Femitm
∗a∗ = FCemit

n∑
i

q∗q∗i r
∗

|r∗i 3|
+ FEemit

q∗E∗. (E.8)

Therefore, we are able to see that the force which is exerted on a particle following emission

is a determined by 2 scaling factors: the force of a mean Coulomb interaction FCemit
, and

the mean electrostatic force FEemit
. The first scaling factor is directly related to mean charge

and mass flowrate, and inversely related to mean charge. The second scaling factor is directly

related to mean charge and to mean electric field strength, which can be tuned by changing

the electric potential, or through geometric modifications as discussed in Ch. 3.
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E.2 Traffic Jam Expression

The traffic jam nondimensionalization effort was approached from a two particle perspec-

tive with the understanding that local clustering events between individual particles spread

throughout the plume, as discussed in Ch. 4.

We understand a ‘traffic jam’ to occur when neighboring particles have different velocities

near the same position. We define this ‘bottleneck’ position xb to occur some distance

downstream emission which can be defined as some constant A ∈ R multiplied by the

characteristic length parameter remit = |remit| defined in Sec. E.1,

xb = Aremit = T |v0|. (E.9)

We define the first droplet to reach this position after some some t1 which can be expressed

as some constant B ∈ R multiplied by the characterise time parameter T

t1 = BT. (E.10)

The second droplet is emitted later by some finite emission period determined by scaling

particle mass (or charge) against mass flowrate (or current) as described in Sec. 2.3.4:

T2 =
m2

ṁ
. (E.11)

In order for the second particle to reach the bottleneck position at the same time as the first

particle the second droplet must take time after emission

t2 = t1 − T2 = BT − m2

ṁ
. (E.12)

Recall that traffic jams have been found to occur in Sec. 4.3 when there is an upstream

velocity gradient, where upstream particles are moving faster that those downstream. In

this two particle case, that would mean that the second particle has a faster velocity, v2,

than that of the first particle, v1. The velocity of the particles at the bottleneck position
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depends on their emission velocity, v0, and acceleration a they have experienced over the

time t approaching that position:

v = v0 +

∫ t

0

a(t)dt. (E.13)

It is difficult to move forward in the nondimensional analysis with temporal integrals, so we

average the acceleration experienced by the particle approaching the bottleneck position, a

such that the velocity of the particle at that position can be written as

v = v0 + at. (E.14)

Therefore, the velocities of the two particles at the bottleneck position are

v1 = v01 + a1BT (E.15)

and

v2 = v02 + a2(BT − T2). (E.16)

Thus the second particle has difference in velocity from the first particle of

∆v = v2 − v1 =

(
v02 + a2(BT − T2)

)
−
(
v01 + a1BT

)
. (E.17)

Defining difference in the initial velocity of the second particle from the first particle of

∆v0 = ∆v02 −∆v01 , (E.18)

and the difference in the mean acceleration experienced by the particles from emission to

the bottleneck position of

∆a = a2 − a1, (E.19)

we can re-write the difference in velocity equation as

∆v = ∆v0 +BT (∆a)− a2T2. (E.20)

When this difference in velocity is negative, we have an upstream velocity gradient which

can cause particles to cluster and have a magnified Coulomb interaction.
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To establish a frequency term with Hz units, we define a traffic jam based on the velocity

difference ∆v which particles achieve traveling the distance xb:

TJ =
∆v

xb

(E.21)

Substituting Eq. E.9 and E.20, this equation takes the form

TJ =
1

ATv0

(
∆v0 +BT (∆a)− a2T2

)
. (E.22)

With some restructuring, E.11,

TJ =
1

AT

(
∆v0
v0

)
+

B

A

(
∆a

v0

)
− 1

AT

(
a2T2

v0

)
. (E.23)

Defining

v2 = a2T2 (E.24)

which represents the additional speed particle two would have gained had it been born at

the same time as particle one, our traffic jam equation becomes

TJ =
1

AT

(
∆v0
v0

)
+

B

A

(
∆a

v0

)
− 1

AT

(
v2
v0

)
. (E.25)

Defining coefficients C1 = 1/A and C2 = B/A,

TJ =
C1

T

(
∆v0 − v2

v0

)
+ C2

(
∆a

v0

)
. (E.26)

Recall that a traffic jam causing Coulomb plume divergence must have a upstream velocity

gradient, such that ∆v defined in Eq. E.20 is positive. In this case we have a positive traffic

jam frequency, TJ > 0, which means

C1

T

(
∆v0 − v2

v0

)
> −C2

(
∆a

v0

)
. (E.27)

Note that C2/C1 = B, such that this inequality can be simplified to

∆v0 − v2 > −B∆aT . (E.28)
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Defining the average velocity a particle has at the bottleneck position to be

v = B∆aT , (E.29)

our inequality becomes

∆v0 − v2 > −v, (E.30)

or

v2 < ∆v0 + v. (E.31)

In order to cause a traffic jam, the velocity which particle two would gain if emitted at the

same time as particle one must be greater than the sum of the difference in particle initial

velocity and the average velocity of a particle reaching the bottleneck position. Expanding

this equation using the definitions for each term,

a2T2 < v02 − v01 +B∆aT , (E.32)

from which substituting t1 gives

a2T2 < v02 − v01 + t1∆a, (E.33)

and expanding ∆a,

a2T2 < v02 − v01 + t1(a2 − a1). (E.34)

Rearranging,

a2(T2 − t1)− v02 < −t1a1 − v01 , (E.35)

and multiplying through by −1,

a2(t1 − T2) + v02 > t1a1 + v01 , (E.36)

or

v2 > v1, (E.37)

Therefore, we see that our traffic jam frequency term successfully describes the situation in

which a second upstream particle reaches the same bottleneck location with greater speed

as a downstream first particle.
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Appendix F

DELI Model Code

The DELI Model code in C++ is presented below. The code is comprised of a Main.cpp

file which is executed to run the simulation, World.h and World.cpp files which contain the

independent variables related to particle property and simulation domain, PotentialSolver.h

and PotentialSolver.cpp files which can apply a homogeneous mesh to solve simple electric

field when it is not necessary to import more complex electric fields from COMSOL, Source.h

and Source.cpp files related to particle emission, Droplet.h and Droplet.cpp files related to

particle propagation, Output.h and Output.cpp files related to outputting data for process-

ing and visualization, and Fields.h which contains 3D vector definitions. As noted in the

comments at the top of Main.cpp, this C++ version of the code was built using particle

tracking code from Ludos Brieda’s textbook[171] and adapted to be specific to electrospray

simulation. A prototype version of the DELI Model exists in Python, which was developed

during the first two years of this dissertation before computational runtimes of large elec-

trospray plume simulations necessitated a move to C++. This version of the code is not

included herein, but can be made available upon request to future researchers.
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...ckenna\Background Pressure Sweeps\DELI_BPS_2\Main.cpp 1
1
2
3
4
5
6
7

8
9

10
11
12

13

14
15
16

17
18
19

20
21
22
23
24

25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43

/* Based on Ch.4 of Brieda, "Plasma Simulations by Example"
*
* Demo particle-particle code
*
* World grid used to solve potential and obtain vacuum field
* Part_grid is a coarser grid used to sort particles
* Particles in cells more than some threshold away act as a single point 
charge

* otherwise, Coulomb force is used directly
*
* Only the Coulomb force is included, see Droplets::advance
*
* Droplets are injected in DropletSource::sample using some arbitrary, 
likely

* very non-physical model. Here you can change size range, surface charge
density,

* and wheter to make negative ions
*
* Code uses custom "vec3" data objects that are defined in Field.h (see 
the book

* for more info on templates/operator overloading if not familiar)
*
* To compile and run (assuming gcc on Linux, on Windows use Visual Studio

or Eclipse):
* $ g++ -O2 -I DELI/ DELI/*.cpp -std=c++11 -o il-pic
* $ mkdir results
* $ ./il-pic
*
* To visualize electrodes, you can use Paraview "threshold filter" to 
threshold by

* object id, uncheck "All scalars"
*
* Open parts_il_* group, add "glyphs", change to spheres
*/

#include <math.h>
#include <iostream>
#include <iomanip>
#include <vector>
#include <chrono>
#include <memory>
#include <stdio.h>
#include "World.h"
#include "PotentialSolver.h"
#include "Droplets.h"
#include "Output.h"
#include "Source.h"

using namespace std; //to avoid having to write std::cout
using namespace Const; //to avoid having to write Const::ME
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...ckenna\Background Pressure Sweeps\DELI_BPS_2\Main.cpp 2
44
45
46
47
48
49

50

51
52
53
54

55
56
57
58

59

60

61

62

63

64
65
66

67
68
69
70
71

72
73
74
75
76

/*program execution starts here*/
int main(int argc, char *args[])
{

/*Time Keeping Variables*/
double make_world_time; double add_objects_time; double 
solve_potential_time; double solve_electric_field; double 
create_species_time;

double emit_time; double sort_cells_time; double advance_time; double 
compute_densities_time; double compute_cumulatives_time; double 
output_time;

/*initialize domain*/
World world(Const::x_n,Const::y_n,Const::z_n);
world.setExtents({ -Const::electrode_h, -Const::electrode_h, 0.0}, 
{Const::electrode_h, Const::electrode_h, Const::electrode_h * 
1.01});

std::cout << "xn: " << Const::x_n << std::endl;
std::cout << "yn: " << Const::y_n << std::endl;
std::cout << "zn: " << Const::z_n << std::endl;
std::cout << "x: " << (2 * Const::electrode_h) / Const::x_n << 
std::endl;

std::cout << "y: " << (2 * Const::electrode_h) / Const::y_n << 
std::endl;

std::cout << "height z: " << (1.01*Const::electrode_h) / Const::z_n <<
std::endl;

std::cout << "area x*y: " << ((2 * Const::electrode_h) / Const::x_n )*
((2 * Const::electrode_h) / Const::y_n )<< std::endl;

//world.setExtents({ 0.0,0.0,0.0 }, 
{ Const::electrode_h*2,Const::electrode_h*2,Const::electrode_h*1.1})
;

std::cout << "EmHeight: " << Const::EmHeight << " , Jet Length: " << 
Const::EmHeight - Const::emitter_h - Const::TC_h << std::endl;

/*Read Electric field from external .csv file*/
std::vector<std::pair<std::string, std::vector<double>>> result = 
world.read_Efield();

cout << "read Efield" << endl;

int num_steps = 100000;
double default_dt = 1e-6;
world.setTime(default_dt, num_steps); // time step and number of 
steps

make_world_time = world.getWallTime();

/*set objects*/
//world.addObject(new RingZ
({0,0,Const::Em_to_grid},Const::grid_thick,Const::grid_rad),0.0); //
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77

78

79

80
81
82

83

84
85
86
87
88
89

90
91
92
93
94
95
96
97
98

99
100
101
102
103
104
105
106
107
108
109
110
111
112

113

Grounded extractor plate w/ orifice
world.addObject(new PlateZ({ 0,0,Const::electrode_h }, 
Const::grid_thick), 0.0); //Grounded extractor plate (no orifice)

//world.addObject(new ConeZ
({ 0,0,Const::emitter_h },Const::TC_h,Const::emitter_rad), 
Const::voltage); //Taylor Cone (high voltage)

world.addObject(new CylinderZ
({0,0,0},Const::emitter_h,Const::emitter_rad), Const::voltage); //
Emitter (high voltage)

//TWO PLATE SET-UP//
//world.addObject(new PlateZ({0,0,0.03}, 1e-3), 0.0); //Grounded plate

(no orifice)
//world.addObject(new PlateZ({0,0,0}, 1e-6), 1000.0); //High Voltage 
plate (no orifice)

add_objects_time = world.getWallTime();

/*initialize potential solver and solve initial potential*/
// PotentialSolver solver(world, SolverType::PCG, 10000, 1e-6);
//solver.setReferenceValues(0, 0, 0);  // n0=0 (3rd entry) gives us 
linear solver 

//std::cout << "Solving potential" << std::endl;
//solver.solve();
//Output::PSOutput(world);

solve_potential_time = world.getWallTime();

/*obtain initial electric field*/
//solver.computeEF();
//std::cout << "Potential solution took " << world.getWallTime() << " 
seconds" << std::endl;

solve_electric_field = world.getWallTime();

// create a second grid for sorting particles
int3 part_grid_dims(100,100,100);

/*set up particle species*/
Droplets droplets("il", world, part_grid_dims);

/*setup injection sources*/
DropletSource source(droplets,world,1); //source
int emit_count = 0;
//Two particle simulation
//source.sample(world.time, {1e-1, 0, 0.01 }, { 0.0,0.0,10.0 }, 1); //
back droplet

//source.sample(world.time, {1e-6, 0, 0.01}, { 0.0,0.0,1.0 }, 1); //
back droplet
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149
150
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152
153
154
155

//emit_count += 1;
//source.sample(world.time, {0, 0, 0.01 + 3e-6}, {0.0,0.0,1.0}, 
0.5); //forward droplet

//emit_count += 1;

create_species_time = world.getWallTime();
double3 last_emitted = { 0.0, 0.0, 0.0 }; //time, mass, charge

std::cout << "Don't forget to create a 'results/' folder if does not 
exist" << std::endl;

//Track recent history of number of emitted droplets
vector <int> n_hist(500);

/* main loop*/
while (world.advanceTime())
{

size_t n = droplets.getNp();
emit_time = 0.0;

if (n == 0) {
source.sample(world.time, n); //initial droplet
n = droplets.getNp();
last_emitted = { world.time, droplets.particles[n - 1].mass, 
droplets.particles[n - 1].charge }; //time, mass, charge

//std::cout << "last emitted: " << last_emitted << std::endl;
emit_count += 1;

}

else {
//int parity = emit_count % 2;
//if (parity != 0) {

if (world.time - last_emitted[0] >= last_emitted[1] / 
Const::mflowrate) {

source.sample(world.time, n);
n = droplets.getNp();
//std::cout << " mass emitted: " << emit_count << 

std::endl;
emit_count += 1;
emit_time = world.getWallTime();
last_emitted = { world.time, droplets.particles[n -

1].mass, droplets.particles[n - 1].charge }; //time, 
mass, charge

}
//}
//else {
//    if (world.time - last_emitted[0] >= last_emitted[2] / 
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156
157
158

159
160
161

162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
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185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200

Const::current) {
//        source.sample(world.time, n);
//        n = droplets.getNp();

//std::cout << " charge emitted: " << emit_count << 
std::endl;

//       emit_count += 1;
//       emit_time = world.getWallTime();
//      last_emitted = { world.time, droplets.particles[n -
1].mass, droplets.particles[n - 1].charge }; //time, mass,
charge

//  }
//}

}

//Update n_hist array
for (int i = 0; i < n_hist.size()-1; i++) {

n_hist[i] = n_hist[i + 1];
}
n_hist[n_hist.size()-1] = n;

//print history
/* for (int i = 0; i < 9; i++) {

std::cout << "i: " << i << std::endl;
std::cout << "n_hist[i]: " << n_hist[i] << std::endl;

}*/

/*sort particles to cells for use in force calculation*/
droplets.sortToCells();
sort_cells_time = world.getWallTime();

// advance velocity and position
droplets.advance(result);
advance_time = world.getWallTime();

/*Droplet population information sampling and passing to grid*/
droplets.computeInstDensities();
compute_densities_time = world.getWallTime();

//If steady-state, update averages
if (world.getTs() > 500) {

//std::cout << "steady? " << world.steady_state << std::endl;
if (world.steady_state == false) {

double up_count = 0.0; //n_hist increrasing
double down_count = 0.0; //n_hist decreasing
for (int i = 1; i < n_hist.size() - 1; i++) {

if (n_hist[i] > n_hist[i-1]) {
up_count += 1;

}
else if (n_hist[i] < n_hist[i - 1]) {
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down_count += 1;
}

}
//std::cout << "up count: " << up_count << std::endl;
//std::cout << "down count: " << down_count << std::endl;
double d_u = down_count/up_count;
//std::cout << "ratio: " << d_u << std::endl;
if (d_u >= 0.8) {

world.steady_state = true;
}

}

else if (world.steady_state == true) {
world.t_steady += 1.0;
droplets.computeAveDensities();

}
}

//droplets.computeCumulativeContours();
compute_cumulatives_time = world.getWallTime();

output_time = 0.0;
Output::nOutput(droplets.getNp(), world.getTs(), world.time);
if (world.getTs() % 1000 == 0) {

/*screen output*/
Output::screenOutput(world, droplets);
Output::diagOutput(world, droplets);

/*file output*/
droplets.sampleMoments();
droplets.computeSpaceCharge();
Output::particles(world, droplets);
Output::fields(world, droplets);

/*flowrate & emission counter screen output*/
droplets.computeFlow();
std::cout << "emitted mass flowrate: " << world.mflow << 
std::endl;

std::cout << "emitted charge flowrate: " << world.qflow << 
std::endl;

std::cout << "total emitted: " << emit_count << std::endl; //
includes droplets no longer in domain

cout << "collisions: " << world.collision_count << endl;
//cout<<"TJs: " << world.TJ_count <<endl;
output_time = world.getWallTime();

}
Output::runtimesOutput(make_world_time, add_objects_time, 
solve_potential_time, solve_electric_field, create_species_time,
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emit_time, sort_cells_time, advance_time, 
compute_densities_time, compute_cumulatives_time, output_time);

make_world_time = 0.0;
add_objects_time = 0.0;
solve_potential_time = 0.0;
solve_electric_field = 0.0;
create_species_time = 0.0;
output_time = 0.0;

}
/*screen output*/
Output::screenOutput(world, droplets);
Output::diagOutput(world, droplets);

/*file output*/
Output::particles(world, droplets);
Output::fields(world, droplets);
Output::exitparticlesOutput(droplets);

/* grab starting time*/
std::cout<<"Simulation took "<<world.getWallTime()<<" seconds"<< 
std::endl;

system("pause");
return 0; //indicate normal exit

}
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#ifndef _SOLVER_H
#define _SOLVER_H

#include <assert.h>
#include "World.h"

//structure to hold data for a single row
template <int S>
struct Row {

Row() {for (int i=0;i<S;i++) {a[i]=0;col[i]=-1;}}
void operator= (const Row &o) {for (int i=0;i<S;i++) {a[i] = o.a
[i];col[i]=o.col[i];}}

double a[S]; //coefficients
int col[S];

};

/*matrix with up to seven non zero diagonals*/
class Matrix
{
public:

Matrix(int nr):nu{nr} {rows=new Row<nvals>[nr];}
Matrix(const Matrix &o):Matrix(o.nu) {

for (int r=0;r<nu;r++) rows[r] = o.rows[r];
}; //copy constructor
~Matrix() {if (rows) delete[] rows;}
dvector operator*(dvector &v); //matrix-vector multiplication

double& operator() (int r, int c); //reference to A[r,c] value in a 
full matrix

void clearRow(int r) {rows[r]=Row<nvals>();} //reinitializes a row
Matrix diagSubtract(dvector &P); //subtracts a vector from the 
diagonal

Matrix invDiagonal(); //returns a matrix containing inverse of 
our diagonal

double multRow(int r, dvector &x); //multiplies row r with vector x

static constexpr int nvals = 7; //maximum 7 non-zero values
const int nu; //number of rows (unknowns)

protected:
Row<nvals> *rows; //row data

};

enum SolverType {GS, PCG, QN};

class PotentialSolver
{
public:

/*constructor*/
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PotentialSolver(World &world, SolverType type, int max_it, double 
tol):

world(world), solver_type(type), A(world.ni*world.nj*world.nk),
max_solver_it(max_it), tolerance(tol) {
//std::cout << "In Solver constructor, n0: " << n0 << std::endl;

buildMatrix();
}

/*sets reference values*/
void setReferenceValues(double phi0, double Te0, double n0) {

this->phi0 = phi0;
this->Te0 = Te0;
this->n0 = n0;
//std::cout << "Set n0: " << n0 << std::endl;

}

double getTol() const { return tolerance; }

/*computes electric field = -gradient(phi)*/
void computeEF();

/*builds the "A" matrix for linear potential solver*/
void buildMatrix();

//calls the appropriate potential solver
bool solve()
{

switch(solver_type)
{

std::cout << "solver type: " << solver_type << std::endl;
case GS: return solveGS();
case PCG: return solveNRPCG();
case QN: return solveQN();
default: return false;

}
}

protected:
World &world;
SolverType solver_type;
Matrix A; //system matrix for the linear equation

enum NodeType {REG,NEUMANN,DIRICHLET};
std::vector<NodeType> node_type; //flag for different node types

unsigned max_solver_it; //maximum number of solver iterations
double tolerance; //solver tolerance
double phi0 = 0; //reference plasma potential
//double n0 = 1e12; //reference electron density
double n0 = 0; //reference electron density
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//double Te0 = 1.5; //reference electron temperature in eV
double Te0 = 0; //reference electron temperature in eV

/*computes potential in vacuum (all phi0 besides objects)*/
bool solveV();

/*computes potential using quasineutral boltzmann model*/
bool solveQN();

/*solves non-linear potential using Gauss-Seidel*/
bool solveGS();

/*linear PCG solver for Ax=b system*/
bool solvePCGLinear(Matrix &A, dvector &x, dvector &b);

/*linear GS solver for Ax=b system*/
bool solveGSLinear(Matrix &A, dvector &x, dvector &b);

/*Newton Raphson solver for a nonlinear system, uses PCG for the 
linear solve*/

bool solveNRPCG();
};
#endif
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/*defines the simulation domain*/
#include <random>
#include <math.h>
#include <iostream>
#include <string>
#include <sstream>
#include <vector>
#include <fstream>
#include "World.h"
#include "Field.h"

//make an instance of the Rnd class
Rnd rnd;

using namespace std;

/*constructor*/
World::World(int ni, int nj, int nk):

ni{ni}, nj{nj}, nk{nk}, nn{ni,nj,nk},
phi(nn), rho(nn),
node_vol(nn), dh3(nn),
ef(nn), Pos(nn),
Time(nn), object_id(nn) {

time_start =  chrono::high_resolution_clock::now(); //save 
starting time point

}

/*sets domain bounding box and computes mesh spacing*/
void World::setExtents(double3 _x0, double3 _xm) {

/*set origin and the opposite corner*/
x0 = _x0;
xm = _xm;

/*compute spacing by dividing length by the number of cells*/
for (int i=0;i<3;i++)

dh[i] = (xm[i]-x0[i])/(nn[i]-1);

//compute centroid
xc = 0.5*(x0+xm);

/*recompute node volumes*/
computeNodeVolumes();

for (int i = 0; i < ni; i++) {
for (int j = 0; j < nj; j++) {

for (int k = 0; k < nk; k++) {
double3 dh = getDh();
dh3[i][j][k] = dh[2];

}
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}
}

}

/*returns elapsed wall time in seconds*/
double World::getWallTime() {

auto time_now = chrono::high_resolution_clock::now();
chrono::duration<double> time_delta = time_now-time_start;
return time_delta.count();

}

/*computes node volumes, dx*dy*dz on internal nodes and fractional
* values on domain boundary faces*/

void World::computeNodeVolumes() {
for (int i=0;i<ni;i++)

for (int j=0;j<nj;j++)
for (int k=0;k<nk;k++)
{

double V = dh[0]*dh[1]*dh[2]; //default volume
if (i==0 || i==ni-1) V*=0.5; //reduce by two for each 
boundary index

if (j==0 || j==nj-1) V*=0.5;
if (k==0 || k==nk-1) V*=0.5;
node_vol[i][j][k] = V;

}
}

/*ads a new object and fixes dirichlet node*/
void World::addObject(Object *object, double phi_obj)
{

objects.emplace_back(object);
for (int i=0;i<ni;i++)

for (int j=0;j<nj;j++)
for (int k=0;k<nk;k++)
{

/*compute node position*/
double3 x = pos(i,j,k);
if (object->isInside(x))
{

object_id[i][j][k] = 1;
phi[i][j][k] = phi_obj;

}
}

}

vector<pair<string, vector<double>>> World::read_Efield()
{

std::ifstream fin; //go to cwd

179



...kenna\Background Pressure Sweeps\DELI_BPS_2\World.cpp 3
97
98
99

100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117

118

119
120
121
122
123
124
125
126
127
128
129
130
131

132
133
134
135
136
137
138
139
140
141

fin.open("Em_Ex_2DAxi.csv", ios::in);//open .csv file

vector<pair<string, vector<double>>> result; //multi-dim structure to 
store input: <column name, data>

string line, colname; //helper strings

for (int row = 0; row < 8; row++) {
getline(fin, line); //skip first 9 lines with COMSOL model details

}

if (fin.good()) { //Read the column names
getline(fin, line); //reads first line with column labels

//Manual entry column names
result.push_back({ "r", vector<double>{} });
result.push_back({ "z", vector<double>{} });
result.push_back({ "Er", vector<double>{} });
result.push_back({ "Ez", vector<double>{} });

//Read column names from .csv
//std::stringstream ss(line); //make stream from line string
//while (std::getline(ss, colname, ',')) { //break input up at 
commas

// result.push_back({ colname, vector<double>{} }); //add column 
names to results 

// cout << "colname:" << colname << endl;
//}

}

double val; //Double reference
int ColId = 0; //initialize
int RowId = 0; //initialize
while (getline(fin, line)) { //read remaining lines one at a time

std::stringstream ss(line); //make stream from line string

ColId = 0; //re-initiate for each new line
while (ss >> val) { //reads only doubles

result.at(ColId).second.push_back(val); //adds data to 
appropraite column name section of results

if (ss.peek() == ',') ss.ignore(); //Ignore commas
ColId++; //update column tracker 

}
RowId++;//update row tracker 

}
fin.close();//close .csv file
//cout << "Col: " << ColId << endl;
//cout << "Row: " << RowId << endl;

//vector<double> r; vector<double> z; vector<double> Er; 
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vector<double> Ez; 
//for (int j = 0; j < RowId; j++) {
// r.push_back(result.at(0).second[j]);
// z.push_back(result.at(1).second[j]);
// Er.push_back(result.at(2).second[j]);
// Ez.push_back(result.at(3).second[j]);
//}
//for (int j = 0; j < RowId; j++) {
// cout << "point " << j << ": (";
// cout << r[j] << ", " << z[j] << ")" << endl;
// }
//}
//cout << "z:" << endl;
//for (int j = 0; j < RowId; j++) {
// cout << z[j] << endl;
//}
//cout << "Er:" << endl;
//for (int j = 0; j < RowId; j++) {
// cout << Er[j] << endl;
//}
//cout << "Ez:" << endl;
//for (int j = 0; j < RowId; j++) {
// cout << Ez[j] << endl;
//}

pair<pair<int,int>, vector<pair<string, vector<double>>>> Efield;
Efield.first.first = RowId;
Efield.first.second = ColId;
Efield.second = result;

return result;
}
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#ifndef _SOLVER_H
#define _SOLVER_H

#include <assert.h>
#include "World.h"

//structure to hold data for a single row
template <int S>
struct Row {

Row() {for (int i=0;i<S;i++) {a[i]=0;col[i]=-1;}}
void operator= (const Row &o) {for (int i=0;i<S;i++) {a[i] = o.a
[i];col[i]=o.col[i];}}

double a[S]; //coefficients
int col[S];

};

/*matrix with up to seven non zero diagonals*/
class Matrix
{
public:

Matrix(int nr):nu{nr} {rows=new Row<nvals>[nr];}
Matrix(const Matrix &o):Matrix(o.nu) {

for (int r=0;r<nu;r++) rows[r] = o.rows[r];
}; //copy constructor
~Matrix() {if (rows) delete[] rows;}
dvector operator*(dvector &v); //matrix-vector multiplication

double& operator() (int r, int c); //reference to A[r,c] value in a 
full matrix

void clearRow(int r) {rows[r]=Row<nvals>();} //reinitializes a row
Matrix diagSubtract(dvector &P); //subtracts a vector from the 
diagonal

Matrix invDiagonal(); //returns a matrix containing inverse of 
our diagonal

double multRow(int r, dvector &x); //multiplies row r with vector x

static constexpr int nvals = 7; //maximum 7 non-zero values
const int nu; //number of rows (unknowns)

protected:
Row<nvals> *rows; //row data

};

enum SolverType {GS, PCG, QN};

class PotentialSolver
{
public:

/*constructor*/
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PotentialSolver(World &world, SolverType type, int max_it, double 
tol):

world(world), solver_type(type), A(world.ni*world.nj*world.nk),
max_solver_it(max_it), tolerance(tol) {
//std::cout << "In Solver constructor, n0: " << n0 << std::endl;

buildMatrix();
}

/*sets reference values*/
void setReferenceValues(double phi0, double Te0, double n0) {

this->phi0 = phi0;
this->Te0 = Te0;
this->n0 = n0;
//std::cout << "Set n0: " << n0 << std::endl;

}

double getTol() const { return tolerance; }

/*computes electric field = -gradient(phi)*/
void computeEF();

/*builds the "A" matrix for linear potential solver*/
void buildMatrix();

//calls the appropriate potential solver
bool solve()
{

switch(solver_type)
{

std::cout << "solver type: " << solver_type << std::endl;
case GS: return solveGS();
case PCG: return solveNRPCG();
case QN: return solveQN();
default: return false;

}
}

protected:
World &world;
SolverType solver_type;
Matrix A; //system matrix for the linear equation

enum NodeType {REG,NEUMANN,DIRICHLET};
std::vector<NodeType> node_type; //flag for different node types

unsigned max_solver_it; //maximum number of solver iterations
double tolerance; //solver tolerance
double phi0 = 0; //reference plasma potential
//double n0 = 1e12; //reference electron density
double n0 = 0; //reference electron density
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//double Te0 = 1.5; //reference electron temperature in eV
double Te0 = 0; //reference electron temperature in eV

/*computes potential in vacuum (all phi0 besides objects)*/
bool solveV();

/*computes potential using quasineutral boltzmann model*/
bool solveQN();

/*solves non-linear potential using Gauss-Seidel*/
bool solveGS();

/*linear PCG solver for Ax=b system*/
bool solvePCGLinear(Matrix &A, dvector &x, dvector &b);

/*linear GS solver for Ax=b system*/
bool solveGSLinear(Matrix &A, dvector &x, dvector &b);

/*Newton Raphson solver for a nonlinear system, uses PCG for the 
linear solve*/

bool solveNRPCG();
};
#endif
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#include <math.h>
#include <iostream>
#include "World.h"
#include "PotentialSolver.h"
#include "Field.h"
#include "Output.h"

using namespace std;
using namespace Const;

/*solves poisson equation with Boltzmann electrons using the Gauss-Seidel 
scheme*/

#include <math.h>
#include <iostream>
#include <stdlib.h>
#include <string.h>

using namespace std;
using dvector = vector<double>;

//matrix-vector multiplication
dvector Matrix::operator*(dvector &v) {

dvector r(nu);
for (int u=0;u<nu;u++) {

auto &row = rows[u];
r[u] = 0;
for (int i=0;i<nvals;i++){

if (row.col[i]>=0) r[u]+=row.a[i]*v[row.col[i]];
else break; //end at the first -1

}
}
return r;

}

//returns reference to A[r,c] element in the full matrix
double& Matrix::operator()(int r, int c){

//find this entry
auto &row = rows[r]; int v;
for (v=0;v<nvals;v++)
{

if (row.col[v]==c) break; //if found
if (row.col[v]<0) {row.col[v]=c;   //set

break;}
}
assert(v!=nvals); //check for overflow
return row.a[v];

}
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/*returns inverse of a diagonal preconditioner*/
Matrix Matrix::invDiagonal()
{

Matrix M(nu);
for (int r=0;r<nu;r++) M(r,r) = 1.0/(*this)(r,r);

return M;
}

/*subtracts diagonal matrix diag from A*/
Matrix Matrix::diagSubtract(dvector &P) {

Matrix M(*this); //make a copy
for (int u=0;u<nu;u++) M(u,u)=(*this)(u,u)-P[u];
return M;

}

//multiplies row r with vector x
double Matrix::multRow(int r, dvector &x){

auto &row = rows[r];
double sum=0;
for (int i=0;i<nvals;i++)
{

if (row.col[i]>=0) sum+=row.a[i]*x[row.col[i]];
else break;

}
return sum;

}

dvector operator-(const dvector &a, const dvector &b) {
size_t nu = a.size();
dvector r(nu);
for (size_t u=0;u<nu;u++) r[u] = a[u]-b[u];
return r;

}

dvector operator+(const dvector &a, const dvector &b) {
size_t nu = a.size();
dvector r(nu);
for (size_t u=0;u<nu;u++) r[u] = a[u]+b[u];
return r;

}

dvector operator*(const double s, const dvector &a) {
size_t nu = a.size();
dvector r(nu);
for (size_t u=0;u<nu;u++) r[u] = s*a[u];
return r;

}
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/*vector math helper functions*/
namespace vec
{

/*returns sum of v1[i]*v2[i]*/
double dot(dvector v1, dvector v2)
{

double dot = 0;
size_t nu = v1.size();
for (size_t j=0;j<nu;j++)

dot+=v1[j]*v2[j];
return dot;

}

/*returns l2 norm*/
double norm(dvector v)
{

double sum = 0;
int nu = v.size();
for (int j=0;j<nu;j++)

sum+=v[j]*v[j];
return sqrt(sum/nu);

}

/** converts 3D field to a 1D vector*/
dvector deflate(Field &f3)
{

dvector r(f3.ni*f3.nj*f3.nk);
for (int i=0;i<f3.ni;i++)

for (int j=0;j<f3.nj;j++)
for (int k=0;k<f3.nk;k++)

r[f3.U(i,j,k)] = f3[i][j][k];
return r;

}

/** converts 1D vector to 3D field*/
void inflate(dvector &d1, Field& f3)
{

for (int i=0;i<f3.ni;i++)
for (int j=0;j<f3.nj;j++)

for (int k=0;k<f3.nk;k++)
f3[i][j][k] = d1[f3.U(i,j,k)];

}

};

//constructs the coefficient matrix
void PotentialSolver::buildMatrix()
{

//std::cout << "In Build Matrix, n0: " << n0 << std::endl;
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double3 dh = world.getDh();
double idx = 1.0/dh[0];
double idy = 1.0/dh[1];
double idz = 1.0/dh[2];
double idx2 = idx*idx; /*1/(dx*dx)*/
double idy2 = idy*idy;
double idz2 = idz*idz;
int ni = world.ni;
int nj = world.nj;
int nk = world.nk;
int nu = ni*nj*nk;

/*reserve space for node types*/
node_type.resize(nu);

/*solve potential*/
for (int k=0;k<nk;k++)

for (int j=0;j<nj;j++)
for (int i=0;i<ni;i++)
{

int u = world.U(i,j,k);
A.clearRow(u);
//dirichlet node
if (world.object_id[i][j][k]>0)
{

//std::cout << "Dirichlet: " << i << j << k << 
std::endl;
A(u,u)=1; //set 1 on the diagonal
node_type[u] = DIRICHLET;
continue;

}

//Neumann boundaries
node_type[u] = NEUMANN; //set default
if (i==0) {A(u,u)=idx;A(u,u+1)=-idx;}
else if (i==ni-1) {A(u,u)=idx;A(u,u-1)=-idx;}
else if (j==0) {A(u,u)=idy;A(u,u+ni)=-idy;}
else if (j==nj-1) {A(u,u)=idy;A(u,u-ni)=-idy;}
else if (k==0) {A(u,u)=idz;A(u,u+ni*nj)=-idz;}
else if (k==nk-1) {

A(u,u)=idz;
A(u,u-ni*nj)=-idz;}

else {
//standard internal stencil
A(u,u-ni*nj) = idz2;
A(u,u-ni) = idy2;
A(u,u-1) = idx2;
A(u,u) = -2.0*(idx2+idy2+idz2);
A(u,u+1) = idx2;
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A(u,u+ni) = idy2;
A(u,u+ni*nj) = idz2;
node_type[u] = REG; //regular internal node

}
}

//solveQN();
solveV();

}

/*vacuum potential solver*/
bool PotentialSolver::solveV()
{

std::cout << "In V Solver, n0: " << n0 << std::endl;
Field& phi = world.phi;
Field& rhoi = world.rho;
double rho0 = n0 * QE;
double rho_ratio_min = 1e-6;

for (int i = 0; i < world.ni; i++)
for (int j = 0; j < world.nj; j++)

for (int k = 0; k < world.nk; k++)
{

if (world.object_id[i][j][k] > 0) continue; /*skip 
Dirichlet nodes*/

phi[i][j][k] = phi0;
}

return true;
}

/*quasi-neutral potential solver*/
bool PotentialSolver::solveQN()
{

std::cout << "In QN Solver, n0: " << n0 << std::endl;
Field& phi = world.phi;
Field& rhoi = world.rho;
double rho0 = n0*QE;
double rho_ratio_min = 1e-6;

for (int i=0;i<world.ni;i++)
for (int j=0;j<world.nj;j++)

for (int k=0;k<world.nk;k++)
{

if (world.object_id[i][j][k] > 0) {
continue; /*skip Dirichlet nodes*/

}
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double rho_ratio = rhoi[i][j][k]/rho0;
if (rho_ratio<rho_ratio_min) rho_ratio=rho_ratio_min;
phi[i][j][k] = phi0 + Te0*log(rho_ratio);

}
return true;

}

/*Newton Raphson solver for a nonlinear system, using PCG for the linear 
solve */

bool PotentialSolver::solveNRPCG()
{

std::cout << "In PCG Nonlinear" << std::endl;

/*main NR iteration loop*/
const int NR_MAX_IT=20; /*maximum number of NR iterations*/
const double NR_TOL = 1e-3;
int nu = A.nu;

Matrix J(nu);
dvector P(nu);
dvector y(nu);
dvector x = vec::deflate(world.phi);
dvector b = vec::deflate(world.rho);

/*set RHS to zero on boundary nodes (zero electric field)
and to existing potential on fixed nodes */

for (int u=0;u<nu;u++)
{

if (node_type[u]==NEUMANN) b[u] = 0; /*neumann 
boundary*/

else if (node_type[u]==DIRICHLET) b[u] = x[u]; /*dirichlet 
boundary*/

else b[u] = -b[u]/EPS_0;            /*regular node*/
}

// use linear solver if n0 non-zero
std::cout << "e density n0: " << n0 << std::endl;
if (n0<=0) {

bool converged = solvePCGLinear(A,x,b);
//bool converged = solveGSLinear(A, x, b);
vec::inflate(x,world.phi);
return converged;

}

double norm;
bool converged=false;
for(int it=0;it<NR_MAX_IT;it++)
{
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/*compute F by first subtracting the linear term */
dvector F = A*x-b;

/*subtract b(x) on regular nodes*/
for (int n=0;n<nu;n++)

if (node_type[n]==REG) /*regular nodes*/
F[n] -= QE*n0*exp((x[n]-phi0)/Te0)/EPS_0;

/*Compute P, diagonal of d(bx)/dphi*/
for (int n=0;n<nu;n++)
{

if (node_type[n]==REG)
P[n] = n0*QE/(EPS_0*Te0)*exp((x[n]-phi0)/Te0);

}

/*Compute J = A-diag(P)*/
Matrix J = A.diagSubtract(P);

/*solve Jy=F*/
if (!solvePCGLinear(J,y,F))

solveGSLinear(J,y,F);

/*clear any numerical noise on Dirichlet nodes*/
for (int u=0;u<nu;u++)

if (node_type[u]==DIRICHLET) y[u]=0;

/*x=x-y*/
x = x-y;

norm=vec::norm(y);
//cout<<"NR norm: "<<norm<<endl;

Output::convOutput(it, NR_TOL, norm);
if (norm<NR_TOL)
{

converged=true;
break;

}
}

if (!converged)
cout<<"NR+PCG failed to converge, norm = "<<norm<<endl;

/*convert to 3d data*/
vec::inflate(x,world.phi);
return converged;

}

/*PCG solver for a linear system Ax=b*/

191



...ground Pressure Sweeps\DELI_BPS_2\PotentialSolver.cpp 8
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386

bool PotentialSolver::solvePCGLinear(Matrix &A, dvector &x, dvector &b)
{

std::cout << "In PCG Linear" << std::endl;
bool converged= false;

double l2 = 0;
Matrix M = A.invDiagonal(); //inverse of Jacobi preconditioner

/*initialization*/
dvector g = A*x-b;
dvector s = M*g;
dvector d = -1*s;

for (unsigned it=0;it<max_solver_it;it++)
{

dvector z = A*d;
double alpha = vec::dot(g,s);
double beta = vec::dot(d,z);

x = x+(alpha/beta)*d;
g = g+(alpha/beta)*z;
s = M*g;

beta = alpha;
alpha = vec::dot(g,s);

d = (alpha/beta)*d-s;
l2 = vec::norm(g);
Output::convOutput(it, tolerance, l2);
if (l2<tolerance) {converged=true;break;}

}

if (!converged) cerr<<"PCG failed to converge, norm(g) = "<<l2<<endl;
return converged;

}

/*solves non-linear Poisson equation using Gauss-Seidel*/
bool PotentialSolver::solveGS()
{

std::cout << "In GS Nonlinear" << std::endl;

//references to avoid having to write world.phi
Field &phi = world.phi;
Field &rho = world.rho; //rho contains only ion contribution

//precompute 1/(dx^2)
double3 dh = world.getDh();
double idx2 = 1.0/(dh[0]*dh[0]);
double idy2 = 1.0/(dh[1]*dh[1]);
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double idz2 = 1.0/(dh[2]*dh[2]);

double L2=0; //norm
bool converged= false;

/*solve potential*/
for (unsigned it=0;it<max_solver_it;it++)
{

for (int i=0;i<world.ni;i++)
for (int j=0;j<world.nj;j++)

for (int k=0;k<world.nk;k++)
{

/*skip over solid (fixed) nodes = Dirichlet 
boundaries*/
if (world.object_id[i][j][k]>0) continue;

if (i==0)
phi[i][j][k] = phi[i+1][j][k];

else if (i==world.ni-1)
phi[i][j][k] = phi[i-1][j][k];

else if (j==0)
phi[i][j][k] = phi[i][j+1][k];

else if (j==world.nj-1)
phi[i][j][k] = phi[i][j-1][k];

else if (k==0)
phi[i][j][k] = phi[i][j][k+1];

else if (k==world.nk-1)
phi[i][j][k] = phi[i][j][k-1];

else { //standard internal open node

//evaluate electron density from the Boltzmann 
relationshp

double ne = n0 * exp((phi[i][j][k]-phi0)/Te0);

double phi_new = ((rho[i][j][k]-Const::QE*ne)/
Const::EPS_0 +

idx2*(phi[i-1][j][k] + phi[i+1][j]
[k]) +

idy2*(phi[i][j-1][k]+phi[i][j+1]
[k]) +

idz2*(phi[i][j][k-1]+phi[i][j][k
+1]))/(2*idx2+2*idy2+2*idz2);

/*SOR*/
phi[i][j][k] = phi[i][j][k] + 1.4*(phi_new-phi[i]

[j][k]);
}

}
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/*check for convergence*/
if (it%25==0)
{

double sum = 0;
for (int i=0;i<world.ni;i++)

for (int j=0;j<world.nj;j++)
for (int k=0;k<world.nk;k++)
{

/*skip over solid (fixed) nodes*/
if (world.object_id[i][j][k]>0) continue;

double R = 0;
if (i==0)

R = phi[i][j][k] - phi[i+1][j][k];
else if (i==world.ni-1)

R = phi[i][j][k] - phi[i-1][j][k];
else if (j==0)

R = phi[i][j][k] - phi[i][j+1][k];
else if (j==world.nj-1)

R = phi[i][j][k] - phi[i][j-1][k];
else if (k==0)

R = phi[i][j][k] - phi[i][j][k+1];
else if (k==world.nk-1)

R = phi[i][j][k] - phi[i][j][k-1];
else {

//evaluate electron density from the 
Boltzmann relationshp

double ne = n0 * exp((phi[i][j][k]-phi0)/
Te0);

R = -phi[i][j][k]*(2*idx2+2*idy2+2*idz2) +
(rho[i][j][k]-Const::QE*ne)/

Const::EPS_0 +
idx2*(phi[i-1][j][k] + phi[i+1][j][k])

+
idy2*(phi[i][j-1][k]+phi[i][j+1][k]) +
idz2*(phi[i][j][k-1]+phi[i][j][k+1]);

}

sum += R*R;
}

L2 = sqrt(sum/(world.ni*world.nj*world.nk));
Output::convOutput(it, tolerance, L2);
if (L2<tolerance) {converged=true;break;}

}
}

if (!converged) cerr<<"GS failed to converge, L2="<<L2<<endl;
return converged;
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}

/*solves non-linear Poisson equation using Gauss-Seidel*/
bool PotentialSolver::solveGSLinear(Matrix &A, dvector &x, dvector &b)
{

std::cout << "In GS Linear" << std::endl;

double L2=0; //norm
bool converged= false;

/*solve potential*/
for (unsigned it=0;it<max_solver_it;it++)
{

for (int u=0;u<A.nu;u++)
{

double S = A.multRow(u,x)-A(u,u)*x[u]; //multiplication of 
non-diagonal terms

double phi_new = (b[u]- S)/A(u,u);

/*SOR*/
x[u] = x[u] + 1.*(phi_new-x[u]);

}

/*check for convergence*/
if (it%25==0)
{

dvector R = A*x-b;
L2 = vec::norm(R);
Output::convOutput(it, tolerance, L2);
if (L2<tolerance) {converged=true;break;}

}
}

if (!converged) cerr<<"GS failed to converge, L2="<<L2<<endl;
return converged;

}

/*computes electric field = -gradient(phi) using 2nd order differencing*/
void PotentialSolver::computeEF()
{

//grab references to data
Field &phi = world.phi;
Field3 &ef = world.ef;

double3 dh = world.getDh();
double dx = dh[0];
double dy = dh[1];
double dz = dh[2];
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for (int i=0;i<world.ni;i++)
for (int j=0;j<world.nj;j++)

for (int k=0;k<world.nk;k++)
{

/*x component*/
if (i==0)

ef[i][j][k][0] = -(-3*phi[i][j][k]+4*phi[i+1][j][k]-
phi[i+2][j][k])/(2*dx); /*forward*/

else if (i==world.ni-1)
ef[i][j][k][0] = -(phi[i-2][j][k]-4*phi[i-1][j][k]

+3*phi[i][j][k])/(2*dx); /*backward*/
else

ef[i][j][k][0] = -(phi[i+1][j][k] - phi[i-1][j][k])/
(2*dx); /*central*/

/*y component*/
if (j==0)

ef[i][j][k][1] = -(-3*phi[i][j][k] + 4*phi[i][j+1][k]-
phi[i][j+2][k])/(2*dy);

else if (j==world.nj-1)
ef[i][j][k][1] = -(phi[i][j-2][k] - 4*phi[i][j-1][k] +
3*phi[i][j][k])/(2*dy);

else
ef[i][j][k][1] = -(phi[i][j+1][k] - phi[i][j-1][k])/

(2*dy);

/*z component*/
if (k==0)

ef[i][j][k][2] = -(-3*phi[i][j][k] + 4*phi[i][j][k+1]-
phi[i][j][k+2])/(2*dz);

else if (k==world.nk-1)
ef[i][j][k][2] = -(phi[i][j][k-2] - 4*phi[i][j][k-1]

+3*phi[i][j][k])/(2*dz);
else

ef[i][j][k][2] = -(phi[i][j][k+1] - phi[i][j][k-1])/
(2*dz);

}
}
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#ifndef SOURCE_H_
#define SOURCE_H_

#include <iostream>
#include "World.h"
#include "Droplets.h"

//simple monoenergetic source
class DropletSource {
public:

DropletSource(Droplets &droplets, World &world, int num_droplets) :
sp{droplets}, world{world}, num_droplets{num_droplets} {}

//generates particles
void sample(double addtime, double n);
//void sample(double addtime, double3 x, double3 v, double r_ratio, 
double n);

protected:
Droplets &sp; //reference to the injected species
World &world; //reference to world
double3 x0;
int num_droplets;

};

#endif /* SOURCE_H_ */
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#include <iostream>
#include "Source.h"

//samples particles with finite thermal and drift velocity
void DropletSource::sample(double addtime, double n)
//void DropletSource::sample(double addtime, double3 x, double3 v, double 
r_ratio, n)

{
std::default_random_engine generator;

// random device class instance, source of 'true' randomness for 
initializing random seed

std::random_device rd;

// Mersenne twister PRNG, initialized with seed from previous random 
device instance

std::mt19937 gen(rd());

//Gaussian distributions
//radius
std::normal_distribution<double> ddistribution
(Const::dmean,Const::dRMS);

//specific charge 
//std::normal_distribution<double> qmdistribution(qmmean,qmsigma);
//charge
//std::normal_distribution<double> qdistribution(Const::qmean, 
0.1*Const::qmean);

//radius
//std::lognormal_distribution<> ddistribution(mean order, std. dev. 
order);

for (int p=0;p<num_droplets;p++) {
//Radius
//double r = (1e-6)*r_ratio;
double d = ddistribution(gen);
double r = d/ 2;
double m = Const::density * (4 / 3) * Const::PI * pow(r, 3);
//double d = 2*r;

//Charge
double q = Const::qmean * (d/ (Const::dmean));
//double q = qdistribution(gen);

//Specific Charge
//double qm = qmdistribution(gen);
double qm = q / m;

// pos and velocity
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double rscale = 0.1*(0.5/1.87)*Const::dmean; //0.1r_jet, r_jet = 
1.87r_drop

//double rscale = 2 * Const::dmean; //From Grifoll & Rosell-
Llompart 2012

double3 pos = sp.emitPerturbed(rscale);
//double3 pos = x;
double3 vel = { 0,0, Const::v0 };
//double3 vel = v;

//acceleration
double3 acc = {0.0,0.0,0.0};

//force
double3 Cforce = {0.0,0.0,0.0};
double3 Dforce = {0.0,0.0,0.0};
double3 Eforce = {0.0,0.0,0.0}; //fix this
double3 Iforce = { 0.0, 0.0 ,0.0 };

double birthID = n; //will be updated at first motion

//make negative ions
//if (rnd()>=0.5) qden*=-1.0;

sp.addParticle(birthID, pos, vel, acc, Cforce, Eforce, Dforce, 
Iforce, r, qm, addtime);

}

}
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/*Defines flying material data*/

#ifndef _DROPLETS_H
#define _DROPLETS_H

#include <iostream>
#include <vector>
#include "Field.h"
#include "World.h"

/** Data structures for particle storage **/
struct Particle
{

int birthID; // ID in particles vector
double birthmass; // mass at birth [kg]
double3 pos; // position
double3 vel; // velocity
double3 vel_for_drag; // for 1st order Velocity Verlet Scheme with 
drag (Grifoll, AKA, & RL 2011)

double3 acc;            // acceleration
double3 Cforce;          // Coulombic force
double3 Eforce;          // Electric field (from electrodes) force
double3 Dforce; // Drag force
double3 Iforce; //Image charge force
double3 force;           // force
double3 frat;           // frat
double r; // radius
double charge; // charge
double mass; // droplet mass
double addtime;         // time born
double rss; // impact parameter for 90 degree self scatter
double rsep; // distance to nearest neighbor (surface-to-
surface)

double angle; // plume angle

Particle(int ID, double3 x, double3 v, double3 acc, double3 Cforce, 
double3 Eforce, double3 Dforce, double3 Iforce, double r, double qm,
double addtime):
birthID{ ID }, pos{ x }, vel{ v }, acc{ acc }, Cforce{ Cforce }, 
Eforce{ Eforce }, Dforce{ Dforce }, Iforce{ Iforce }, r{ r }, 
addtime{ addtime } {

double A = 4.0*Const::PI*r*r;
double V = A*r/3.0;

vel_for_drag = v;
mass = V*Const::density;
charge = mass*qm;
force = Cforce + Eforce + Dforce;
frat = Cforce/Eforce;
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angle = pow((pow(pos[0], 2) + pow(pos[1], 2)), 0.5) / pos[2];
birthmass = mass;

rss = (1 / (4.0 * Const::PI * Const::EPS_0)) * charge * charge * 
2 / (mass * pow(2.0, 2.0));

rsep = 1.0;
}

};

struct Cell {
std::vector<Particle *> parts;
double3 xc; // cell center position
double3 mass_xc; // mass centroid
double charge; // total charge

};

class PartGrid {
public:

PartGrid(const int3 &dims, const double3 &x0, const double3 &xm):
dims{dims},x0{x0}, xm{xm} {
size_t num_cells = dims[0]*dims[1]*dims[2];
cells.resize(num_cells);

// set cell sizes, assuming dims is the number of cells
for (int i=0;i<3;i++)

dh[i] = (xm[i]-x0[i])/dims[i];

// set centers
size_t c = 0;
//std::vector<Cell>::iterator it = cells.begin();

for (int k=0;k<dims[2];k++)
for (int j=0;j<dims[1];j++)

for (int i=0;i<dims[0];i++) {
cells[c].xc = {(i+0.5)*dh[0], (j+0.5)*dh[1], (k+0.5)

*dh[2]};
//it->xc = ...
c++;

}
}

void clear() {
for (Cell &c:cells) {c.parts.clear();c.charge=0;}

}

// return cell index, or -1 if out of bounds
int XtoC(const double3 &pos) {

int3 l;
// convert and check for bounds
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for (int d=0;d<3;d++) {
l[d] = (int)((pos[d]-x0[d])/dh[d]);
if (l[d]<0 || l[d]>dims[d]) return -1;

}

return l[2]*dims[0]*dims[1] + l[1]*dims[0] + l[0];
}

int3 dims;
double3 x0, xm; // bounding box extents
std::vector<Cell> cells;

double3 dh;
};

/*species container*/
class Droplets
{
public:

Droplets(std::string name, World &world, int3 part_grid_dims) :
name(name), 
inst_den(world.nn), inst_mden(world.nn), inst_qden(world.nn),
ave_den(world.nn), ave_mden(world.nn), ave_qden(world.nn), Cf
(world.nn),

mass_cm(world.nn), charge_cm(world.nn),
vel(world.nn), force(world.nn), //den_ave(world.nn),
radfrat(world.nn),
n_sum(world.nn),nv_sum(world.nn),
world(world), part_grid(part_grid_dims, world.getX0(), world.getXm
()) { }

/*return a pointer to part_grid*/
PartGrid& getPG() { return part_grid; }

/*return a pointer to the particles address*/
std::vector<Particle>& getparticlesadd() { return particles; }

/*return the particles*/
std::vector<Particle> getparticles() { return particles; }

/*returns the number of simulation particles*/
size_t getNp() {return particles.size();}

/*returns the number of real particles*/
int getRealCount();

/*computes simulation timestep*/
double adaptTimeStep(double default_dt);
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/*Computer Efield using nearest-neighbor*/
double3 compute_Efield_nn(std::vector<std::pair<std::string, 
std::vector<double>>>, Particle& part);

/*Computing Efield using barycentric interpolation*/
double3 compute_Efield_bc(std::vector<std::pair<std::string, 
std::vector<double>>>, Particle& part);

/*Computing Efield using line-of-charge (LOC) approach from Ganan-
Calvo et al. 1994*/

double3 compute_Efield_LOC(Particle& part);

/*Computing Efield using analytical approach from Ganan-Calvo et al. 
1994*/

double3 compute_Efield_ANLTC(Particle& part);

/*returns the species momentum*/
double3 getMomentum();

/*returns the species kinetic energy*/
double getKE();

/*moves all particles using electric field ef[]*/
void advance(std::vector<std::pair<std::string, std::vector<double>>> 
result);

/*compute instataneous number, mass, and charge densities*/
void computeInstDensities();

/*compute steady-state averaged number, mass, and charge densities*/
void computeAveDensities();

/*compute space charge*/
void computeSpaceCharge();

/*compute mass contour*/
void computeCumulativeContours();

/*samples velocity moments*/
void sampleMoments();

/*uses sampled data to compute velocity and temperature*/
void computeGasProperties();

/*clears sampled moment data*/
void clearSamples();

/*computes emitted mass flowrate and current*/

203



...enna\Background Pressure Sweeps\DELI_BPS_2\Droplets.h 5
182
183
184
185
186
187
188

189
190
191
192
193
194
195
196
197
198
199
200
201

202
203
204
205
206
207
208
209

210
211
212
213
214
215
216
217
218
219
220
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222
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224
225
226

void computeFlow();

// sorts particles to cells
void sortToCells();

/*adds a new particle of radius r*/
void addParticle(double birthID, double3 pos, double3 vel, double3
acc, double3 Cforce, double3 Eforce, double3 Dforce, double3 Iforce,
double r, double qm, double addtime);

/*updates number density*/
//void updateAverages() {den_ave.updateAverage(den);}

/*returns random thermal velocity*/
double sampleVth(double T);

/*samples random isotropic velocity*/
double3 emitPerturbed(double diameter);

const std::string name; /*species name*/

std::vector<Particle> particles; /*contiguous array for storing 
particles*/

std::vector<std::vector<double>> exitparticles;
Field inst_den; /*instantaneous number density*/
Field inst_mden; /*instantaneous mass density*/
Field inst_qden; /*instantaneous charge density*/
Field ave_den; /*steady-state average number density*/
Field ave_mden; /*steady-state average mass density*/
Field ave_qden; /*steady-state average charge density*/
Field3 Cf; //Coulombic force (space charge) field 
components*/

Field mass_cm;   /*cumulative mass*/
Field charge_cm;   /*cumulative charge*/
Field radfrat; /*radial F_C/F_E*/
Field3 vel; /*stream velocity*/
Field3 force; /*Total force*/
//Field den_ave; /*averaged number density*/
PartGrid part_grid;
World& world;

protected:

Field n_sum;
Field3 nv_sum;

};
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#endif
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/*definitions for species functions*/
#include <math.h>
#include <iostream>
#include "Droplets.h"
#include "Field.h"

/*updates velocities and positions of all particles of this species*/
void Droplets::advance(std::vector<std::pair<std::string, 
std::vector<double>>> results)

{

// average particle grid cell dimension, using this to scale forces
double pg_size = mag(part_grid.dh);
int p_index = 0;
// update particle velocities
for (Particle& part : particles)
{

/*increment particle's dt by world dt*/
double dt = world.getDt();

/*reset nearest neighbor separation*/
part.rsep = 1.0;

/*Drag Calculations*/
double P = 0.50*Const::P0; /*Pressure, Pa*/
double rho_n = P / (Const::K * Const::T0); /*Number Density, 1/
m^3*/

double sigma = Const::PI * pow(Const::r_air, 2); /*m^2, Neutral
air particle cross-sectional area*/

double MFP = 1 / (rho_n * sigma); /*[m], Mean Free Path*/
/*double MFP = 2.937e-7; [m], Mean Free Path through air particles

at atmospheric pressure*/
double Kn = MFP / (2 * part.r); /*Knudsen Number*/

double nu_air = Const::mu_air / (rho_n * Const::M_air / 
Const::A); /*m^2/s, kinematic viscosity of air*/

double Re = mag(part.vel) * 2 * part.r / nu_air; /*Reynolds number
= v*d/nu */

double Ma = (Re * Kn) / pow(Const::gamma_air * Const::PI / 2, 
0.5);

double Cd = 0; //initialize coefficient of drag

double C_m;
double G_m;
if (Re > 45) {

if (Ma <= 1.45) {
C_m = 5 / 3 + (2 / 3) * tanh(3 * log(Ma + 1)); // Ma <= 
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1.45
}
else {

C_m = 2.044 + 0.2 * exp(-1.8 * pow(log(Ma / 1.5), 2)); // 
Ma > 1.45

}
if (Ma <= 0.89) {

G_m = 1 - 1.525 * pow(Ma, 4); // Ma <= 0.89
}
else {

G_m = 0.0002 + 0.0008 * tanh(12.77 * (Ma - 2.02)); // Ma >
0.89

}

double H_m = 1 - (0.258 * C_m) / (1 + 514 * G_m);

Cd = (24 / Re) * (1 + 0.15 * pow(Re, 0.687)) * H_m + (0.42 * 
C_m) / (1 + (42500 * G_m) / pow(Re, 1.16)); // Re > 45

}

else {
double f_Kn = 1 / (1 + Kn * (2.514 + 0.8 * exp(-0.55 / Kn)));

double CD_Kn_Re = (24 / Re) * (1 + 0.15 * pow(Re, 0.687)) * 
f_Kn;

double s = Ma * sqrt(Const::gamma_air / 2);
double Tratio = 1.0;
double CD_fm = (1 + 2 * pow(s, 2)) * exp(-pow(s, 2)) / ((pow
(s, 3)) * sqrt(Const::PI)) + (4 * pow(s, 4) + 4 * pow(s, 2) 
- 1) * erf(s) / (2 * pow(s, 4)) + (2 / (3 * s)) * sqrt
(Const::PI * Tratio);

double CD_fm_prime = (1 + 2 * pow(s, 2)) * exp(-pow(s, 2)) / 
((pow(s, 3)) * sqrt(Const::PI)) + (4 * pow(s, 4) + 4 * pow
(s, 2) - 1) * erf(s) / (2 * pow(s, 4));

double CD_fm_Re = CD_fm / (1 + ((CD_fm_prime / 1.63) - 1) * 
sqrt(Re / 45));

Cd = (CD_Kn_Re) / (1 + pow(Ma, 4)) + (pow(Ma, 4) * CD_fm_Re) /
(1 + pow(Ma, 4)); // Re <= 45

}

//if (Kn >= 1e-3 && Kn < 1e-1) {
// if (Re > 1 && Re < 50) {
// if (Ma < 3.37) {
// Cd = (0.127 + 3.957 / (0.140 + pow(Re, 0.983))) * 
((7.407 * Kn + 2.293) / (1.688 * Kn + 0.292)); //Niazmand and 
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Anbarsooz (2012)
// //std::cout << "Low Kn Cd" << std::endl;
// }
// else {
// std::cout << "No Cd - Ma too high for low Kn term." <<

std::endl;
// }
// }
// else {
// std::cout << "No Cd - Re outside range for low Kn term." 
<< std::endl;

// }
//}
//else if (Kn >= 1e-1) {
// if (Kn <= 1) {
// if (Re > 0.1 && Re < 3.5) {
// if (Ma > 0.0067 && Ma < 2.36) {
// Cd = 1; //Tao, Zhang, and Guo (2017)
// //std::cout << "Mid Kn Cd" << std::endl;
// }
// else {
// std::cout << "No Cd - Ma outside range for middle 
Kn term." << std::endl;

// }
// }
// else {
// std::cout << "No Cd - Re outside range for middle Kn 
term." << std::endl;

// }
// }
// else if (Kn <= 5.44) {
// if (Re > 2.99 && Re < 1378.81) {
// if (Ma > 10.96 && Ma < 25.29) {
// Cd = 1; //Singh and Schwartzenruber (2016)
// //std::cout << "High Kn Cd" << std::endl;
// }
// else {
// std::cout << "No Cd - Ma outside range for high Kn

term." << std::endl;
// }
// }
// else {
// std::cout << "No Cd - Re outside range for high Kn 
term." << std::endl;

// }
// }
// else {
// std::cout << "No Cd - Kn too high" << std::endl;
// }
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//}
//std::cout << "Cd : " << Cd << std::endl;

//F_D = 6 Pi Cd r v eta (eta = kinematic viscosity = rho nu, where
nu = dynamic viscosity)

for (int i = 0; i < 3; i += 1) {
part.Dforce[i] = -Const::drag_bin * Cd * (Const::PI / 8) * 
(rho_n * Const::M_air / Const::A) *

pow((2 * part.r), 2) * part.vel_for_drag[i] * abs
(part.vel_for_drag[i]);

}

//Nearest-neighbor lookup on uniform mesh
part.Eforce = compute_Efield_nn(results, part) * part.charge; //Ef

= E*q

//Hardline Efield such that 2D stays 2D
for (int i = 0; i < 3; i += 1) {

part.Cforce[i] = 0.0;
part.force[i] = 0.0;
if (part.pos[i] == 0.0) { 

part.Eforce[i] = 0.0; // initialize to vacuum 
Lorentz force

}
else {

continue;
}

}

double3 r_im = { 0, 0, Const::electrode_h + Const::grid_thick + 
(Const::electrode_h - part.pos[2]) }; //Self Image Charge 
separation vector

part.Cforce -= (part.charge * part.charge / Const::k) * r_im / 
(pow(mag(r_im), 3)); //Force from Self Image Charge

//now add contribution from all other particles
// F = q1*q2/(4*pi*eps0)*unit(r12)/(r12*r12)
for (Cell& cell : part_grid.cells) {

// skip empty cells
if (cell.parts.empty()) continue;

// compute distance to the mass centroid
//double dist = mag(cell.mass_xc-part.pos);
//if (dist>10*pg_size) {

//std::cout << "PIC" << std::endl;
//double3 r12 = part.pos - cell.mass_xc;
//part.Cforce += part.charge*cell.charge/Const::k*unit
(r12)/(dot(r12,r12));
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//}
//else {

// loop over all particles and add individual 
contributions

for (Particle* pp2 : cell.parts) {
Particle& part2 = *pp2; // dereference

if (&part2 == &part) continue; // ignore self, but would 
also be taken care of below

double3 r12 = part.pos - part2.pos; //physical separation 
vector

double3 p2_im = { part2.pos[0],  part2.pos[1], 
Const::electrode_h + Const::grid_thick + 
(Const::electrode_h - part2.pos[2]) };

double3 r12_im = part.pos - p2_im; //separation vector 
from image charge

part.Cforce += (part.charge * part2.charge / Const::k) * 
r12 / (pow(mag(r12), 3)); //Physical Plume Force

part.Cforce -= (part.charge * part2.charge / Const::k) * 
r12_im / (pow(mag(r12_im), 3)); //Image Charge Plume 
Force

//Collision Tracking
double separation = mag(r12) - part.r - part2.r;
if (separation < part.rsep) {

part.rsep = separation;
if (separation <= 0) { //overlapping particles 

(physical collision)
world.collision_count += 0.5; //only add 0.5 

because both particles will count collision
}
else if (separation <= 0.1 * (part.r + part2.r)) { //

near-collision particles, 10% from overlap
world.TJ_count += 0.5; //"Traffic Jam" count

}
}

}
}

part.force = part.Eforce + part.Cforce + part.Dforce;

for (int i = 0; i < 3; i += 1) {
if (part.Eforce[i] == 0.0) {

part.frat[i] = 0.0;
}
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else {
part.frat[i] = abs(part.Cforce[i])/abs(part.Eforce[i]);

}
}

}

// update positions
for (Particle &part: particles)
{

/*increment particle's dt by world dt*/
double dt = world.getDt();
p_index += 1;

/*keep iterating while time remains and the particle is alive*/
part.pos += part.vel*dt + 0.5*part.acc*pow(dt,2); //using v and a 
from last time step (not updated yet)

/*calculate new acceleration from a = F/m */
double3 new_acc = part.force / part.mass; //update particle 
acceleration to new timestep

/*update velocity to new timstep with dv/dt = (a + a_old)/2, 
Velocity Verlet first order algorithm*/

part.vel += dt * 0.5 * (part.acc + new_acc); 

part.vel_for_drag = part.vel +  dt * part.acc;

//update particle acceleration to new timestep
part.acc = new_acc;

/*For 2 Particle*/
//std::cout << "p_index: " << p_index << ", r: " << part.r << 
std::endl;

//if (p_index == 2) {//big droplet held fixed
//std::cout << "Fixed particle: " << p_index << ", new 
position: " << part.pos << std::endl;

// continue;
//}
//else {
// part.pos += part.vel * dt; //small droplet moves

//std::cout << "Mobile particle: " << p_index << ", new 
position: " << part.pos << std::endl;

//}

part.angle = atan(pow((pow(part.pos[0], 2) + pow(part.pos[1], 2)),
0.5) / part.pos[2]) * (180.0/Const::PI);

/*did this particle leave the domain?*/
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if (!world.inBounds(part.pos) ||
world.inObject(part.pos)) {

//if (!world.inBounds(part.pos)){std::cout << "Left domain: " 
<< p_index << ", new position: " << part.pos << std::endl; }

//if (world.inObject(part.pos)) { std::cout << "Hit object: " 
<< p_index << ", new position: " << part.pos << std::endl; }

part.mass = 0; //kill the particle
}

}

//remove dead particles
size_t np = particles.size();

for (size_t p=0;p<np;p++)
{

particles[p].birthID = p; //update birthID
if (particles[p].mass>0) continue; //ignore live particles
//std::cout << "particle death, " << world.time << std::endl;
size_t nep = exitparticles.size();
for (size_t ep = 0; ep < nep; ep++)

if (exitparticles[ep][0] == p * 1.0) {
double velx = particles[p].vel[0];
double vely = particles[p].vel[1];
double velz = particles[p].vel[2];
double thetaf = tan(pow(pow(particles[p].pos[0], 2) + pow
(particles[p].pos[1], 2), 0.5) / particles[p].pos[2]) * 
180 / Const::PI;

double KE_q = 0.5 * particles[p].birthmass*pow(mag
(particles[p].vel),2)/particles[p].charge;

exitparticles[ep][10] = thetaf;
exitparticles[ep][11] = velx;
exitparticles[ep][12] = vely;
exitparticles[ep][13] = velz;
exitparticles[ep][14] = KE_q;

}
particles[p] = particles[np-1]; //overwrite dead particle with 
particle from the end the particles vector

//for (size_t s = p; s < np - 1; s++) { //overwrite dead particle 
by shuffling remainder of array to the left

// particles[s] = particles[s + 1]; //At this point, we've 
written over dead particle. There is a duplicate last entry 
which we will delete later

//}
np--; //reduce count of valid elements
p--; //decrement p so this position gets checked again

}

//now delete particles[np:end] 
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particles.erase(particles.begin()+np,particles.end());
}

/*adds a new particle, rewinding velocity by half dt*/
void Droplets::addParticle(double birthID, double3 pos, double3 vel, 
double3 acc, double3 Cforce, double3 Eforce, double3 Dforce, double3
Iforce, double r, double qm, double addtime)

{
//don't do anything (return) if pos outside domain bounds
if (!world.inBounds(pos)){

std::cout<<"emitted out of bounds"<<std::endl;
return;}

// TODO: add contribution from other particles

//get particle logical coordinate
// double3 lc = world.XtoL(pos);

//evaluate electric field at particle position
//  double3 ef_part = world.ef.gather(lc);

//rewind velocity back by 0.5*dt*ef

//add to list 
particles.emplace_back(birthID, pos,vel,acc, Cforce, Eforce, Dforce, 
Iforce, r, qm, addtime);

double thetaf = 0.0;
double vfx = 0.0;
double vfy = 0.0;
double vfz = 0.0;
double KE_q = 0.0;
double V = 4.0 /3.0 * Const::PI * pow(r,3);
double mass = V * Const::density;
double charge = mass * qm;
exitparticles.push_back({ birthID, pos[0], pos[1], pos[2], vel[0], vel
[1], vel[2], r, mass, charge, thetaf, vfx, vfy, vfz, KE_q });

//std::cout << "particle born, " << addtime << std::endl;
//std::cout <<"emission location:" << pos <<std::endl;
//std::cout <<"emitted r:" << r <<std::endl;
//std::cout <<"emitted qm:" << qm <<std::endl;

}

/*returns perturbed droplet emission*/
double3 Droplets::emitPerturbed(double rscale) {

// random device class instance, source of 'true' randomness for 
initializing random seed

std::random_device rd;
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// Mersenne twister PRNG, initialized with seed from previous random 
device instance

std::mt19937 gen(rd());
//Gaussian distribution
std::normal_distribution<double> pert_distribution(0,rscale);

//Gaussian radial perturbation and random from set range axial 
perturbation

double r_pert = pert_distribution(gen);
double theta = 2 * Const::PI * rnd();

double x_pert = cos(theta)*r_pert;
double y_pert = sin(theta)*r_pert;

double3 pos;
pos[0] = x_pert;
pos[1] = y_pert;
pos[2] = Const::EmHeight;

return pos;
}

/* computes the adaptive timestep*/
double Droplets::adaptTimeStep(double default_dt)
{

double ts;
double mints = default_dt;

for (Particle &part:particles){
double minr = 1;
for (Particle &part2:particles) {

if (&part2 == &part) continue;    // ignore self
double3 r12 = part.pos - part2.pos;
double r_mag = mag(r12);
if (r_mag < minr){

minr = r_mag;
}

}
ts = (-mag(part.vel) + sqrt(pow(mag(part.vel),2) + 2*mag(part.acc)
*minr))/mag(part.acc);

if (ts < mints){
mints = ts;

}
}
//std::cout << "adapted ts: " << mints << std::endl;
return mints;

}
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/* returns the species momentum*/
double3 Droplets::getMomentum() {

double3 mom;
for (Particle &part:particles)

mom+=part.mass*part.vel;
return mom;

}

/* returns the species kinetic energy*/
double Droplets::getKE() {

double ke = 0;
for (Particle &part:particles)
{

double v2 = mag(part.vel)*mag(part.vel);
ke += 0.5*part.mass*v2;

}
return ke;

}

/*compute instantaneous densities*/
void Droplets::computeInstDensities()
{

inst_den.clear();
inst_mden.clear();
inst_qden.clear();
force.clear();
for (Particle &part:particles)
{

double3 lc = world.XtoL(part.pos);
inst_den.scatter(lc, 1);
inst_mden.scatter(lc, part.mass);
inst_qden.scatter(lc, part.charge);
force.scatter(lc, part.force);

}

//divide by node surface area (in xy plane) for [units]/m^2 density
inst_den / (world.node_vol*world.dh3); //node_vol *Idh3 = node_vol 
*cell_height = node_xy_surface_area

inst_mden / (world.node_vol *world.dh3);
inst_qden / (world.node_vol *world.dh3);

}

/*compute steady-state average densities*/
void Droplets::computeAveDensities()
{

//std::cout << "t_steady: " << world.t_steady << std::endl;
double t_last = world.t_steady - 1.0;
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//std::cout << "t_last: " << t_last << std::endl;
ave_den *= t_last;
ave_mden *= t_last;
ave_qden *= t_last;
//std::cout << "ave_den: " << ave_den << std::endl;
ave_den += inst_den;
ave_mden += inst_mden;
ave_qden += inst_qden;
//std::cout << "new_den: " << new_den << std::endl;
ave_den /= world.t_steady;
ave_mden /= world.t_steady;
ave_qden /= world.t_steady;
//std::cout << "new ave_den: " << ave_den << std::endl;

}

/*computes space charge at each mesh point using single avg. point 
charge*/

void Droplets::computeSpaceCharge() {
Cf.clear();
for (int i = 0; i < Const::x_n; i++) {

for (int j = 0; j < Const::y_n; j++) {
for (int k = 0; k < Const::z_n; k++) {

double3 C = { 0.0, 0.0, 0.0 }; //initialize space charge 
to 0 at each node

double3 P = world.pos(i, j, k); //compute node position
for (Particle& part : particles) {

double3 r12 = P - part.pos;
double r_mag = mag(r12);
C += Const::qmean * part.charge / Const::k * unit

(r12) / (r_mag * r_mag);
}
Cf[i][j][k] = C;

}
}

}
}

/*computes cumulative profiles*/
void Droplets::computeCumulativeContours()
{

//radfrat.clear(); /*instantaneous, not cumulative*/
for (Particle& part: particles)
{

double3 lc = world.XtoL(part.pos);
mass_cm.scatter(lc, part.mass); 
charge_cm.scatter(lc, part.charge);
radfrat.scatter(lc, pow(pow(part.frat[0], 2) + pow(part.frat[1], 
2), 0.5));

}
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}

/*samples velocity moments*/
void Droplets::sampleMoments() {

for (Particle &part:particles)
{

double3 lc = world.XtoL(part.pos);
n_sum.scatter(lc, part.mass);
nv_sum.scatter(lc,part.mass*part.vel);

}
}

/*uses sampled data to compute velocity and temperature*/
void Droplets::computeGasProperties() {

vel = nv_sum/n_sum; //stream velocity
}

/*clears sampled moment data*/
void Droplets::clearSamples() {

n_sum = 0; nv_sum = 0;
}

/*computes emitted mass flowrate and current*/
void Droplets::computeFlow() {

double m = 0;
double q = 0;
for (Particle& part : particles)
{

m += part.mass;
q += part.charge;

}
world.mflow = m / world.time;
world.qflow = q / world.time;

}

// creates a list of pointers to all particles in a cell,
// also computes total charge in the cell
void Droplets::sortToCells() {

part_grid.clear();
for (Particle &part:particles) {

int c = part_grid.XtoC(part.pos);
if (c<0) continue;

part_grid.cells[c].parts.push_back(&part);
part_grid.cells[c].charge += part.charge;

}

// set mass centroid in each cell
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for (Cell &cell:part_grid.cells) {
double mass = 0;
cell.mass_xc = 0;
for (Particle *part:cell.parts) {

cell.mass_xc += part->mass*part->pos;
mass+=part->mass;

}
cell.mass_xc /= mass;

}
}

double3 Droplets::compute_Efield_nn(std::vector<std::pair<std::string, 
std::vector<double>>> result,  Particle& part)

{
double r = sqrt(pow(part.pos[0], 2) + pow(part.pos[1], 2)); //r^2 = 
x^2 + y^2

//double theta = (180/3.14)*atan(part.pos[1] / part.pos[0]); //theta =
atan(y/x)

double theta = (180 / 3.14) * atan2(part.pos[1], part.pos[0]); //theta
= atan(y/x)

double rmin = 100.0;
double3 Ef;

double r_grid; double z_grid;
int rmin_index;
double Er; double Ez;

for (int i = 0; i < result.at(0).second.size(); i++) {
double dist = pow((pow((r - result.at(0).second[i]), 2) + pow
((part.pos[2] - result.at(1).second[i]), 2)), 0.5);

if (dist < rmin) {
rmin = dist;
rmin_index = i;

}
}
//std::cout << "rmin: " << rmin << ", id: " << rmin_index << 
std::endl;

Er = result.at(2).second[rmin_index];
Ez = result.at(3).second[rmin_index];

double Ex = Er * cos(theta * (3.14 / 180)); //x = r*cos(theta)
double Ey = Er * sin(theta * (3.14 / 180)); //y = r*sin(theta)
Ef = { Ex, Ey, Ez };
r_grid = result.at(0).second[rmin_index];
z_grid = result.at(1).second[rmin_index];

//std::cout << "x: " << part.pos[0] << ", y: " << part.pos[1] << ", z:
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" << part.pos[2] << std::endl;
//std::cout << "r: " << r << ", z: " << part.pos[2] << std::endl;
//std::cout << "theta: " << theta << std::endl;
//std::cout << "r_grid: " << r_grid << ", z_grid: " << z_grid << 
std::endl;

//std::cout << "Er: " << Er << std::endl;
//std::cout << "Ex: " << Ef[0] << ", Ey: " << Ef[1] << ", Ez: " << Ef
[2] << std::endl;

return Ef;
}

double3 Droplets::compute_Efield_bc(std::vector<std::pair<std::string, 
std::vector<double>>> result, Particle& part)

{
double r = sqrt(pow(part.pos[0], 2) + pow(part.pos[1], 2)); //r^2 = 
x^2 + y^2

//double theta = (180/3.14)*atan(part.pos[1] / part.pos[0]); //theta =
atan(y/x)

double theta = (180 / 3.14) * atan2(part.pos[1], part.pos[0]); //theta
= atan(y/x)

double rmin1 = 100.0; double rmin2 = 100.0; double rmin3 = 100.0; 
double rmin4 = 100.0;

int r1 = 1; int r2 = 1; int r3 = 1; int r4 = 1;
double rmin4_proposed; int r4_proposed;
//int *r1p = &r1; int* r2p = &r2; int* r3p = &r3;

double3 Ef;
double r_grid;
double z_grid;
double Er;

for (int i = 0; i < result.at(0).second.size(); i++) {
double dist = pow((pow((r - result.at(0).second[i]), 2) + pow
((part.pos[2] - result.at(1).second[i]), 2)), 0.5);

if (dist < rmin3) {
rmin3 = dist;
//*r3p = i;
r3 = i;
if (dist < rmin2) {

rmin3 = rmin2;
//*r3p = *r2p;
r3 = r2;
r4_proposed = r3;//Propose P4 = old P3, check later that 
it's not collinear with P1 & P2

rmin4_proposed = rmin3;//Propose P4 = old P3, check later 
that it's not collinear with P1 & P2

rmin2 = dist;
//*r2p = i;
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r2 = i;
if (dist < rmin1) {

rmin2 = rmin1;
//*r2p = *r1p;
r2 = r1;
rmin1 = dist;
//*r1p = i;
r1 = i;

}
}
//Check that proposed P4 is not (very nearly) collinear with 
P1 & P2 

if (abs(((result.at(1).second[r2] - result.at(1).second[r1]) *
(result.at(0).second[r4_proposed] - result.at(0).second

[r1]) + (result.at(0).second[r1] - result.at(0).second[r2]) 
* (result.at(1).second[r1] - result.at(1).second
[r4_proposed]))) > 1e-15) {

r4 = r4_proposed;
rmin4 = rmin4_proposed;
//std::cout << "Found new nonlinear close vertex" << 
std::endl;

}
}

}
std::cout << "|Denom 124|: " << abs(((result.at(1).second[r2] -
result.at(1).second[r1]) * (result.at(0).second[r4] - result.at
(0).second[r1]) + (result.at(0).second[r1] - result.at(0).second
[r2]) * (result.at(1).second[r1] - result.at(1).second[r4]))) << 
std::endl;

//If 3 closest points are (very nearly) collinear, bump the third 
point for the third guaranteed non-collinear close point

if (abs(((result.at(1).second[r2] - result.at(1).second[r3]) * 
(result.at(0).second[r1] - result.at(0).second[r3]) + (result.at
(0).second[r3] - result.at(0).second[r2]) * (result.at(1).second[r1]
- result.at(1).second[r3]))) < 1e-15) {
std::cout << "|Denom 123|: " << abs(((result.at(1).second[r2] -
result.at(1).second[r3]) * (result.at(0).second[r1] - result.at
(0).second[r3]) + (result.at(0).second[r3] - result.at(0).second
[r2]) * (result.at(1).second[r1] - result.at(1).second[r3]))) <<
std::endl;

std::cout << "Replaced interpolation vertex due to collinearity" 
<< std::endl;

std::cout << "|Denom 123|: " << abs(((result.at(1).second[r2] -
result.at(1).second[r3]) * (result.at(0).second[r1] - result.at
(0).second[r3]) + (result.at(0).second[r3] - result.at(0).second
[r2]) * (result.at(1).second[r1] - result.at(1).second[r3]))) <<
std::endl;

r3 = r4;
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rmin3 = rmin4_proposed;
}

//Check for collinearity among all 3 points
//double slope_12 = (result.at(1).second[r2] - result.at(1).second
[r1]) / (result.at(0).second[r2] - result.at(0).second[r1]);

//double slope_23 = (result.at(1).second[r3] - result.at(1).second
[r2]) / (result.at(0).second[r3] - result.at(0).second[r2]);

//double slope_13 = (result.at(1).second[r3] - result.at(1).second
[r1]) / (result.at(0).second[r3] - result.at(0).second[r1]);

//if (slope_12 == slope_23 && slope_23 == slope_13 && slope_12 == 
slope_13) {//if collinear, find 4th point - nearest point not on 
line.

//double rmin4 = 100;
//int r4 = 1;
//for (int i = 0; i < result.at(0).second.size(); i++) {

//double dist = pow((pow((r - result.at(0).second[i]), 2) + 
pow((part.pos[2] - result.at(1).second[i]), 2)), 0.5);

//if (dist <= rmin3) {//ignore the 3 closest points already 
found

//continue;
//}
//else if (dist < rmin4) {

//double slope_14 = (result.at(1).second[i] - result.at
(1).second[r1]) / (result.at(0).second[i] - result.at
(0).second[r1]);

//if (slope_14 != slope_12) {//only accept 4th point not 
on line

//rmin4 = dist;
//r4 = i;

//}
//}

//}//Once all points have been searched for to fine 4th point 
closest not collinear with closest 3, replace 3rd closest point 
with new 4th point

//rmin3 = rmin4;
//r3 = r4;
//std::cout << "Replaced interpolation vertext due to 
collinearity" << std::endl;

//}

//std::cout << "rmin1: " << rmin1 << ", r1: " << r1 << std::endl;
//std::cout << "rmin2: " << rmin2 << ", r2: " << r2 << std::endl;
//std::cout << "rmin3: " << rmin3 << ", r3: " << r3 << std::endl;

//Barycentric Coordinates:
//Ef_p = w_1 * Ef_1 + w_2 + Ef_2 + w_3 + Ef_3
//Weights are defined as follows:
//x_p = w_1*x_1 + w_2*x_2 + w_3*x_3
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//y_p = w_1*y_1 + y_2*x_2 + w_3*y_3
//w_1 + w_2 + w_3 = 1
//Re-arranged:
//w_1 = ((y_2 - y_3)(x_p - x_3) + (x_3 - x_2)(y_p - y_3))/((y_2 - y_3)
(x_1 - x_3) + (x_3 - x_2)(y_1 - y_3))

//w_2 = ((y_3 - y_1)(x_p - x_3) + (x_1 - x_3)(y_p - y_3))/((y_2 - y_3)
(x_1 - x_3) + (x_3 - x_2)(y_1 - y_3))

//w_3 = 1 - w_1 - w_2;

double w_1 = ((result.at(1).second[r2] - result.at(1).second[r3]) * (r
- result.at(0).second[r3]) + (result.at(0).second[r3] - result.at

(0).second[r2]) * (part.pos[2] - result.at(1).second[r3])) / 
((result.at(1).second[r2] - result.at(1).second[r3]) * (result.at
(0).second[r1] - result.at(0).second[r3]) + (result.at(0).second[r3]
- result.at(0).second[r2]) * (result.at(1).second[r1] - result.at

(1).second[r3]));
double w_2 = ((result.at(1).second[r3] - result.at(1).second[r1]) * (r

- result.at(0).second[r3]) + (result.at(0).second[r1] - result.at
(0).second[r3]) * (part.pos[2] - result.at(1).second[r3])) / 
((result.at(1).second[r2] - result.at(1).second[r3]) * (result.at
(0).second[r1] - result.at(0).second[r3]) + (result.at(0).second[r3]
- result.at(0).second[r2]) * (result.at(1).second[r1] - result.at

(1).second[r3]));
double w_3 = 1 - w_1 - w_2;
//std::cout << "w1: " << w_1 << ", w2: " << w_2 << ", w3: " << w_3 << 
std::endl;

//std::cout << "Er_1: " << result.at(2).second[r1] << ", Er_2: " << 
result.at(2).second[r2] << ", Er_3: " << result.at(2).second[r3] << 
std::endl;

Er = w_1 * result.at(2).second[r1] + w_2 * result.at(2).second[r2] + 
w_3 * result.at(2).second[r3];

double Ez = w_1 * result.at(3).second[r1] + w_2 * result.at(3).second
[r2] + w_3 * result.at(3).second[r3];

double Ex = Er * cos(theta * (3.14 / 180)); //x = r*cos(theta)
double Ey = Er * sin(theta * (3.14 / 180)); //y = r*sin(theta)
Ef = { Ex, Ey, Ez };
r_grid = result.at(0).second[r1];
z_grid = result.at(1).second[r1];

//std::cout << "x: " << part.pos[0] << ", y: " << part.pos[1] << ", z:
" << part.pos[2] << std::endl;

//std::cout << "r: " << r << ", z: " << part.pos[2] << std::endl;
//std::cout << "theta: " << theta << std::endl;
//std::cout << "r_grid: " << r_grid << ", z_grid: " << z_grid << 
std::endl;

//std::cout << "Er: " << Er << std::endl;
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//std::cout << "Ex: " << Ef[0] << ", Ey: " << Ef[1] << ", Ez: " << Ef
[2] << std::endl;

return Ef;
}

double3 Droplets::compute_Efield_LOC(Particle& part) {
//Analytical Solution form
//R = nozzle OR = 0.5e-3m, H = emitter - to - plate distance = 0.03m
//r * = r / H, z * =  1 - (z-h)/H
//Wilhelm reports best fit with k = 0.7
//phi = k / ln(4H / R) * ln(((r * ^2 + (1 - z*) ^ 2) ^ (1 / 2) + (1 -
z*)) / ((r * ^2 + (1 + z*) ^ 2) ^ (1 / 2) + (1 + z*)))

int V0 = Const::voltage;
double H = Const::Em_to_grid;
double h = Const::emitter_h;
double R = Const::emitter_rad;
double kv = 0.7; //dimensionless constant

double r = sqrt(pow(part.pos[0],2) + pow(part.pos[1],2)); // create r 
array from xand y arrays

double r_s = r / H;
double z_s = 1 - (part.pos[2] - h) / H;
double c = (kv / log(4 * H / R));

double num = (pow((pow(r_s,2) + pow((1 - z_s),2)),(1 / 2))) + (1 -
z_s);

double denom = (pow((pow(r_s,2) + pow((1 + z_s),2)), (1 / 2))) + (1 + 
z_s);

//num_dz = (1 / 2) * ((r_s ^ 2 + (1 - z_s) ^ 2) ^ (-1 / 2)) * 2 * (1 -
z_s) * (-1) - 1

double num_dz = -(pow((pow(r_s, 2) + pow((1 - z_s),2)),(-1 / 2))) * (1
- z_s) - 1;

//num_dr = (1 / 2) * ((r_s ^ 2 + (1 - z_s) ^ 2) ^ (-1 / 2)) * 2 * r_s
double num_dr = (pow((pow(r_s,2) + pow((1 - z_s),2)),(-1 / 2))) * r_s;

//denom_dz = (1 / 2) * ((r_s ^ 2 + (1 + z_s) ^ 2) ^ (-1 / 2)) * 2 * (1
+ z_s) + 1

double denom_dz = (pow((pow(r_s ,2) + pow((1 + z_s),2)),(-1 / 2))) * 
(1 + z_s) + 1;

//denom_dr = (1 / 2) * ((r_s ^ 2 + (1 + z_s) ^ 2) ^ (-1 / 2)) * 2 * 
r_s

double denom_dr = (pow((pow(r_s,2) + pow((1 + z_s),2)),(-1 / 2))) * 
r_s;

//Quotient rule : d(phi) / dz = (denom * d(num) / dz - num * d
(denom) / dz) / (denom) ^ 2

double phi_dz = c* (denom * num_dz - num * denom_dz) / pow((denom), 
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2);
double phi_dr = c* (denom * num_dr - num * denom_dr) / pow((denom), 
2);

double Ez = V0 / H * phi_dz;
double Er = V0 / H * phi_dr;

//Trig. conversion from 2D Axisymmetric to 3D
double theta = (180 / 3.14) * atan2(part.pos[1], part.pos[0]); //theta

= atan(y/x)
double Ex = Er * cos(theta * (3.14 / 180)); //x = r*cos(theta)
double Ey = Er * sin(theta * (3.14 / 180)); //y = r*sin(theta)
double3 Ef = { Ex, Ey, Ez };
return Ef;

}

double3 Droplets::compute_Efield_ANLTC(Particle& part) {
//Create Analytical Potential Solution Array From GC 94
double H = Const::Em_to_grid; //Emitter - to - Extractor Height [m]
double Ra = Const::emitter_rad; //Emitter radius [m]
double Kv = 0.685; //Kv = fn(H/Ra) value for H/Ra = 60

double za = ((part.pos[2] - Const::emitter_h - Const::TC_h) -
Const::Em_to_grid) / Const::Em_to_grid; // Set z coordinate origin 
on top of emitter and TC, reverse for distance from plate [m], 
nondimensionalize

double ra = pow(pow(part.pos[0], 2) + pow(part.pos[1], 2), 0.5) / 
Const::Em_to_grid; // Nondimensionalize r

//std::cout << "(ra, za): " << ra << " , " << za << std::endl;;

double A_V = Const::voltage * Kv / log(4 * H / Ra) * log((pow(pow(ra, 
2) + pow(1 - za, 2), 0.5) + (1 - za)) / (pow(pow(ra, 2) + pow(1 + 
za, 2), 0.5) + (1 + za))); // [V]

double Er = -(Const::voltage * Kv * (ra / (pow(pow(za - 1, 2) + pow
(ra, 2), 0.5) * (za + pow(pow(za + 1, 2) + pow(ra, 2), 0.5) + 1)) -
(ra * (pow(pow(za - 1, 2) + pow(ra, 2), 0.5) - za + 1)) / (pow(pow
(za + 1, 2) + pow(ra, 2), 0.5) * pow((za + pow(pow(za + 1, 2) + pow
(ra, 2), 0.5) + 1), 2))) * (za + pow(pow(za + 1, 2) + pow(ra, 2), 
0.5) + 1)) / (H * log((4 * H) / Ra) * (pow(pow(za - 1, 2) + pow(ra, 
2), 0.5) - za + 1)); // [V/m]

double Ez = -(Const::voltage * Kv * (((2 * za - 2) / (2 * pow(pow(za -
1, 2) + pow(ra, 2), 0.5)) - 1) / (za + pow(pow(za + 1, 2) + pow(ra,
2), 0.5) + 1) - (((2 * za + 2) / (2 * pow(pow(za + 1, 2) + pow(ra, 

2), 0.5)) + 1) * (pow(pow(za - 1, 2) + pow(ra, 2), 0.5) - za + 1)) /
pow(za + pow(pow(za + 1, 2) + pow(ra, 2), 0.5) + 1, 2)) * (za + pow

(pow(za + 1, 2) + pow(ra, 2), 0.5) + 1)) / (H * log((4 * H) / Ra) * 
(pow(pow(za - 1, 2) + pow(ra, 2), 0.5) - za + 1)); // [V/m]
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//Trig. conversion from 2D Axisymmetric to 3D
double theta = (180 / 3.14) * atan2(part.pos[1], part.pos[0]); //theta

= atan(y/x)
double Ex = Er * cos(theta * (3.14 / 180)); //x = r*cos(theta)
double Ey = Er * sin(theta * (3.14 / 180)); //y = r*sin(theta)
double3 Ef = { Ex, Ey, Ez };
return Ef;

}
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#ifndef _OUTPUT_H
#define _OUTPUT_H

#include <vector>
#include <fstream>
#include "World.h"
#include "PotentialSolver.h"
#include "Droplets.h"

namespace Output {
void fields(World &world, Droplets &droplets);
void particles(World& world, Droplets& droplets);
void screenOutput(World &world, Droplets &droplets);
void diagOutput(World &world, Droplets &droplets);
void exitparticlesOutput(Droplets& sp);
void convOutput(int i, double tol, double err);
void PSOutput(World& world);
void runtimesOutput(double make_world_time, double add_objects_time, 
double solve_potential_time, double solve_electric_field, double 
create_species_time, double emit_time, double sort_cells_time, double
advance_time, double compute_densities_time, double 

compute_cumulatives_time, double output_time);
void nOutput(int n, int ts, double t);

}

#endif
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25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49

#include <fstream>
#include <sstream>
#include <iostream>
#include <iomanip>
#include "Output.h"
#include "World.h"
#include "Droplets.h"

using namespace std;

//writes information to the screen
void Output::screenOutput(World& world, Droplets& sp)
{

cout << "ts: " << world.getTs();
cout << setprecision(3) << "\t " << sp.name << ":" << sp.getNp();
cout << endl;

}

//file stream handle
namespace Output {

std::ofstream f_diag;
std::ofstream f_conv;
std::ofstream f_PS;
std::ofstream f_runtimes;
std::ofstream f_ep;

}

/*save runtime diagnostics to a file*/
void Output::diagOutput(World& world, Droplets& sp)
{

using namespace Output; //to get access to f_diag

//is the file open?
if (!f_diag.is_open())
{

f_diag.open("diagnostics.csv");
f_diag << "ts,time,wall_time";
f_diag << ",mp_count." << sp.name

<< ",px." << sp.name << ",py." << sp.name << ",pz." << sp.name
<< ",KE." << sp.name;

f_diag << endl;
}

f_diag << world.getTs() << "," << world.getTime();
f_diag << "," << world.getWallTime();

double tot_KE = 0;
double KE = sp.getKE(); //species kinetic energy

227



...enna\Background Pressure Sweeps\DELI_BPS_2\Output.cpp 2
50
51
52
53
54
55
56
57
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60
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63
64
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69
70

71
72
73
74

75

76
77
78
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80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95

tot_KE += KE; //increment total energy
double3 mom = sp.getMomentum();

f_diag << "," << sp.getNp()
<< "," << mom[0] << "," << mom[1] << "," << mom[2] << "," << KE;

//write out system potential and total energy

f_diag << "\n"; //use \n to avoid flush to disc
if (world.getTs() % 25 == 0) f_diag.flush();

}

void Output::exitparticlesOutput(Droplets& sp)
{

using namespace Output; //to get access to f_diag

//is the file open?
if (!f_ep.is_open())
{

f_ep.open("exitparticles.csv");
f_ep << "birthID, bpx, bpy, bpz, bvz, bvy, bvz, r, m, q, thetaf, 
vfx, vfy, vfz, KE_q" << endl;

}

for (std::vector<double> ep : sp.exitparticles) {
f_ep << ep[0] << "," << ep[1] << "," << ep[2] << "," << ep[3] << 
"," << ep[4];

f_ep << "," << ep[5] << "," << ep[6] << "," << ep[7] << "," << ep
[8];

f_ep << "," << ep[9] << "," << ep[10] << "," << ep[11];
f_ep << "," << ep[12] << "," << ep[13] << "," << ep[14];
f_ep << "\n";

}
f_ep.flush();

}

/*save potential solver convergence diagnostics to a file*/
void Output::convOutput(int i, double tol, double err)
{

using namespace Output; //to get access to f_conv

//check if file is open
if (!f_conv.is_open())
{

f_conv.open("PS_convergence.csv"); //filename
f_conv << "i, tolerance, error"; //labels
f_conv << endl;

}
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114
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119
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121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139

140

f_conv << i << "," << tol; //iteration number and tolerance threshold
f_conv << "," << err; //error in iteration step

f_conv << "\n"; //use \n to avoid flush to disc
if (i % 1 == 0) f_conv.flush(); //keep information from all iteration 
steps

}

/*save number of droplets at each (n) timestep to a file*/
void Output::nOutput(int n, int ts, double t)
{

using namespace Output; //to get access to f_conv

//check if file is open
if (!f_conv.is_open())
{

f_conv.open("n_droplets.csv"); //filename
f_conv << "n, timestep, time"; //labels
f_conv << endl;

}

f_conv << n << "," << ts; //iteration number and tolerance threshold
f_conv << "," << t; //error in iteration step

f_conv << "\n"; //use \n to avoid flush to disc
if (ts % 1 == 0) f_conv.flush(); //keep information from all iteration

steps
}

/*save runtime diagnostics to a file*/
void Output::PSOutput(World& world)
{

using namespace Output; //to get access to f_PS

//is the file open?
if (!f_PS.is_open())
{

f_PS.open("PS.csv");
f_PS << "x, y, z, phi";
f_PS << endl;

}

for (int i = 0; i < world.ni; i++) {
for (int j = 0; j < world.nj; j++) {

for (int k = 0; k < world.nk; k++) {
f_PS << world.pos(i, j, k)[0] << "," << world.pos(i, j, k)
[1] << "," << world.pos(i, j, k)[2]; //iteration number 
and tolerance threshold

f_PS << "," << world.phi[i][j][k]; //error in iteration 

229



...enna\Background Pressure Sweeps\DELI_BPS_2\Output.cpp 4

141
142
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144
145
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147
148

149
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151
152
153
154
155
156

157
158
159
160

161

162
163
164
165
166
167
168
169
170
171
172
173
174

175
176

step
f_PS << "\n"; //use \n to avoid flush to disc
f_PS.flush(); //store information

}
}

}
}

void Output::runtimesOutput(double make_world_time, double 
add_objects_time, double solve_potential_time, double 
solve_electric_field, double create_species_time, double emit_time, 
double sort_cells_time, double advance_time, double 
compute_densities_time, double compute_cumulatives_time, double 
output_time) {

using namespace Output; //to get access to f_runtimes

//check if file is open
if (!f_runtimes.is_open())
{

f_runtimes.open("runtimes.csv"); //filename
f_runtimes << "make world, add objects, solve potential, solve 
electric field, create species, emit, sort cells, advance, 
compute densities, compute cumulatives, output";

f_runtimes << endl;
}

f_runtimes << make_world_time << "," << add_objects_time << "," << 
solve_potential_time << "," << solve_electric_field << "," << 
create_species_time;

f_runtimes << "," << emit_time << "," << sort_cells_time << "," << 
advance_time << "," << compute_densities_time << "," << 
compute_cumulatives_time << "," << output_time;

f_runtimes << "\n"; //use \n to avoid flush to disc
f_runtimes.flush(); //keep information from all iteration steps

}

/*saves fields in VTK format*/
void Output::fields(World& world, Droplets& sp)
{

/*update gas macroscopic properties*/
sp.computeGasProperties();

stringstream name;
name << "results/fields_" << setfill('0') << setw(5) << world.getTs() 
<< ".vti";

/*open output file*/
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193
194
195
196
197
198
199
200
201
202
203
204

205
206
207
208
209
210
211
212
213
214

215
216
217
218
219

ofstream out(name.str());
if (!out.is_open()) { cerr << "Could not open " << name.str() << endl;

return; }

/*ImageData is vtk format for structured Cartesian meshes*/
out << "<VTKFile type=\"ImageData\">\n";
double3 x0 = world.getX0();
double3 dh = world.getDh();
out << "<ImageData Origin=\"" << x0[0] << " " << x0[1] << " " << x0[2]

<< "\" ";
out << "Spacing=\"" << dh[0] << " " << dh[1] << " " << dh[2] << "\" ";
out << "WholeExtent=\"0 " << world.ni - 1 << " 0 " << world.nj - 1 << 
" 0 " << world.nk - 1 << "\">\n";

/*output data stored on nodes (point data)*/
out << "<PointData>\n";

/*object id, scalar*/
out << "<DataArray Name=\"object_id\" NumberOfComponents=\"1\" format=
\"ascii\" type=\"Int32\">\n";

out << world.object_id;
out << "</DataArray>\n";

/*cell position, vector*/
for (int i = 0; i < world.ni; i++) {

for (int j = 0; j < world.nj; j++) {
for (int k = 0; k < world.nk; k++) {

world.Pos[i][j][k] = world.pos(i, j, k);
}

}
}
out << "<DataArray Name=\"Pos\" NumberOfComponents=\"3\" format=
\"ascii\" type=\"Float64\">\n";

out << world.Pos;
out << "</DataArray>\n";

/*node volumes, scalar*/
Field f(world.node_vol);
for (int i = 0; i < world.ni; i++)

for (int j = 0; j < world.nj; j++)
for (int k = 0; k < world.nk; k++)

f[i][j][k] = world.node_vol[i][j][k];
out << "<DataArray Name=\"NodeVol\" NumberOfComponents=\"1\" format=
\"ascii\" type=\"Float64\">\n";

out << world.node_vol;
out << "</DataArray>\n";

/*cell height, scalar*/
out << "<DataArray Name=\"cell_height\" NumberOfComponents=\"1\" 
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241
242
243
244
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246
247
248
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250

251
252
253
254
255

256
257
258
259
260

format=\"ascii\" type=\"Float64\">\n";
out << world.dh3;
out << "</DataArray>\n";

/*potential, scalar*/
out<<"<DataArray Name=\"phi\" NumberOfComponents=\"1\" format=\"ascii
\" type=\"Float64\">\n";

out<<world.phi;
out<<"</DataArray>\n";

/*charge density, scalar*/
//out << "<DataArray Name=\"rho\" NumberOfComponents=\"1\" format=
\"ascii\" type=\"Float64\">\n";

//out << world.rho;
//out << "</DataArray>\n";

/*instantaneous species number densities, scalar*/
out<<"<DataArray Name=\"inst_den."<<sp.name<<"\" NumberOfComponents=
\"1\" format=\"ascii\" type=\"Float64\">\n";

out<<sp.inst_den;
out<<"</DataArray>\n";

/*instantaneous species mass densities, scalar*/
out << "<DataArray Name=\"inst_mden." << sp.name << "\" 
NumberOfComponents=\"1\" format=\"ascii\" type=\"Float64\">\n";

out << sp.inst_mden;
out << "</DataArray>\n";

/*instantaneous species charge densities, scalar*/
out << "<DataArray Name=\"inst_qden." << sp.name << "\" 
NumberOfComponents=\"1\" format=\"ascii\" type=\"Float64\">\n";

out << sp.inst_qden;
out << "</DataArray>\n";

/*average species number densities, scalar*/
out << "<DataArray Name=\"ave_den." << sp.name << "\" 
NumberOfComponents=\"1\" format=\"ascii\" type=\"Float64\">\n";

out << sp.ave_den;
out << "</DataArray>\n";

/*average species mass densities, scalar*/
out << "<DataArray Name=\"ave_mden." << sp.name << "\" 
NumberOfComponents=\"1\" format=\"ascii\" type=\"Float64\">\n";

out << sp.ave_mden;
out << "</DataArray>\n";

/*average species charge densities, scalar*/
out << "<DataArray Name=\"ave_qden." << sp.name << "\" 
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NumberOfComponents=\"1\" format=\"ascii\" type=\"Float64\">\n";
out << sp.ave_qden;
out << "</DataArray>\n";

/*cumulative mass, scalar*/
out << "<DataArray Name=\"mass_cm." << sp.name << "\" 
NumberOfComponents=\"1\" format=\"ascii\" type=\"Float64\">\n";

out << sp.mass_cm;
out << "</DataArray>\n";

/*cumulative charge, scalar*/
out << "<DataArray Name=\"charge_cm." << sp.name << "\" 
NumberOfComponents=\"1\" format=\"ascii\" type=\"Float64\">\n";

out << sp.charge_cm;
out << "</DataArray>\n";

/*total force, vector*/
out << "<DataArray Name=\"force." << sp.name << "\" 
NumberOfComponents=\"3\" format=\"ascii\" type=\"Float64\">\n";

out << sp.force;
out << "</DataArray>\n";

/*time, scalar*/
world.Time = world.time;
out << "<DataArray Name=\"time\" NumberOfComponents=\"1\" format=
\"ascii\" type=\"Float64\">\n";

out << world.Time;
out << "</DataArray>\n";

/*species averaged number densities*/
//out<<"<DataArray Name=\"nd-ave."<<sp.name<<"\" NumberOfComponents=
\"1\" format=\"ascii\" type=\"Float64\">\n";

//out<<sp.den_ave;
//out<<"</DataArray>\n";

/*species stream velocity, 3 component vector*/
out<<"<DataArray Name=\"vel."<<sp.name<<"\" NumberOfComponents=\"3\" 
format=\"ascii\" type=\"Float64\">\n";

out<<sp.vel;
out<<"</DataArray>\n";

/*electric field, 3 component vector*/
out<<"<DataArray Name=\"ef\" NumberOfComponents=\"3\" format=\"ascii\"

type=\"Float64\">\n";
out<<world.ef;
out<<"</DataArray>\n";

/*Coulombic force, 3 component vector*/
out << "<DataArray Name=\"Cf." << sp.name << "\" NumberOfComponents=
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\"3\" format=\"ascii\" type=\"Float64\">\n";
out << sp.Cf;
out << "</DataArray>\n";

/*close out tags*/
out<<"</PointData>\n";

out<<"</ImageData>\n";
out<<"</VTKFile>\n";
out.close();

/*clear samples if not at steady state*/
if (!world.isSteadyState())

sp.clearSamples();
}

/*saves particle data*/
void Output::particles(World &world, Droplets &sp) {

/*loop over all species*/

//open a phase_sp_it.vtp
stringstream name;
name<<"results/parts_"<<sp.name<<"_"<<setfill('0')<<setw(5)
<<world.getTs()<<".vtp";

/*open output file*/
ofstream out(name.str());
if (!out.is_open()) {cerr<<"Could not open "<<name.str()
<<endl;return;}

/*build a list of particles to output*/
// here just outputting all but leaving this legacy code
vector<Particle*> to_output;
for (Particle &part : sp.particles) {

to_output.emplace_back(&part);
}

/*header*/
out<<"<?xml version=\"1.0\"?>\n";
out<<"<VTKFile type=\"PolyData\" version=\"0.1\" byte_order=
\"LittleEndian\">\n";

out<<"<PolyData>\n";
out<<"<Piece NumberOfPoints=\""<<to_output.size()<<"\" NumberOfVerts=
\"0\" NumberOfLines=\"0\" ";

out<<"NumberOfStrips=\"0\" NumberOfCells=\"0\">\n";

/*points*/
out<<"<Points>\n";
out<<"<DataArray type=\"Float64\" NumberOfComponents=\"3\" format=
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\"ascii\">\n";
for (Particle *part: to_output)

out<<part->pos<<"\n";
out<<"</DataArray>\n";
out<<"</Points>\n";

/*data*/
out<<"<PointData>\n";
/*velocities*/
out<<"<DataArray Name=\"vel\" type=\"Float64\" NumberOfComponents=\"3
\" format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->vel<<"\n";

out<<"</DataArray>\n";

/*accelerations*/
out<<"<DataArray Name=\"acc\" type=\"Float64\" NumberOfComponents=\"3
\" format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->acc<<"\n";

out<<"</DataArray>\n";

/*Electric field forces*/
out<<"<DataArray Name=\"Eforce\" type=\"Float64\" NumberOfComponents=
\"3\" format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->Eforce<<"\n";

out<<"</DataArray>\n";

/*Coulombic forces*/
out<<"<DataArray Name=\"Cforce\" type=\"Float64\" NumberOfComponents=
\"3\" format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->Cforce<<"\n";

out<<"</DataArray>\n";

/*Drag forces*/
out << "<DataArray Name=\"Dforce\" type=\"Float64\" 
NumberOfComponents=\"3\" format=\"ascii\">\n";

for (Particle* part : to_output)
out << part->Dforce << "\n";

out << "</DataArray>\n";

/*Total forces*/
out<<"<DataArray Name=\"Force\" type=\"Float64\" NumberOfComponents=
\"3\" format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->force<<"\n";

out<<"</DataArray>\n";
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/*Force ratios F_C/ F_E*/
out << "<DataArray Name=\"frat\" type=\"Float64\" NumberOfComponents=
\"3\" format=\"ascii\">\n";

for (Particle* part : to_output)
out << part->frat << "\n";

out << "</DataArray>\n";

/*r*/
out<<"<DataArray Name=\"r\" type=\"Float64\" NumberOfComponents=\"1\" 
format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->r<<"\n";

out<<"</DataArray>\n";

/*charge*/
out<<"<DataArray Name=\"charge\" type=\"Float64\" NumberOfComponents=
\"1\" format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->charge<<"\n";

out<<"</DataArray>\n";

/*mass*/
out<<"<DataArray Name=\"mass\" type=\"Float64\" NumberOfComponents=\"1
\" format=\"ascii\">\n";

for (Particle *part: to_output)
out<<part->mass<<"\n";

out<<"</DataArray>\n";

/*radius f0r 180 degree self-scatter*/
out << "<DataArray Name=\"rss\" type=\"Float64\" NumberOfComponents=
\"1\" format=\"ascii\">\n";

for (Particle* part : to_output)
out << part->rss << "\n";

out << "</DataArray>\n";

/*nearest-neighbor separation*/
out << "<DataArray Name=\"rsep\" type=\"Float64\" NumberOfComponents=
\"1\" format=\"ascii\">\n";

for (Particle* part : to_output)
out << part->rsep << "\n";

out << "</DataArray>\n";

/*plume angle*/
out << "<DataArray Name=\"angle\" type=\"Float64\" NumberOfComponents=
\"1\" format=\"ascii\">\n";

for (Particle* part : to_output)
out << part->angle << "\n";

out << "</DataArray>\n";
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/*close out tags*/
out<<"</PointData>\n";

out<<"</Piece>\n";
out<<"</PolyData>\n";
out<<"</VTKFile>\n";

out.close();
}
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/*Field is a container for mesh node data division by volume*/
#ifndef _FIELD_H
#define _FIELD_H

#include <ostream>

template <typename T>
struct vec3 {

vec3 (const T u, const T v, const T w) : d{u,v,w} {}
vec3 (const T a[3]) : d{a[0],a[1],a[2]} {}
vec3 (): d{0,0,0} {}
T& operator[](int i) {return d[i];}
T operator[](int i) const {return d[i];}
vec3<T>& operator=(double s) {d[0]=s;d[1]=s;d[2]=s;return (*this);}
vec3<T>& operator+=(vec3<T> o) {d[0]+=o[0];d[1]+=o[1];d[2]+=o
[2];return(*this);}

vec3<T>& operator-=(vec3<T> o) {d[0]-=o[0];d[1]-=o[1];d[2]-=o
[2];return(*this);}

vec3<T> operator/(double s) {vec3<T>o; o[0]=d[0]/s;o[1]=d[1]/s;o[2]=d
[2]/s;return o;}

vec3<T> operator/=(double s) {d[0]/=s;d[1]/=s;d[2]/=s;return (*this);}

//dot product of two vectors
friend T dot(const vec3<T> &v1, const vec3<T> &v2) {

T s=0; for (int i=0;i<3;i++) s+=v1[i]*v2[i];
return s; }

//vector magnitude
friend T mag(const vec3<T> &v) {return sqrt(dot(v,v));}

//unit vector
friend vec3<T> unit(const vec3<T> &v) {return vec3(v)/mag(v);}

//cross product
friend vec3<T> cross(const vec3<T> &a, const vec3<T> &b) {

return {a[1]*b[2]-a[2]*b[1], a[2]*b[0]-a[0]*b[2], a[0]*b[1]-a[1]*b
[0]};

}

protected:
T d[3];

};

//vec3-vec3 operations
template<typename T> //addition of two vec3s
vec3<T> operator+(const vec3<T>& a, const vec3<T>& b) {

return vec3<T> (a[0]+b[0],a[1]+b[1],a[2]+b[2]); }
template<typename T> //subtraction of two vec3s
vec3<T> operator-(const vec3<T>& a, const vec3<T>& b) {
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return vec3<T> (a[0]-b[0],a[1]-b[1],a[2]-b[2]); }
template<typename T> //element-wise multiplication of two vec3s
vec3<T> operator*(const vec3<T>& a, const vec3<T>& b) {

return vec3<T> (a[0]*b[0],a[1]*b[1],a[2]*b[2]); }
template<typename T> //element wise division of two vec3s
vec3<T> operator/(const vec3<T>& a, const vec3<T>& b) {

return vec3<T> (a[0]/b[0],a[1]/b[1],a[2]/b[2]); }

//vec3 - scalar operations
template<typename T> //scalar multiplication
vec3<T> operator*(const vec3<T> &a, T s) {

return vec3<T>(a[0]*s, a[1]*s, a[2]*s);}
template<typename T> //scalar multiplication 2
vec3<T> operator*(T s,const vec3<T> &a) {

return vec3<T>(a[0]*s, a[1]*s, a[2]*s);}

//output
template<typename T> //ostream output
std::ostream& operator<<(std::ostream &out, vec3<T>& v) {

out<<v[0]<<" "<<v[1]<<" "<<v[2];
return out;

}

using double3 = vec3<double>;
using int3 = vec3<int>;

template <typename T>
class Field_
{
public:

/*constructor*/
Field_(int ni, int nj, int nk) :
ni{ni}, nj{nj}, nk{nk}
{

//allocate memory for a 3D array
data = new T**[ni];
for (int i=0;i<ni;i++)
{

data[i] = new T*[nj];
for (int j=0;j<nj;j++) data[i][j] = new T[nk];

}

clear();
}

//another constructor taking an int3
Field_(int3 nn) : Field_(nn[0],nn[1],nn[2]) {};
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//copy constructor
Field_(const Field_ &other):
Field_{other.ni,other.nj,other.nk} {

for (int i=0;i<ni;i++)
for (int j=0;j<nj;j++)

for (int k=0;k<nk;k++)
data[i][j][k] = other(i,j,k);

}

//move constructor
Field_(Field_ &&other):

ni{other.ni},nj{other.nj},nk{other.nk} {
data = other.data; //steal the data
other.data = nullptr; //invalidate

}

//move assignment operator
Field_& operator = (Field_ &&f) {data=f.data;

f.data=nullptr; return *this;}

//destructor: release memory
~Field_() {

//don't do anything if data is not allocated (or was moved away)
if (data==nullptr) return;

for (int i=0;i<ni;i++)
{

for (int j=0;j<nj;j++)
delete[] data[i][j];

delete[] data[i];
}

delete[] data;
}

//overloaded operator [] to allow direct access to data
T** operator[] (int i) {return data[i];}

/*returns data[i][j][k] marked as const to signal no data change*/
T operator() (int i, int j, int k) const {return data[i][j][k];}

/*sets all values to some scalar*/
void operator =(double s) {

for (int i=0;i<ni;i++)
for (int j=0;j<nj;j++)
for (int k=0;k<nk;k++)
data[i][j][k] = s;

}
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/*performs element by element division by another field*/
void operator / (const Field_ &other) {

for (int i=0;i<ni;i++)
for (int j=0;j<nj;j++)

for (int k=0;k<nk;k++) {
if (other.data[i][j][k]!=0)

data[i][j][k] /= other.data[i][j][k];
else

data[i][j][k] = 0;
}

}

/*increments values by data from another field*/
Field_& operator += (const Field_ &other) {

for (int i=0;i<ni;i++)
for (int j=0;j<nj;j++)

for (int k=0;k<nk;k++)
data[i][j][k]+=other(i,j,k);

return (*this);
}

/*performs element by element multiplication by a double*/
Field_& operator *= (double s) {

for (int i=0;i<ni;i++)
for (int j=0;j<nj;j++)

for (int k=0;k<nk;k++)
data[i][j][k]*=s;

return (*this);
}

/*performs element by element division by a double*/
Field_& operator /= (double s) {

for (int i = 0; i < ni; i++)
for (int j = 0; j < nj; j++)

for (int k = 0; k < nk; k++)
if (s != 0)

data[i][j][k] /= s;
else

data[i][j][k] = 0;
return (*this);

}

//multiplication operator, returns f*s
friend Field_<T> operator*(double s, const Field_<T>&f) {

Field_<T> r(f);
return r*=s;

}
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//multiplication of a field by a field of doubles
friend Field_<T> operator*(const Field_<T>&f1, const Field_<T>&f2) {

Field_<T> r(f1);
for (int i=0;i<f1.ni;i++)

for (int j=0;j<f1.nj;j++)
for (int k=0;k<f1.nk;k++)

r[i][j][k] = f1(i,j,k)*f2(i,j,k);
return r;

}

//division of a field by a field of doubles
friend Field_<T> operator/(const Field_<T>&f, const Field_<double>&d) 
{

Field_<T> r(f);
for (int i=0;i<f.ni;i++)

for (int j=0;j<f.nj;j++)
for (int k=0;k<f.nk;k++)
{

if (d(i,j,k)!=0) //check for div by zero
r[i][j][k] = f(i,j,k)/d(i,j,k);

else
r[i][j][k] = 0;

}
return r;

}

/*returns index for node (i,j,k)*/
int U(int i, int j, int k) {return k*ni*nj+j*ni+i;}

/*sets all data to zero*/
void clear() {(*this)=0;}

/* scatters scalar value onto a field at logical coordinate lc*/
void scatter(double3 lc, T value)
{

int i = (int)lc[0];
double di = lc[0]-i;

int j = (int)lc[1];
double dj = lc[1]-j;

int k = (int)lc[2];
double dk = lc[2]-k;

data[i][j][k] += (T)value*(1-di)*(1-dj)*(1-dk);
data[i+1][j][k] += (T)value*(di)*(1-dj)*(1-dk);
data[i+1][j+1][k] += (T)value*(di)*(dj)*(1-dk);
data[i][j+1][k] += (T)value*(1-di)*(dj)*(1-dk);
data[i][j][k+1] += (T)value*(1-di)*(1-dj)*(dk);
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data[i+1][j][k+1] += (T)value*(di)*(1-dj)*(dk);
data[i+1][j+1][k+1] += (T)value*(di)*(dj)*(dk);
data[i][j+1][k+1] += (T)value*(1-di)*(dj)*(dk);

}

/* gathers field value at logical coordinate lc*/
T gather(double3 lc)
{

int i = (int)lc[0];
double di = lc[0]-i;

int j = (int)lc[1];
double dj = lc[1]-j;

int k = (int)lc[2];
double dk = lc[2]-k;

/*gather electric field onto particle position*/
T val = data[i][j][k]*(1-di)*(1-dj)*(1-dk)+

data[i+1][j][k]*(di)*(1-dj)*(1-dk)+
data[i+1][j+1][k]*(di)*(dj)*(1-dk)+
data[i][j+1][k]*(1-di)*(dj)*(1-dk)+
data[i][j][k+1]*(1-di)*(1-dj)*(dk)+
data[i+1][j][k+1]*(di)*(1-dj)*(dk)+
data[i+1][j+1][k+1]*(di)*(dj)*(dk)+
data[i][j+1][k+1]*(1-di)*(dj)*(dk);

return val;
}

//incorporates new instantaneous values into a running average
void updateAverage(const Field_ &I) {

for (int i=0;i<ni;i++)
for (int j=0;j<nj;j++)

for (int k=0;k<nk;k++)
data[i][j][k] = (I(i,j,k)+ave_samples*data[i][j][k])/

(ave_samples+1);
++ave_samples; //increment number of samples

}

template<typename S>
friend std::ostream& operator<<(std::ostream &out, Field_<S> &f);
const int ni,nj,nk; //allocated dimensions

protected:
T ***data; /*data held by this field*/
int ave_samples = 0; //number of samples used for averaging

};
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/*writes out data to a file stream*/
template<typename T>
std::ostream& operator<<(std::ostream &out, Field_<T> &f)
{

for (int k=0;k<f.nk;k++,out<<"\n")
for (int j=0;j<f.nj;j++)

for (int i=0;i<f.ni;i++) out<<f.data[i][j][k]<<" ";
return out;

}

//some typedefs
using Field = Field_<double>;
using FieldI = Field_<int>;
using Field3 = Field_<double3>;
using dvector = std::vector<double>;

#endif
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