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Distributed Channel Access Scheduling
for Ad Hoc Networks

Lichun Bao and J.J. Garcia-Luna-Aceves
School of ENgineering
University of California, Santa Cruz
{baol c, jj}@oe.ucsc.edu

ABSTRACT scheduling access to a common channel is one of the classic

Using two-hop neighborhood information, we develop fou'\gp_hard problems in graph theory-golorability on nodes or

approaches for time-division channel access schedulingdin €dges) [6] [7] [14]. Polynomial algorithms are known to anfe

. C oo ; . suboptimal solutions using randomized approaches or $tasi
hoc networks with omni-directional antennas, which are\ckst :
. . based on such graph attributes as the degree of the nodes.
from a novel approach to contention resolution that allows a o
. = 7 A unified framework for TDMA/FDMA/CDMA channel as-
group of contenders to elect deterministically one or npldti . . X
: . . i . signments, called UxDMA algorithm, was described by Ra-
winners in a given contention context (e.g., a time slotcepk .
- : . manathan [13]. UXDMA summarizes the patterns of many other
for the node activation multiple access (NAMA) which schesiu . ; ; .
channel access scheduling algorithms in a single framework

(rfurﬂ{nlingg?sgs(fx&ug)h aa?rl-r\:\%lsee (I:ir;]in;(:etk/:t]izr:"xui?p;?tl These algorithms are represented by UXDMA with different pa
b P rameters. The parameters in UXDMA are the constraints put

cess (PAMA) and hybrid activation multiple access (HAMA) ar

. . -on the graph entities (nodes or links) such that entitiezsteel
all dependent on the physical layer that is capable of crasti . .
) . L ! . by the constraints are colored differently. Based on th&dajlo
multiple channels using the code division multiplexingesoh.

The throughput and delay characteristics of these pro®aol topology, UXDMA computes the node or edge coloring, which

) i . correspond to channel assignments to these nodes or litks in
randomly generated multihop wireless networks are stublied _; .
time, frequency or code domain.

analyses and simulation, and their performances are coegpar .
. . ! . A number of topology-transparent scheduling methods have
against a well-known static scheduling algorithm basedam-<¢ i )
. ) . een proposed [3] [9] [11] to provide conflict-free channel a
plete topology information, and the ideal CSMA and CSMA/ o ; )
cess that is independent of the radio connectivity around an

protocols. _ _ given node. The basic idea of the topology-transparentkdhe

Keywords—Channel access scheduling, medium access control protdco ing approach is for a node to transmit in a number of time slots
MAC, ad hoc network.
in each time frame. The times when nadeansmits in a frame
corresponds to a unique code such that, for any given neighbo
of 4, nodei has at least one transmission slot during which node

Channel access protocols for ad hoc networks can be n@nand none ofi’s own neighbors are transmitting. Therefore,
deterministic or deterministic. The non-deterministipegach within any given time frame, any neighbor of nodean re-
started with ALOHA and CSMA [10] and continued with sevceive at least one packet from nodeonflict-free. An enhanced
eral collision avoidance schemes, of which the IEEE 80b)L1{opology-transparent scheduling protocol, TSMA (Timeeut
standard for wireless LANs [5] being the most popular exanMultiple Access), was proposed by Krishnan and Sterbenf [11
ple to date. However, as the network load increases, netw@gkreliably transmit control messages with acknowledgment
throughput drastically degrades because the probabfltgli- However, TSMA performs worse than CSMA in terms of de-
sions rises, preventing stations from acquiring the channe  |ay and throughput [11].

On the other hand, deterministic access schemes set URVe propose a neighbor-aware contention resolution (NCR)
timetables for individual nodes or links, such that the srais-  algorithm. Using only the identifiers of the contenders amal t
sions from the nodes or over the links are conflict-free in th&irrent contention context number, NCR derives a randanize
code, time, frequency or space divisions of the channel. TBgority for each contender in a given contention contestef,
schedules for conflict-free channel access can be establisBach contender locally determines its eligibility to acct re-
based on the topology of the network, or it can be topology iBource in the contention context by comparing its priorifthw
dependent. other contenders’. Because the scheduling is dynamic,dkepe

Topology-dependent channel access control algorithms Gag on the contention contexts, a different schedule isbesta
establish transmission schedules by either dynamically @ihed in each contention context. Equivalently, only tvedocs
changing and resolving time slot requests [4] [17], or prere needed in the graph coloring for two possible statesyat an
arrange a time-table for each node based on the networkdopehoment — transmission or reception. The color for transmis-
gies. Setting up a conflict-free channel access time-taliigp  sjon is used to the maximal extent in each contention sinati
ically treated as a node- or link- coloring problem on graphs |n ad hoc networks, the contention to the channel happens
representing the network topologies. The problem of optima among neighbors within two hops from each node, and the con-

I. Introduction



tention context corresponds to the time slot in time-déviginul- NCR(. 1)

tiple access scheme. Based on the NCR algorithm, four nteultip { J* Initialize. */

access protocols are derived, which respectively schathde 1 for (k € M;U{i})
activation (NAMA) suitable for broadcast communicationkl 2 kprio=Hash(k &) ok;
activation (LAMA) and pair-wise link activation (PAMA) for /* Resolve leadership. */
unicast communication, and hybrid activation (HAMA) fortho 3 if (Vk € M;, i.prio > k.prio)

4 1 is the leader;

unicast and broadcast communications. } * End of NCR. */

Section Il presents the NCR algorithm and analyzes the
packet delay encountered in a general queuing model under ce
tain contention level. Section Il describes the four schied)
protocols. Section IV derives the channel access proliasili
of the four protocols in randomly generated ad hoc networks,Figure 1 describes the NCR algorithm. Basically, NCR gen-
and compares the throughput attributes of two of the proterates gpermutationof the contending members, the order of
cols with those of ideal carrier sensing multiple accessM8p which is decided by the priorities of all participants. Sirtbe
and carrier sensing multiple access with collision avoadanpriority is a pseudo-random number generated from the con-
(CSMAJCA) schemes. Section V presents the results of siention context that changes from time to time, the pernartat
ulations that provide further insights on the performanified also becomes random such that each entity has certain pkobab
ences among the four scheduling protocols and the corréspoity, commensurate to its contention level,
ing static scheduling approaches based on UxDMA.

Figure 1. NCR Specification.

1

G @

II. Neighbor-Aware Contention Resolution e

A. Specification being elected in each contention context.

No limited to ad hoc network scenarios, the neighbor-awareBecause it is assumed that contenders have mutual knowledge
contention resolution (NCR) envisions a special electimmbp andt is synchronized, the order of contenders based on the pri-
lem for an entity to locally decide the leadership statugs#lf ority numbers is consistent at every participant, thus @Gingj
among a known set of contenders in any given contention camny conflict among contenders.
text. We assume that the knowledge of the contenders for each ) ]
entity is acquired by an appropriate means, depending on e Dynamic Resource Allocation
specific applications. For example, in the ad hoc networksiof  The description of NCR provided thus far evenly divides the
interest, the contenders of each node are the neighbor;witshared resource among the contenders. In practice, thendisma
two hops, which can be obtained by each node periodicaihpm different entities may vary, which requires approfeial-
broadcasting the identifiers of its one-hop neighbors [1}r-F |ocation of the shared resource. There are several appesach
thermore, NCR requires that each contention context be-idégr allocating variable portion of the resource accordiagr-
tifiable, such as the time slot number in networks based ord@idual demands. In any approach, an entity, sageeds to
time-division multiple access scheme. specify its demand by an integer value chosen from a given in-

Thus, the election problem for neighbor-aware contentsa r teger set, denoted by. Because the demands need to be propa-
olution is be formulated as :“Given a set of contende¥s, gated to the contenders before the contention resolutiocess,
against entityi in contention context, how should the prece- the integer set should be small and allow enough granularity
dence of entity; in the set); U {i} be established, such thataccommodate the demand variations while avoiding the exces
every other contender yields to entityvhenever entity estab- control overhead caused by the demand fluctuations.
lishes itself as the leader for the shared resource?” Suppose the integer set is from Ofinclusive, the following

To decide the precedence of an entity without incurring corthree approaches provide resource allocation schem eyl
munication overhead among the contenders, we assign titye ent the portion of the resource allocated on a given integkreza

a priority that depends on the identifier of the entity andear If the resource demand is 0, the entity has no access to thedsha
according to the known contention context so that the d¢oiter resource.

for the leadership is deterministic and fair among the codées. _ -
Eq. (1) provides a formula to derive the priority, denoted bB.1 Pseudo identities

i.pri o, for entity in contention context. An entity assumep pseudo identities, each defined by the
o _ _ concatenation of the entity identifier and a number frorto
iprio=Hash(i®t)®i, (1) p. For instance, entity with resource demang; is assigned

where the functiomash(z) is a fast message digest generatd¥ith the following pseudo identities: © 1,7 © 2, ---, 7 © pi.

that returns a random integer in ranffe M| by hashing the Each identit_y works for t_he entity as a contend_er to_t_he ghare
input valuez, and the signé’ is designated to carry out the résource. Figure 2 specnjes NCR with pseudo |den_t|t|es_ (NCR
concatenation operation on its two operands. Note thatiewh?!) for resolving contentions among contenders with défer
the Hash function can generate the same number on differeffSource demands. _ _

inputs, each priority number is unique because the pridsity The portion of the resource available to an entiity NCR-PI
appended with identifier of the entity.



NCR-PI(i, ) process with raté\ and are served according to the first-come-

/* Initialize each entityk with demandpy. */ first-serve (FIFO) discipline. Specifically, we consides thme-
1 for (k€ M;U{i}and1 <1 < py) division scheme in which the server computes the accessische
2 ®ehprio=Hashkolo) okl ules by the time-slot boundaries, and the contention corigex

/* Resolve leadership. */ the time slot. Therefore, the queuing system with NCR as the
3 if(Ik,l:keM;1<I<pgand ‘ _ access mechanism is an M/G/1 queuing system with server va-
‘51' j@goﬁtﬁeﬁééé’é’ (k@1).prio>(i®m).prio) cations, where the server takes a fixed vacation of one tiote sl
6 else when there is no client in the queue at the beginning of eau ti
7 1 is the leader; slot.

} /" End ofNCR-P1.*/ The system delay of a client using NCR scheduling algorithm

can be easily derive from the extended Pollaczek-Kinchin fo
mula, which computes the service waiting time in an M/G/1
gueuing system with server vacations [2]

Figure 2. NCR-PI Specification.

is proportional to its resource demand as follows: - -
AX?2 V2
pi W N + —
G==""—- 3) 2(1-)X) 2V
EkEMi,U{i} Dk

whereX is the service time, and is the vacation period of the
B.2 Root operation server.

Assuming enough computing power for floating point oper- According to the NCR algorithm, the service tini¢ of a
ations at each node, we can use the root operator to achiBggd-of-line client is a discrete random variable, goveinga
the same proportional allocation of the resource amongahe ¢ 9eometric distribution with parametgrwhereg is the probabil-
tenders as in NCR-PI. ity of the server accessing the shared resource in a timgasot

Given that the upper bound of functidtash in Eq. (1) is given b_y Eq. (2). Therefore, the probability distributiamttion
M, substituting line 2 in Figure 1 with the following formula®f service timeX is
generates a new algorithm which provides the same resource o b1
allocation characteristic as shown in Eq. (3). PiX=kt=010-9"q,

h a wherek > 1. Therefore, the mean and second moments of
kprio= (W) "k ) (4) random variableX are:
2—q

X2 = =

- 1
B.3 Multiplication X = 7’

Simpler operations, such as multiplication in the priocitym- ) ] o ) = o
putation, can provide non-linear resource allocation etiog Becauseé’ is a fixed parameter, it is obvious thidt= V2 = 1.
to the resource demands. Substituting line 2 in Figure 1(%q. Therefore, the average waiting period in the queue is:

offers another way of computing the priorities for entities

k.prio = (Hash(k&t) p) Bk . (5) T 2q(g-N) 2

According to Eq. (5), the priorities corresponding to dif- Adding the average service time to the queuing delay, we get
ferent demands are mapped onto different ranges, and eHie overall delay in the system:
ties with smaller demand values are less competitive agains 9+ g —2)\
those with larger demand values in the contentions, thus cre T=W+Xx=2""9"24 (6)
ating greater difference in resource allocations than itheat 2(g =2

allocation schemes provided by Eg. (3) and Eq. (4). For exam-rpq propapilities of the server winning a contention cohtex

ple, among a group of entities, b andc, SUPPOS&. = 1, e different, and so are the delays of clients going thrcthgh
Py = 2,pc =3 ar.1d.P :13' 1Then the {es?urcle alllocatlons Wserver, Figure 3 shows the relation between the arrivalaate
a, b andc are statistically; - 5 = 0.11, 5 - 5+ 5 - 5 = 0.28, 5 system delay of clients in the queuing system, givernifit

1 1 1 1 1 1 H I . .
33 t35° 3135 1= 006l respectively. resource access probabilities. To keep the queuing system i

For simplicity, the rest of this paper addresses NCR withog{eady state, it is necessary that ¢ as implied by Eqg. (6).
dynamic resource allocation.

C.2 System throughput
C. Performance

Because of the collision freedom, NCR guarantees success-
ful service to the clients. Therefore, the throughput ofg¢berer

We assume NCR as an access mechanism to a shared resdtheeentity) over the shared resource is the minimum of tieatl
at a server (an entity), and analyze the average delay exped arrival rate and the resource access probability. Conisigex|
by each client in the system according to the M/G/1 queuingntenders for the shared resource, the overall systernghro
model, where clients arrive at the server according to a$eaois put is the summary of the throughput at individual entitiée

C.1 System delay



Average Packet Delays in the System TABLE I

60 NOTATION
_.50r
i)
o
»m 40} iprio The priority of nodes.
g (u,v).pri o  The priority of link (u, v).
Z 30 i.code The code assigned to nodédor either reception
= or transmission. . .
= i.State The activation state of nodefor either reception
201 or transmission.
ko) Tx Transmission state.
o 10} Rx Reception state.
in The transmitter to node
i.out The receiver set of node
0 * * * * 1.Q(z.out) The packet queues for the eligible receivers in
0 0.1 0.2 0.3 0.4 0.5 iout.
Arrival Rate A (Packet/Time Slot) N¢ The set of one-hop neighbors assigned with code
c at nodei.
. [statement A more complex and yet easy-to-implement op-
Figure 3. Average system delay of packets. eration than an atomic statement, such as a func-

tion call.

have the following system throughpftcombined from each
and every entityk that competes for the shared resource:
(u,v) € E implies that(v,u) € E, and that node, andv are
S= " min(\, ) (7)  within the transmission range of each other, so that theyegan
k change packets via the wireless channel. In this case, mode
whereg, is the probability that: may access the resource, angdv are calledone-hop neighborgo each ?ther. The set of
A, is the client arrival rate ak. one-hop nelghbors of a nodés denoteq asv;. Two node_s are
calledtwo-hop neighbor$o each other if they are not adjacent,
lIl. Channel Access Protocols but have at least one common one-hop neighbor. The neighbor

nformation of node refers to the union of the one-hop neigh-

In this section, we apply the NCR algorithm to derivi} - . X
four channel access protocols in ad hoc networks with om ors of node! itself and the one-hop neighbors & one-hop

directional antennas. neighbors, which equals

A. Modeling of Network and Contention N U( U1 le) :
We assume that each node is assigned a unique identifier, and TN
is mounted with an omni-directional radio transceiver isata-  In multihop wireless networks, a single radio channel is-spa
pable of communicating using DSSS (direct sequence spré@dly reused at different parts of the network. Hiddemteral
spectrum) on a pool of well-chosen spreading codes. The ragioblem is the main cause of interference and collision in@zl
of each node only works in half-duplex mode,, either trans- networks, and involves nodes within at most two hops. To en-
mit or receive data packet at a time, but not both. sure conflict-free transmissions, it is sufficient for nodéthin
In multihop wireless networks, signal collisions may b&vo hopsto not transmit on the same time, code and frequency
avoided if the received radio signals are spread over differ coordinates. Therefore, the topology information withivot
codes or scattered onto different frequency bands. Bedhasehops provides the contender information required by the NCR
same codes on certain different frequency bands can be-eqaigorithm. When describing the operation of the channe¢ssc
alently considered to be on different codes, we only comsiderotocols, we assume that each node already knows its neigh-
channel access based on a code division multiple accessschéor information within two hops. Bao and Garcia-Luna-Acgve
Time is synchronized at each node, and nodes access dRgcribed a neighbor protocol for acquiring this inforroatin
channel based on slotted time boundaries. Each time slotmgbile ad hoc networks [1].
long enough to transmit a complete data packet, and is num- )
bered relative to a consensus starting point. Although zglotP' Code Assignment
time synchronization is desirable, only limited-scopeayno- We assume that the physical layer is capable of direct se-
nization is necessary for scheduling conflict-free chaanekss quence spread spectrum (DSSS) transmission technique. In
in multihop ad hoc networks, as long as the consecutive tra¥SSS, the code assignments are categorized into transmitte
missions in any part of the network do not overlap across tinogiented, receiver-oriented or a per-link-oriented schem
slot boundaries. Time synchronization has to depend on-phygich are also referred to as TOCA, ROCA and POCA, respec-
ical layer timing and labeling for accuracy, and is outside t tively (e.g, [8] [12]). The four channel access protocols de-
scope of this paper. scribed in this paper adopt different code assignment sekem
The topology of a packet radio network is represented bytlaus providing different features.
graphG = (V, E), whereV is the set of network nodes, and We assume that a pool of well-chosen orthogonal pseudo-
E is the set of links between nodes. The existence of a limoise codesC,, = {cx | k¥ = 0, 1,---}, is available in the



signal spreading function. The spreading code assignedde nto NAMA, there are three node$, G andE able to transmit be-
i is denoted byi.code. During each time slot, a new spread- cause their priorities are the highest in their respectiw@ hop
ing code is assigned to nodelerived from the priority of node neighborhood.

i, using Eq. (8).

D. LAMA
i.code = ¢y, k=i.pri o mod|Cp,| . (8)  In LAMA (Link Activation Multiple Access), the code as-
Table | summarizes the notation used in the the paper to nment for data transmission is receiver-oriented, whi
scribe the channel access protocols. suitable for unicasting using a link-activation schemee phr-
pose of LAMA is to determine which node is eligible to trans-
C. NAMA mit, and find out which outgoing link from the node can be ac-

The node-activation multiple access (NAMA) protocol ret—'Vated in the current time slot.

quires that the transmission from a node is received by tlee on LAMA (3, t)
hop neighbors of the node without collisions. That is, when a {

node is activated for channel access, the neighbors witn t " Initialize. *f

hops of the node should not transmit. Therefore, the comtend 1 for(keNjU (Ujezvg Ni )
setM; of nodei is the one-hop and two-hop neighbors of node g k-Prki g:i ganigék‘gé t)léBk:
. . . . n=~kK. n s
i, which isN}! U (UjeN} N}) —{i}. 1 k.code = ¢, P
5

NAMA (z, t)
/* Resolve nodal state. */
if (vk € N}, i.prio>k.prio){

I* Initialize. */ 6
7 i.state=Tx;
8
9

1 M;=N}u (U]EN} N}) — {4 iout =0;
2 for (k€ M; U{i})) for (c: 3k € N}, c = k.code) {
3 k.prio=Hash(k & t) ®k; - i
p (ko) 10 M; =N} U (UJ.EN; le) — {i};

/* Resolve nodal state. */ 11 if (V7 € M;, i.pri o> j.prio)
4 if (Vk € M;, i.prio > k.prio){ 12 i.out =4.0ut UNY;
5 i.state =Tx; 13 }
6 iout =N} _
7 [ Transmit the earliest packet irQ(z.out ) ]; 14 if (3k : k € i.out and
8 } [ £ has the earliest packet irQ(i.out ) )
9 else{ 15 [ Transmit the packet inQ({k}) onk.code ;
10 i.stat e = Rx; 16
11 [ Listen to the channel J; 17 else{
12 } 18 i.state=Rx;
} ¥ End of NAMA . %/ 19 [ Listen to transmissions arcode J;

20

}
} 1* End of LAMA . */
Figure 4. NAMA Specification.

Figure 4 specifies NAMA. Because only nodés able to Figure 6. LAMA Specification.

transmit within its two-hop neighborhood when nodés ac- ) - o ) )
tivated, data transmissions from nodean be successfully re- . Figure 6 specifies LAMA for activating a link from noden
ceived by all of its one-hop neighbor. Therefore, NAMA is aap time slott. Node: f|_rst_ initializes the_ priorities and code assign-
ble of collision-free broadcast, and does not necessaijyire MeNts of nodes within two hops (lines 1-5), and determires it
code-division channelization for data transmissions. eligibility to transmit (line 6). If eligible, node examines each
reception code assigned to its one-hop neighbors, and decides

whether nodé can activate links to the one-hop neighbor subset
N¢, in which all nodes are assigned caodldlines 9-12). Here,
the set of contenders to nodés V¢ and one-hop neighbors of
nodes inN¢, excluding node (line 10). Then node selects
and transmits the earliest packet to one of the receiversirt
(lines 14-15 according to FIFO). If nodés not able to transmit,
it listens on the code assigned to itself (lines 17-20).
Figure 7 illustrates a contention situation at nade a time
slot. The topology is represented by an undirected graple Th
Figure 5. An example of NAMA operation. number beside each node represents the current priorityeof t
node. Nodej andk happen to have the same cadeTo deter-
Figure 5 provides an example of how NAMA operates in mine if node; can activate links on code, we compare prior-
multihop network. In the figure, the lines between nodes-indties of nodes according to LAMA. Nodgehas the highest pri-
cate the one-hop relationship, the dotted circles indittadeef-  ority within one-hop neighbors, and higher priority thardeg
fective transmission ranges from nodes, and the node pei®ri andk as well as their one-hop neighbors. Therefore, niockn
in the current time slot are given beside each node. Accgrdiactivate eithe(:, j) or (¢, k) in the current time slot depending




Non-contending Link

Contending Link possible collision and deactivate lifk, d) for the current time

— Active Link @ slot using PAMA lines 23-26 in Figure 8.
5
@ 14/ 19 F. HAMA
11 23 D ® Unlike previous channel access scheduling protocols ttat a
@_ _ tivate either nodes or links only, HAMA (hybrid activatioruta
8 \x®21 20 tiple access) is a node-activation channel access pratoabis
© O capable of broadcast transmissions, while also maximittieg
s chance of link activations for unicast transmissions. Todec
@ assignment in HAMA is the TOCA scheme.

In each time slot, a node derives its state by comparing its ow
priority with the priorities of its neighbors. We requireatonly
nodes with higher priorities transmit to those with loweiopi
on the back-logged data flows at nadén addition, node may ties. Accordingly, HAMA defines the following node states:
activate link(e, d) if noded is assigned a code other than codeR Receiver The node has an intermediate priority among its

Figure 7. An example of LAMA operation.

T. one-hop neighbors.
D Drain: The node has the lowest priority among its one-hop
E. PAMA neighbors, and can only receive a packet in the time slot.

PAMA (Pairwise-link Activation Multiple Access) is differ BT Broadcast Transmitterthe node has the highest priority
ent from NAMA and LAMA in that the link priorities are used within its two-hop neighborhood, and can broadcast to i&-on
in the contention resolution for channel access, insteaithef hop neighbors.
node priorities. The priority of linKwu, v) is computed accord- UT Unicast Transmitter the node has the highest priority

ing to Eq. (9), which is an adaptation of Eq. (1). among its one-hop neighbors, instead of two-hop. Therefore
the node can only transmit to a selected subset of its one-hop
(u,v).prio=Hash(u®v®dt)Dud v, (9) neighbors.

_— . . DT Drain Transmitter the node has the highest priority
Based on the priorities of the incident links to a node, PAM%mong the one-hop neighbors obaain neighbor.

chooses the link with the highest priority for reception rams- Y Yield The node could have been in either UT- or DT-state,

mission at the node. Hence, the set of contenders of a link [yt chooses to abandon channel access because its traoamiss

cludes all other links incident to the endpoints of the link. may incur unwanted collisions due to potential hidden sesirc
PAMA uses POCA code assignment scheme, in which a cagle, iis two-hop neighbors.

is assigned per transmitter-receiver pair. However, b88@&l g re 10 specifies HAMA. Lines 1-8 compute the priorities

node can act_lvate only one incident link for_enher_transms and code assignments of the nodes within the two-hop neighbo

or recgptlon in each time slot, the POCA is equivalent to the 4 o node using Eq. (1) and Eq. (8), respectively. Depend-

transmitter-oriented (TOCA) scheme. ing on the one-hop neighbor information of nodl@nd node

_ Figure 8 specifies PAMA. Lines 1-5 assign codes to the nodes. 1 “hoge; classifies the status of nogeand itself into
in the two-hop neighborhood of nodeThen the priorities of the (o aiver (R or D) or transmitter (UT) state (lines 9-14).

incident links at node and its one-hop neighbors are computed s o de; happens to be a unicast transmitter (UT), théur-
(lines 7-10). The link with the highest priority at each nasle yher checks whether it can broadcast by comparing its pyiori
marked for active incoming link (lines 13-16) or active 00l \yith those of its two-hop neighbors (lines 15-17). If nads a
link (lines 17-20). If node has an active outgoing link, which Receive(R), it checks whether it has a neighbjdn Drain state
is also an active incoming link at the receiver (line 21), aod(D) to which it can transmit, instead (lines 18-21). If yesfdre
i further examines the hidden terminal problem at other nodgsqe; becomes thelrain transmitter (DT), it needs to make sure

(lines 23-26). If node can still transmit, it selects the packetyq; it is not receiving from any one-hop neighbor (linesZs)-
for the active outgoing link and transmits éwode (lines 28-  agar that, nodei decides its receiver set if it is in transmitter

29). O_therwisez nodelistens on the code assigned to the activg ;o (BT, UT or DT), or its sources if in receiver state (R or
incoming link (lines 31-34). D). A receiveri always listens to its one-hop neighbor with the
highest priority by tuning its reception code into that ridigr’s

b < transmission code (lines 26-42).
QN If a transmitter; unicasts (UT or DT), the hidden terminal
k problem should be avoided, in which case noédene-hop re-
a ceiver may be receiving from two transmitters on the samecod
(lines 43-45).
Figure 9. An example of hidden terminal problem in PAMA. Finally, nodei in transmission state may send the earliest ar-

rived packet (FIFO) to its receiver sebut , or listens if it is a
Figure 9 illustrates a simple example network, in which a coleceiver (lines 46-58). In case of the broadcast state (BTipy
lision happens at nodewhen link (a, b) and(c, d) are activated choose to send a unicast packet if broadcast buffer is empty.
using the same code. However, node: is able to know the  Figure 11 provides an example of how HAMA operates in a



PAMA (i, £)
/* Initialize. */ 17 elseif(3j € N},Vu € Né,
1 1 18 ((k,7).prio> (k,u).prio|u#j) and
1 for (ke Ny U (Uen MDA 19 (gc,j)?pri 0> (sl,k)?pri 0) |
2 k.pri o=Hash(k & t) ®k; 20 kout = {j};
3 n=k.pri omod |Cpnl;
4 k.code =cp; /* Nodal states. */
5 } 21 if G.out = {k} andk.in=1){
22 i.state=Tx;

6 for (ke NZ.1 U{i}){ /* Hidden terminal avoidance. */

[* Link priorities. */ 23 if Que N} —{k}, win=wv, v#iand
7 for (j € N}) { 24 i.code = v.code and
8 (k,j)-prio=Hash(k @ j®t) Ok ® j; 25 (v € N} andu € vout)or (v € N}Y))
9 (j,k).prio=Hash(j®kDt)®j ® k; 26 iout =0;
10

27 if ([ There is a packet in.Q(z.out ) ])

11 kin=-1; 28 [ Transmit the packet oincode J;
12 k.out =0; 29 }

/* Active incoming or outgoing link. */ 30 elseif(i.in=k){
13 if (35 € N},Vue N}, 31 istate=Rx;
14 ((4,k).prio > (u,k).prio|u#j) and 32 [ Listen to transmissions dncode J;
15 (4, k).prio> (k,u).pri o) 33 }
16 kin=j; } 1* End of PAMA . */

Figure 8. PAMA Specification.
HAMA (i, t) * Find dests for Txs, and srcs for Rxs. */

26 switch (i.state) {
/* Every node is initialized in Receiver state. */ 27 caseBT:
1 istate=R; 28 w.out = {-1}; /* Broadcast. */
2 din=-1; 29 caseUT:
3 d.out =0; 30 for (j € N})
31 if (Vk € N} K #4,iprio>kprio)
[* Priority and code assignments. */ 32 iout =1out ujh;
4 for (k€ N} U(Ujent N 33  caseDT:
5 k.prio=Hash(t & k); 34 for (j € N})
6 n=k.pri omod|Cpn; 35 if(j.statezDandeeN;,k;«éi,z’.prio>k.prio)
7 k.code =¢y; 36 i.out =i.out U{j};
8 } 37 caseD, R:
38 if (3j € N} andVk € N}, k+#j, jprio>kprio){
/* Find UT and Drain. */ 39 iin=j;
9 for (vj € N} u{i}){ 40 i.code = j.code;
10 if (Vk € N]?, j.prio> k.prio) 41 )
11 j.stat & = UT; /* May unicast. */ 42 }
12 elseif (Vk € le, j.prio<k.prio) . ) ) .
13 j.state =D;/*ADrain. */ ! Hldden Terminal Avoidance. '/ '
14 43 if (istate € {UT,DT }and3j € N}, j.state s UT and
44 Jk € N]Hk.pri 0 > .pri oandk.code = i.code)
[*1f 4 is UT, see further if can become BT */ 45 wstate =Y,
15 if (z.state=UT and  Read ) y
1 i iDri i eady to communicate.
16 Vk € UJ’EN} Nj» k#i, iprio>kprio) 46 switch (Z.st ate) { *FIFO*/
17 i.St at e = BT; a7 caseBT:
B o 48 if (s.Qi.out 1]
/*1f i is Receiver; may become DT. */ 49 (pk(tg(= The )ezérligst packet inQ(i.out );
18 if (i.state=Rand 50 else
19  3JjeN},jstate=Dand 51 pkt= The earliest packet ihnQ(NV});
20 Vk€Nj,k#i, iprio>k.prio){ 52 Transmifpktoni.code; '
21 i.state=DT, 53 caseUT, DT:
54 pkt= The earliest packet ihQ(z.out );
/* Check ifi should listen instead. */ 55 Transmitpktoni.code;
22 if (3j € N!,jstate=UTand 56 caseD, R:
23 Vk € N;,k#j, jprio>kprio) 57 Receivepktoni.code;
24 i.st at e = R;/* ¢ has a UT neighboy. */ 58
25 } } 1* End of HAMA . */

Figure 10. HAMA Specification.

multihop network during a time slot. In the figure, the prioristate, because they have the lowest priorities among thei o
ties are noted beside each node. Nofl&as the highest pri- hop neighbors. NodeS and E become transmitters tdrains,
ority among its two-hop neighbors, and becomes a broadchstause they have the highest priorities around their otispe
transmitter (BT). Nodeg", G and H are receivers in thdrain drains. NodesB and D stay inreceiverstate because of their



Figure 11. An example of HAMA operation.

low priorities. Notice that in this example, only nodewould
be activated in NAMA, because nodewould defer to noded,
and noder would defer to nod€'. This illustrates that HAMA
can provide better channel access opportunities over NAMA,
though NAMA does not requires code-division channelizatio where
In contrast to NAMA, HAMA provides similar broadcasting t ot £\ 2

capability, in addition to the extra opportunities for sargpuni- a(t) = arccos 373 1- (5) : (10)
cast traffic with only a little more processing required oe th
neighbor information.

Figure 12. Becoming two-hop neighbors.

Thus, the probability of having at least one node in the stiade
area isl — e~ ", Adding up all nodes covered by the ring
IV. Throughput Analyses (r, 2r) around the node, multiplied by the corresponding prob-

In a fully connected network, it comes natural that the chaﬁvsmty of becoming two-hop neighbors, the average numiher o

nel bandwidth is evenly shared among all nodes using any oi‘o_hOp neighbors of a node is:

the above channel access protocols, because the priasities 5 [? B

nodes or links are uniformly distributed. However, in an ad h ng = pur /1 2t (1 —e ) dt .

network model where nodes are randomly placed over an infi-

nite plane, bandwidth allocation to a node is more generid, a Because the number of one-hop neighborsvis = pnr?,

much more complex. We first analyze the accurate channel agding the average number of one-hop and two-hop neighbors,

cess probabilities of HAMA and NAMA, then the upper boungve obtain the number of neighbors within two hops as:

of the channel access probability of PAMA and LAMA in this 9

model. Using the results in [16] and [15], the throughput of N, = N} 4+ ny = N (1 +/ 2% (1 _ e—B(t)) dt) )

NAMA and HAMA is compared with that of ideal CSMA and 1

CSMA/C_:A- o o For convenience, symb@l(N), U(N) andW (N) are intro-
For simplicity, we assumed that infinitely many codes aig;ced to denote three probabilities when the average nuaiber

available such that hidden terminal collision on the san®ecocqgntenders isy.

was not considered. T(N) denotes the probability of a node winning among its

contenders. Because the number of contenders followsdtoiss

distribution with meanV, and that all nodes have equal chances

Similar to the network modeling in [16] and [15], the netof winning, the probabilityl’( V) is the average over all possible

work topology is generated by randomly placing many nod@simbers of the contenders using Eq. (2):
on an infinitely large two-dimensional area independentlgt a

A. Geometric Modeling

uniformly, where the node density is denoteddyThe proba- T(N) = - LN_]C@—N _ eN—1-N .
bility of having £ nodes in an area of size follows a Poisson — k+1 k! NeN
distribution:
p(k, S) = (pS)F o PS Note thatk starts from 1 in the expression f@i{ V), because a
’ k! ' node with no contenders does not win at all.
The mean of the number of nodes in the area of SizepS. U(N) is the probability that a node has at least one contender,
Based on this modeling, the channel access contention bf edich is simply
node, is related with node densjiyand node transmission range UN)=1-e".

r. Let N; be the average number of one-hop neighbors covereq/[/(N) is introduced to denote

by the circular area under the radio transmission range otian

we haveN; = prr?. W(N):U(N)—T(N)zl—i(l—e_N).
Let N, be the average number of neighbors within two hops. N

As shown in Figure 12, two nodes become two-hop neighb@s NAMA

only if there is at least one common neighbor in the shadeal are

The average number of nodes in the shaded area is: BecauseN; denotes the average number of two-hop neigh-

bors, which is the number of contenders for each node in
B(t) = 2pr2a(t) NAMA, it follows that the probability that the node broadtas

’ is T(N-). Therefore, the channel access probability of a node in
NAMA is

gnvama =T (Na) . (11)



C. HAMA The probability density function (PDF) of nodgeat position

HAMA includes the node activation cases in NAMA in the is p(t)_ = 2¢. Therefore_, integratings on ¢ over Fhe range
broadcast state (BT). In addition, HAMA provides two moréo’ 1) W't_h PDFp(t) = 2t gives the average probability of node
states for a node to transmit in the unicast mode (UT and DFjPecoming a transmitter in the UT state:

Overall, if nodei transmits in the unicast state (UT and DT), 1 1
. . . W(Ny — S(t)) W(S(¢
nodei must have at least one neighoof which the probabil-  pyr z/ p32tdt = 2t (N S((t))) (5®) dt .
ity is 0 0
pu=U(N1) . Second, we consider the probability of unicast transmissio

In addition, the chances of unicast transmissions in ettreer ffom nodei to node; in the DT state. We denote the number

UT or the DT states depend on three factors: (a) the numi§éone-hop neighbors of nodgby ks, excluding nodes and
of one-hop neighbors of the source, (b) the number of one-héPf Which the average i&/;. Then, nodg requires the lowest

neighbors of the destination, and (c) the distance betwieen Priority among its; neighbors to be drain, and nodé requires
source and destination. the highest priority to transmit to node of which the average

probability over all possible values &f is:

NP N1 1TV
k3! ks +2ks+1 Ny

Pa =
kg:O

In addition, node has to lose to nodes residing in the side
lobe, marked byA(¢) in Figure 13. Otherwise, nodewould
enter the UT state. Denote the number of nodes in the side lobe
by k4, of which the average is

A(t) = 2p12 [g - a(t)] :

The probability of nodeé losing in the side lobe is thus

Figure 13. The unicast between two nodes.

po= Y AT a0 B wpaw).
First, we consider the probability of unicast transmission ka=1 ka! katl

from node: to nodej in the UT state, in which case, node

contend with nodes residing in the combined one-hop coeera

of nodesi and j, as illustrated in Figure 13. Given that th

transmission range isand the distance between nodesd;j T(Ny)

istr (0 < ¢t < 1), we denote the number of nodes within the P6=Pips =" W(A(?)) .

In all, the probability of node entering the DT state for trans-
ission to nodg is the product op, andps:

combined coverage by, excluding nodesg andj, of which the
average is Using the PDFp(t) = 2t for nodej at positiont, the inte-

S(t) = 2pr? [1 — a(t)] . gration of the above result over rang@ 1) gives the average
) i . -~ probability of node entering the DT state, denoted by:
a(t) is defined in Eq. (10). Therefore, the probability of nade
T ; i o | |
winning in the combined one-hop coverage is: oo :/ pe2tdt — TE\];W) / WA dt .
0

L Jo

€ . e
ki+2 k! (t) ~ In summary, the average channel access probability of a node
in the network is the chance of becoming a transmitter in the

Furthermore, because nofleannot broadcast when it enter%—???wml?gﬁ?géﬁ,}gubs;ve broadcast or unicast states (HToU

the UT state, there has to be at least one two-hop neighblor wit
higher priority than node outside the combined one-hop cover-

L= i 1 SHM _guy _ W(S(®)
k1=0 1

age in Figure 13. Denote the number of nodes outside the cov- qHAMA = ANAMA + PulpUT +PDT)

erage byk,, of which the average i8> — S(¢). The probability (V) [

of node: losing outside the combined coverage is thus: = T(N2) + U(Ny) - ( N ! / 2t W(A(t)) dt 12
1 Jo

N2 = SO vy s _k2_

p2= ko! ko +1

— W(N2— S(t) . +/1 o W = 5@) W(S(1) dt) _
ko=1 0 S(t)
In all, the probability of nodeé transmitting in the UT state is:  The above analyses for HAMA have made four simplifica-
tions. Firstly, we assumed that the number of two-hop neigh-
W(N2 — S(t)) W(S(t)) bors also follows Poisson distribution, just like that ofeeimop
S(t) ' neighbors. Secondly, we I&f, — S(¢) > 0 even thoughV, may

pP3s =Dp1-p2 =
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be smaller thar5(t) when the transmission rangeis small. of which the probability is}, and that link(i, j) has the high-
Thirdly, only one neighboy is considered when making nodeest priority among the incident links of node of which the

i to become a unicast transmitter in the DT or the UT state, @lrobability isﬁ. Considering all possible values of random
though node may have multiple chances to do so owning teariablesk; andk,, which follow the Poisson distribution, we
other one-hop neighbors. The results of the simulation fiexpé“aVe:
ments reported in Section V validate these approximations.

oo

< Nk 1 NE Ky
qPAMA = kll e*]\’l5 Z ﬁe*Nl ey
D. PAMA o1 L kom0 % 1+ k2 (13)

N
= 71(@*21“ +T(2NY)).

qpaM 4 is the upper bound of the channel access probability
of a node in PAMA, because if we have not assumed that the
one-hop neighbor sets of the head and tail of a link are disjoi
the number of one-hop neighbors of the tail of the activatdd |
ko, could have started from a larger number than 0 in the expres-
sions above, and the actual channel access probabilityihAPA
would be less thanp apsa.

Figure 14. Link Activation in PAMA. E. LAMA

o ] ) _ ] In LAMA, a node can activate an outgoing link only if the

In PAMA, a link is activated only if the link has the higheshoge has the highest priority among its one-hop neighbers, a
priority among the incident links of the head and the taillw t \ye|| as among its two-hop neighbors reachable through the ta
link. For example, in Fig. 14, linkf, g) is activated only if of the outgoing link. For convenience, we make the same as-
it has the highest priority among the links wifhandg as the - symption as in the analysis of PAMA that the one-hop neighbor
heads or tails. sets of the one-hop neighbors of a given node are disjoint.

To_anquze the channel access probability of a node in PAMA, Similarly, suppose a nodéask; one-hop neighbors, and the
we simplify the problem by assuming that the one-hop neighbimber of the two-hop neighbors reachable through a one-hop
sets of the one-hop neighbors of a given node are disjo@f ( neighbor; is k,. The probability of node winning in its one-
any two-hop neighbor of a node is reachable through a singlgy neighbor seiV} is 1/(k; + 1). The probability of node
one-hop neighbor only). Using the simplification, the sizés \yinning in the one-hop neighbor set of noglis (k; + 1)/ (k1 +
the two-hop neighbor sets become identical independedoran ., . 1), which is conditional upon the fact that notlalready
variables following Poisson distribution with me&n, so as to \ins in N}, and is derived in the same way as in the PAMA
avoid handling the correlation between the sizes of thep- analysis. Becausk, is a random variable following the Poisson

neighbor sets. distribution,

Suppose that a nodehask; > 1 one-hop neighbors. The
probability that the node is eligible for transmissiok{g 2k, = > Nk N, ki1
1/2 because the node h2; incident links, and:; of them are pr= Z ko € K+ ko +1
outgoing. Further suppose that lik j) out of thek; outgoing k2=0

links has the highest priority, then nodes able to activate link g ¢ average conditional probability of nodactivating link

(i,7) it link (7, j) also has the highest priority among the link;i,j). Besides nodg, nodei has other one-hop neighbors. If
incident .to nodej. Denote the nqr_nber ‘?f or‘1e'-hop nelghbor ode: has the highest priority in any one-hop neighbor set of
E{ r;](;cl(tej rti)c})/r?'a-:]()e: t?r?epirnocti)ggrlnt)llinoljs“g:g;\’ ojg%ér;a;lzgrrgie its one-hop neighbors, nodés able to transmit. Therefore, the
tiognal prgbabiﬁty, baszd on the fact that ligk ;) already has probability of node’ being able to transmit is

the highest priority among the incident links of nade ps=1—(1—pp)k.
We denote the conditional probability of lir{k, j) having the
highest priority among the incident links of noglasP{ A | B}, Becausek; is also a random variable following the Poisson

whereA is the event that linki, j) wins among th@k, incident  distribution, the channel access probability of nadie LAMA
links of nodej, and B is the event that linKi, j) wins among is:

the 2k, incident links of node. We have: 2 Nk 1
' P9=Z e ——pg .
1 1 = kq! ki+1
P{B} = —, P{ANB} = ——————, . ] . .
2k 2ky + 2k Whenk; increasespg edges quickly towards the probabil-

P{AN B} I ity limit 1. Since we are only interested in the upper bound of
= r channel access probability in LAMA, assumipg= 1 simpli-
P{B} ki + k2 fies the calculation gfy and provides a less tight upper bound.
Therefore, the condition of nodebeing able to transmit is Let ps = 1, the upper bound of channel access probability in
that node; has an outgoing linkz, j) with the highest priority,

P{A|B} =
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LAMA is thus: shorter transmission ranges, HAMA, PAMA and LAMA per-
forms very similar to NAMA, because nodes are sparsely con-

fe'e) k1
JLAMA = Z Nl' e~ M L _ T(Ny) (14) nected, and node or link activations are similar to broadcas
k=1 k! fr+1 ing. When transmission range increases, HAMA, LAMA and

PAMA obtains more and more opportunities to leverage its uni
cast capability and the relative throughput also increases
than three times that of NAMA. HAMA and LAMA perform

F. Comparison among NAMA, HAMA, PAMA and LAMA

p=0.0001 Node/Square Area very similarly.
0.4 ‘ ‘ ‘ ;
> = mm G. Comparison with CSMA and CSMA/CA
3 oal [ oo PAMA | Because the analyses about NAMA and PAMA are more ac-
- = curate than the analyses of PAMA and LAMA, which simply
3—) (R \ derive the upper bounds, we only compare the throughput of
S o2k 1N ] HAMA and NAMA that of the idealized CSMA and CSMA/CA
§ d \.\ \\ protocols, which are analyzed in [16] and [15]. We consider
5 \ only unicast transmissions, because CSMA/CA does not sup-
% 0.1y N 1 port collision-free broadcast.
S N Scheduled access protocols are modeled differently from
o ‘ o~ T CSMA and CSMA/CA. In time-division scheduled channel ac-
0 100 200 300 400 500 cess, a time slot can carry a complete data packet, whiléntiee t
Transmission Range slot for CSMA and CSMA/CA only lasts for the duration of a

channel round-trip propagation delay, and multiple timetssl
Figure 15. Channel access probability of NAMA, HAMA, PAMA@RAMA.  gre used to transmit a data packet once the channel is sticcess

fully acquired. In addition, Wangt al. [15] and Wuet al. [16]

assumed a heavily loaded scenario in which a node always has a

) p=0.0001 Node/Square Area data packet during the channel access, which is not truénéor t
10 e ‘ ‘ throughput analyses of HAMA and NAMA, because using the
2 — PAMA / NAMA it = heavy load approximation would always result in the maximum
5 — - LAMA/NAMA L network capacity according to Eq. (7).
S 7 The probability of channel access at each time slot in CSMA
o e and CSMA/CA is parameterized by the symlpbl For compar-
§ 100 pooeenes SRR EEERES ison purposes, we assume thaery attempto access the chan-
> : nel in CSMA or CSMA/CA is arindicationof a packet arrival
E at the node. Though the attempt may not succeed in CSMA
= and CSMA/CA due to packet or RTS/CTS signal collisions in
5 . the common channel, and end up dropping the packet, conflict-
10 e : : : free scheduling protocols can always deliver the packetif i
0 100 200 300 400 500 offered to the channel. In addition, we assume that no packet
Transmission Range arrives during the packet transmission. Accordingly, ttadfic

load for a node is equivalent to the portion of time for traism
Figure 16. Channel access probability ratio of HAMA, PAMAdIDAMA 1o sions at the node. Denote the average packet sizg,as the
NAMA. : o
traffic load for a node is given by

Assuming a network density of = 0.0001, equivalent to
placing100 nodes on d000 x 1000 square plane, the relation = - = )
between transmission range and the channel access piigbabil 1P +ldata 1+ p'ldata

of a node in NAMA, HAMA, PAMA and LAMA is shown in pac 56 the average interval between successive traimmsiss
Figure 15, based on Eq. (11), Eq. (12), Eq. (13) and Eq. (14gjj0ws Geometric distribution with parametgf.

respectively. The network throughput is measured by the successful data

Because a node barely has any neighbor in a multihop ng&'cket transmission rate within the one-hop neighborhdod o
work when the node transm|55|on.range is too short, Figure 13,54e in [15] [16], instead of the whole network. Therefore,
shows Fha_t the system thr_ogghput is clos_e to none at around zg, comparable network throughput in HAMA and NAMA is
transmission range, but it increases quickly to the peakmwhg e o;m of the packet transmissions by each node and all of its
the transmission range covers around one neighbor on thie a\ﬁ%e-hop neighbors. We reuse the symbbin this section to
age, except for that of PAMA, which is an upper bound. Th&a, esent the number of one-hop neighbors of a node, which is
network throughput drops when more and more neighbors g same agv; defined in Section IV-A. Because every node
contacted and the contention level increases. is assigned the same loag and has the same channel access

Figure 16 shows the performance ratio of the channel accesgpaniit the throuahput of HAMA and
probabilities of HAMA, PAMA and LAMA to that NAMA. At o Y @riama. anama) gnp

/
ldata _ p ldata
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NAMA becomes transmission range of the radio is considered negligiliterfar-
ence to other communications. All radios have the same-trans

Smama =N -min(\, ggana) - mission range.
) « Each node has an unlimited buffer for data packets.
Snama =N -min(}, gvama) - « 30 pseudo-noise codes are available for code assignments,
i.e, |Cpnl = 30.
Data Packet Size=100 Data Packet Size=10 « Packet arrivals are modeled as Poisson arrivals. Only one
! F [ —==-] packet can be transmitted in a time slot.

ity « The duration of the simulation is 100,000 time slots, long

X - CSMA/CA (N=10)

o
=)
o
=

enough to collect the metrics of interests.

We note that assuming static topologies does not favor NCR-
based channel access protocols or UXDMA, because the same
network topologies are used. Nonetheless, exchangingithe f
topology information required by UxDMA in a dynamic net-
work would be far more challenging that exchanging the ident
, , fiers of nodes within two hops of each node.

Channel Access Probability p Channel Access Probability p EXCGpt for HAMA, which schedules both node- and link-

Figure 17. Comparison between HAMA, NAMA and CSMA, CSMA/CA. activations, UXDMA has respective constraint sets for NAMA

LAMA and PAMA. Table Il gives the corresponding constraint

Figure 17 compares the throughput attributes of HAMASets for NAMA, LAMA and PAMA.

NAMA, the idealized CSMA [16], and CSMA/CA [15] with
different numbers of one-hop neighbors in two scenariose Th
first scenario assumes that data packets last fgr = 100
time slots in CSMA and CSMA/CA, and the second assumes a
10-time-slot packet size average.

o
o
o
o

o
~

Throughput S
o
=

Throughput S

o
)

TABLE Il
CONSTRAINTSETSFORNCR-BASED PROTOCOLS

The network throughput decreases when a node has more Protocol Entity Constraint Set
contenders in NAMA, CSMA and CSMA/CA, which is not true
for HAMA. In addition, HAMA and NAMA provide higher UxDMA-NAMA  Node Vo, viiy
throughput than CSMA and CSMA/CA, because all transmis- ~ UXDMA-LAMA  Link {E° EY
sions are collision-free even when the network is heaviyled. UXDMA-PAMA  Link {EY EY EP EL}

In contrast to the critical role of packet size in the thropgtof
CSMA and CSMA/CA, it is almost irrelevant in that of sched-

uled approaches, except for shifting the points of reackiieg _ o )
network capacity. The meaning of each symbol is illustrated by Figure 18. Us-

ing the solid dots as transmitters, and the circles as recgiv
V. Simulations node constraint}?. forbids a node from transmitting and receiv-

The delay and throughput attributes of NAMA, LAMA,ing at the same time, anid.} eliminates hidden terminal prob-

PAMA and HAMA are studied by comparing their performancgam ar!d ‘?“reC‘ inf[erference. Usi_ng wide Iines as a})ctivatw(ljsl
with UxDMA [13] in two simulation scenarios: fully connecte and thin lines as interferences, link constrainfs, £y, and £y,

networks with different numbers of nodes, and multihop nefestrict concurrent receptions, concurrent transmissemd si-

T ; eai multaneous transmission and reception at a single nodeces
works Wlth- dn‘ferent radio transmission i . tively. ConstraintE!. prevents hidden terminal problem in link
In the simulations, we use the normalizpdckets per time IVely. INtE,. prev : inal p i

slot for both arrival rates and throughput. This metric caActivation scheme.

be translated into concrete throughput metrics, sucMbps a b
(megabits per second), if the time slot sizes and the channel '>oc a<z
bandwidth are instantiated. ae——e b be c
Because the channel access protocols based on NCR have dif- Vo Vi E.
ferent capabilities regarding broadcast and unicast, iyesim-
ulate unicast traffic at each node in all protocols. All nodage b b ao——0b
the same load, and the destinations of the unicast paclkedsiat a©<z a@<z ~
node are evenly distributed over all one-hop neighbors. ¢ ¢ ¢ d
2 27 2

In addition, the simulations are guided by the following pa-
rameters and behavior: Figure 18. Constraints used by UxDMA for channel accessddimey.
« The network topologies remain static during the simulation
to examine the performance of the scheduling algorithmg.onl  Simulations were carried out in four configurations in the
« Signal propagation in the channel follows the free-spadally connected scenario: 2-, 5-, 10-, 20-node networksyém-
model and the effective range of the radio is determined by tliest the effects of different contention levels. Figurestbws
power level of the radio. Radiation energy outside the ¢iffec the maximum throughput of each protocol in fully-connected
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, Transmission Range=100 , Transmission Range=200 UxDMA-LAMA and HAMA have the same delay characteris-
- - tic, because of the same throughput is achieved in these-prot
3 % cols. PAMA and UXDMA-PAMA can sustain higher loads and
g 15 < g < E [ ile”
3 £z £z £z £ g have longer “tails” in the delay curves. However, because th
e | 23 33 &3 2 s number of contenders for each link is more than the number of
5 5 nodes, the contention level is higher for each link than fmte
%0.5 ? node. Therefore, packets have higher starting delay in PAMA
£ £ than other NCR-based protocols.
0
1 2 3 4
Transmission Range=100 Transmission Range=100
. .. 40 40
Transmission Range=300 Transmission Range=400
6
< 12 < 30 30
5 > >
8 10 8
] o]
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Figure 19. Packet throughput in fully-connected networks 40 _ 40
2 Nodes 5 Nodes % 30 % 30
100 ——— , 200 | ‘ g g
— - UXDMA-NAMA ! I ! 0 20 0 20
~ 80| 4 LAvA [ — | ! 5 5
2 -A- UXDMA-LAMA 1 £ 150 | | 2 2
s — PAMA | ) | I o g
© 60}| T UXDMA-PAMA o 3 10 310
£ % HAMA { £ [ ! E £
E | £ 100 | ! = =
E, 40 ! % ! 41 0 0
£ g % a g
_ & ,MM - ~+ Figure 21. Packet throughput in multihop networks
% 01 o0z 03 04 05 % 01 0.2 03
Arrival Rate A (Pkt/Slot) Arrival Rate A (Pkt/Slot)
10 Nodes 20 Nodes Tx Range = 100 Tx Range = 200
250 ‘ 300 , 100 —— ‘ T 200 ‘
! 250 I -0 UxDMA-NAMA | ! [ !
% 200 ! a I ~ 80} A LAmA I | P [ ,
2 | 2 | 2 -A- UXDMA-LAMA | | /! £ 150 |
@ | ® 200 | 5 —+ PAVA | ! 3 | !
@ 150 o o 60} UxDMA-PAMA | o /
£ + £ ! £ - HAMA ! [ £ I
E K £ 150 * = | / £ 100 b #
= 100 - / | ,
5 | Sl g L1 g” 4 A % X
S 50 e S +/k’+/ 8 % / : g % oo
S 4T A~
0 0 0 0
0 0.1 02 03 0 01 02 03 04 0 002 004 006 008 0.1 0 0.05 01
Arrival Rate A (Pkt/Slot) Arrival Rate A (Pkt/Slot) Arrival Rate A (Pkt/Slot) Arrival Rate A (Pkt/Slot)
Tx Range = 300 Tx Range = 400
Figure 20. Average packet delays in fully-connected net&or 400 xTanee 700 X
600
. 830 T 8 s00
networks. Except for PAMA and UXDMA-PAMA, the maxi-@ @
. 400
mum throughput of every other protocol is one because tt £ 200 £
contention resolutions are based on the node prioritiespaty 5
one node is activated in each time slot. Because PAMA sch g 100¢ e &% L
. . . . . L. . . - === e+ ===~
ules link activations based on link priorities, multipleks can B 1004
be activated on different codes in the fully-connected ek, % o0z 004 006 008 01 % 002 0.04 0.06
and the channel capacity is greater in PAMA than in the otl._. Arival Rate ) (PkiSion Arival Rate ) (PK/Siof

protocols.
Figure 20 shows the average delay of data packets in NAMA,

LAMA and PAMA with their corresponding UXDMA counter-  giqyre 21 and 22 show the throughput and the average packet

parts, and HAMA with regard to different loads on each node Hblay of NAMA. LAMA. PAMA. HAMA and the UxDMA vari-
fully-connected networks. NAMA, UXDMA-NAMA, LAMA, i ’ ’ ’

Figure 22. Average packet delays in multihop networks
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