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ABSTRACT OF THE DISSERTATION

Part I: The geometry and manipulation of natural data

for optimizing neural networks

Part II: A theory for undercompressive shocks in tears of wine

by

Yonatan Dukler

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2021

Professor Andrea Bertozzi, Co-Chair

Professor Guido Francisco Montúfar Cuartas, Co-Chair

Abstract: In Part I of the thesis, we present a body of work analyzing and deriving

data-centric regularization methods for the effective training of machine learning models.

Machine learning and deep learning in particular have been highly successful in computer

vision and generative modelling in recent years. Nonetheless, the progress of such approaches

crucially relies on effective regularization, architectural, and algorithmic choices that are

often abstracted away during a first consideration. In this part we present the reader with

effective regularization approaches focused on the geometry and biases of natural data and

parameterization of deep neural networks. We start by deriving a regularization to accurately

capture geometric robustness and natural variances of images in Chapter 1. This approach

enables significant improvement in model robustness and relies on the theory of optimal

transport which we introduce alongside with our method in the chapter. Dataset regularization

is extended to active manipulation of the sampling distribution as opposed to each datum

in Chapter 2. In the chapter, we present a general and differentiable technique for dataset

ii



optimization enabling debiasing of noisy and imbalanced datasets. In our final contribution

for Part I, In Chapter 3, we study the interplay between data and model parameterization.

This concerns with the widely-spread architectural approach of neural network normalization.

We analyze the convergence dynamics of Weight Normalization and present the first proof of

global convergence for dynamically normalized ReLU networks when trained with gradient

descent.

In Part II, we study the fluid dynamics phenomena known as the tears of wine problem

for thin films in water-ethanol mixtures and present a model for the climbing dynamics. The

new formulation includes a Marangoni stress balanced by both the normal and tangential

components of gravity as well as surface tension which lead to distinctly different behavior.

The prior literature did not address the wine tears but rather the behavior of the film at earlier

stages and the behavior of the meniscus. In the lubrication limit we obtain an equation that

is already well-known for rising films in the presence of thermal gradients. Such models can

exhibit nonclassical shocks that are undercompressive. We present basic theory that allows

one to identify the signature of an undercompressive wave. We observe both compressive and

undercompressive waves in new experiments and we argue that, in the case of a preswirled

glass, the famous “wine tears” emerge from a reverse undercompressive shock originating at

the meniscus.
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Part I

The geometry and manipulation of

natural data

for optimizing neural networks
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Overview for Part I

A summary of the chapters and contributions of Part I of the thesis, are given below.

● In Chapter 1 we utilize the theory of optimal transport to derive a tractable algorithm

of regularizing image data using exact notions of the Wasserstein metric. Our new

view on image-centric problems maps high-dimensional image data to a discrete dis-

tribution over the pixel space and it’s underlying geometry. This distribution based

representation for each image datum enables defining an optimal transport metric

distance between a pair of images, which we name the Wasserstein Ground Metric

(WGM). The distribution representation of images draws a stark comparison from

traditional image data representations as the WGM is shown to align with the natural

variances of data in the visual modality. In particular, with the WGM local geometric

perturbations, including translations and rotations are proportional to their magnitude.

The framework is applied to both generative and discriminate computer vision tasks

and significantly improves robustness to natural variations (e.g. translations). The new

formulation utilizes the Riemannian structure of the Wasserstein-2 metric for deriving

a gradient penalty on the WGM metric for discrete spaces. This computation is made

highly efficient using clever use of convolution operators which are highly optimized.

The presented work in Chapter 1 is derived from the research works:

– “Wasserstein of Wasserstein Loss for Learning Generative Models”. which was

presented at ICML 2019. This work is a collaborative project with Alex Tong-Lin,

Wuchen Li, and Guido Montúfar.

– “Wasserstein diffusion Tikhonov regularization”. which was presented at NeurIPS

2019 OTML workshop. This work continued the collaboration with Alex Tong-Lin,

Wuchen Li, and Guido Montúfar.

● In Chapter 2 we present dataset manipulation as a differentiable procedure by deriving

2



the first differentiable dataset optimization approach based on the Leave One Out Error,

optimized based on the final model loss. This new method extends the optimization

of models to also include the importance and selection of each data sample. If done

carelessly, dataset optimization leads to trivial solutions to the learning problem —

thereby bypassing learning meaningful representations. For this reason, we follow the

AutoML approach and present dataset optimization as a bi-level optimization procedure.

Unlike other approaches for dataset optimization, we are capable of optimizing the

dataset end-to-end as we derive a closed-form derivative for the the final validation loss

with respect to the weight of each sample. Our method enables better dataset auto-

curation tasks such as outlier rejection, dataset extension, and automatic aggregation of

multi-modal data leading to consistent and significant improved model accuracy. This

is all while using the same model classes that yet are trained under modified datasets.

Chapter 2 corresponds to research I conducted while interning at Amazon Web Services

(AWS) in 2021.

– This research project is a collaboration with Alessandro Achille, Giovanni Paolini,

Avinash Ravichandran, Marzia Polito, and Stefano Soatto from the AWS research

team.

● In Chapter 3 we analyze mathematically the widely-spread architectural approach of

neural network normalization. This includes the normalization techniques of Batch Nor-

malization, Weight Normalization, and Layer Normalization which apply normalization

to the intermediate representations or parameters of the network during training. In the

case of Weight Normalization, we prove for the first time that dynamically normalized

ReLU neural networks, one of the most common deep learning architectural choices,

converge to global minima when trained with gradient descent. Our analysis showcases

the interaction between two parameter classes and their effects on the convergence

speed. The derivation follows a contemporary body of works studying non-convex

optimization of neural networks using the notion of the Neural Tangent Kernel. Overall

3



the discovered dynamics highlight the differences in the geometry of the optimization

landscape as compared with traditional un-normalized networks. In particular we derive

a modified NTK in the case of Weight Normalization that is composed of 2 kernel

pieces. The 2 pieces of the NTK then describe modified dynamics under different initial

conditions.

The theory work presented in Chapter 3 corresponds to the research

– “Optimization Theory for ReLU Neural Networks Trained with Normalization

Layers”. Presented at ICML 2020. This work has been a collaborative project

with Quanquan Gu and Guido Montúfar.
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CHAPTER 1

Natural image prior and regularization of vision tasks

via the Wasserstein Ground Metric∗

1.1 Introduction

Current machine learning methods including deep learning are highly sensitive to the geometry

of the data, and are often trained with massive datasets that are further extended using data

augmentations to impose such geometry. In many tasks, for the model to generalize, it is of

eminent importance that the model behaves well with respect to the natural variances of

the samples. For example, for image based data, affine transformations such as translations,

rotations, and other local stretches of the image, should not alter the perceptual content

of the image. Despite the largely hand-off approach of learning from data, priors on the

task are crucial. In deep learning the type of priors vary and cater to the data modality,

presenting themselves in the form of architectural choices, augmentations, labelling types, and

loss functions. In this chapter we present a general and lightweight regularization framework

that naturally guides deep learning models based on a strong prior of the data distribution

in image space. The core of the method is in representing each image datum as a mass

distribution over it’s discrete pixel space, this allows us to endow the input space of the

model with an optimal transport distance that naturally aligns with human perception and

geometrical manipulation of the data. The method we present bypasses the computationally

intractable cost of computing the Wasserstein metric in high dimensions (e.g. the pixel space)

∗This chapter is adapted from [DLL19b, LDL19]
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and results in an efficient regularization term.

Motivation for a Wasserstein image metric In modern machine learning, it is common

to regularize models capacity and “smoothness” by penalizing the gradient of the model with

respect to the data input. Indeed for a parameterized model f we have the linearization,

f(z) = f(x) + ∇xf(x) ⋅ (z − x) + o((z − x)2).

Re-arranging and applying Cauchy-Schwarz, implies that

∥f(z) − f(x)∥ ≤ ∥z − x∥2 ⋅ ∥∇xf∥2.

Therefore ∥∇xf∥2 may serve as an estimate of the Lipschitz constant of f , quantitatively

describing the “smoothness” of f . For this reason this gradient penalty is crucially used in

many deep learning frameworks for regularization [Bis95, FOA19] and enforcing continuity

requirements [GAA17, ACB17, PFL17]. In fact, for linear models adding a gradient penalty

term amounts to the common weight-decay regularization. Nonetheless, in the above lin-

earization the distance between two sample images is taken to be the mean square difference

over the input features, i.e., the L2 (Euclidean) norm. This, however, does not incorporate

additional knowledge that we have about the space of natural images, leading to “isotropic

smoothness” along arbitrary directions of the image equally. For example, the distance of

translating the image 1 pixel step to the left is akin to the distance of moving each pixel in

the image to any arbitrary chosen locations in the image.

Instead we suggest the Wasserstein distance over the space of images defined as histograms

over pixels, having a ground metric over pixel locations. With the Wasserstein Ground Metric,

repeating the same motivating example illustrates that the distance of the single pixel step is

proportional to the distance on the pixel grid that the pixels are being moved. With this a

Wasserstein metric on the space of images is continuous and roughly linear with respect to

the magnitude of natural variances such as translations, rotations, and other local stretches.

In Figure 1.1 we present the Wasserstein Ground Metric level-sets and illustrate its strength
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in aligning with human perception as opposed to the L2 distance. Therefore one would like

to replace the Euclidean distance dL2(x,z) = ∥x − z∥2 with the Wasserstein Ground Metric

dW2(x,z) and compute the corresponding linearization and gradient penalty ∥∇W
2

x f∥2. In

this chapter we show that this is possible to compute exactly and illustrate the benefits of

this framework.

Euclidean Wasserstein

Ground

truth

boundary

x

π(x)

Euclidean ball

Wasserstein ball

Figure 1.1: Shown are fixed-distance interpolates, measured by L2 and Wasserstein metrics,

between a source image and some other images in the MNIST dataset. On the right, we

illustrate how perturbations in the isotropic neighborhood of x can lead to different prediction,

whereas the Wasserstein metric has the flexibility to avoid such overly general smoothness,

while maintaining a semantically large neighborhood of the data.

Before presenting the details of the method, we provide a summary of the necessary

background on optimal transport and the relevant notions of the Wasserstein metric below.

The rest of the chapter is organized as follows, in Section 1.2 we derive the Wasserstein Ground

Metric in detail and present necessary mathematical background, followed by reviewing the

relevant literature of the Wasserstein metric and it’s uses in machine learning in Section 1.3.

In Section 1.4 we present the application of the Wasserstein Ground Metric to generative

modelling, and in Section 1.5 we review using the Wasserstein Ground Metric in improving

deep learning models’ adversarial robustness. Lastly, proofs, experimental details and

additional results are relegated to Appendix 1.A.
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1.2 Mathematics of optimal transport and the Wasserstein Ground

Metric

In this section we review relevant mathematical properties in optimal transport theory for

our framework. These properties will be used intensively throughout the chapter enabling

novel application of data-driven regularization in deep learning.

Optimal transport is the mathematical field studying the minimal path, and distance

of transporting an initial probability distribution ρ0 to a final probability distribution ρ1

with ρ0, ρ1 ∈ Pp(X). Today this is a rich field in mathematics spanning the areas of PDEs,

probability theory, and analysis with applications in economics, biology and more recently

machine learning [FZM15]. In the above, Pp(X) is the family of probability distribution on

X with bounded pth moment and the distance and path are defined according to a ground

measure of distance referred to as the ground metric, dX (⋅, ⋅).

Mathematically, we define the optimal transport plan, Π and minimal distanceWp,dX (ρ0, ρ1)

between probability distributions ρ0, ρ1 as

Wp,dX (ρ0, ρ1) = inf
Π

{(E(X,Y )∼ΠdX (X,Y )p)

1
p

}. (1.1)

Here the infimum is taken over all joint measures Π ≥ 0 with marginals

∫
Ω

Π(x, y)dx = ρ0(y), ∫
Ω

Π(x, y)dy = ρ1(x).

The definition above is due to Kantorovich and describes the Wp distance where p is the

exponent in the integral. We note that Wp defines a proper metric named the Wasserstein

metric between ρ0, ρ1 ∈ Pp(X).

Below we briefly review the duality structures of the Wasserstein-p metric in continuous

sample space. More details are provided in [Vil09]. When p = 1, a particular duality structure

is shown. Later we discuss that for p = 2, the W2 metric has a metric tensor property.

In integral form in continuous space, we have that given a sample space Ω ⊂ Rd, the

Wasserstein-p metric introduces a distance between probability density functions ρ0, ρ1 ∈ Pp(Ω)
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by

Wp(ρ0, ρ1)
p = inf

Π
∫

Ω×Ω
dX (x,y)Π(x,y)dxdy,

where again the infimum is taken over all joint measures Π ≥ 0 with marginals

∫
Ω
π(x,y)dx = ρ0(y), ∫

Ω
π(x,y)dy = ρ1(x).

The dual problem of the Kantorovich formulation has the form

Wp(ρ0, ρ1)
p

= sup
Φ0,Φ1∈C(Ω)

{∫
Ω

Φ1(x)ρ1(x) −Φ0(x)ρ0(x)dx∶

Φ1(y) −Φ0(x) ≤ dX (x,y)},

where Φ0, Φ1∶Ω → R are the Lagrangian multiplier variables for the constraint of linear

programming involving ρ0, ρ1. Here Φ0, Φ1 are the so-called Kantorovich dual variables and

the dual formulation is called the Kantorovich-Rubinstein duality.

1.2.1 Wasserstein-1 metric

If p = 1, one can show that Φ1(x) = Φ0(x). If we denote f(x) = Φ1(x), then the constraint

condition for the duality problem has the form

f(x) − f(y) ≤ dX (x,y), for any x, y ∈ Ω.

This gives a 1-Lipschitz condition with respect to the norm of the metric dX (x,y), i.e.

∥∇dX
x f(x)∥ ≤ 1. (1.2)

The condition 1.2 is key for defining the WGAN framework for generative modelling (cf.

[ACB17]). We explain this in depth in Section 1.4.

Yet another formulation of the Wasserstein metric via optimal control is as follows,

inf
m

{∫
Ω
∥m(x)∥dx∶div(m) + ρ1 − ρ0 = 0}
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where m is the flux function, and div is the divergence operator depending on the ground

metric dX , then the minimizer of the Wasserstein function satisfies

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

div(m(x)) = ρ0(x) − ρ1(x)

m(x)

∥m(x)∥dX
= ∇xf(x), when ∥m(x)∥dX > 0.

As we can see, the second formula in the above system satisfies the Lipschitz-1 condition, i.e.

the Eikonal equation

∥∇xf(x)∥ = ∥
m(x)

∥m(x)∥dX
∥ = 1.

Following the direction of the flux function m(x) by the direction of ∇xf(x), one transports

ρ0 to ρ1. The transport direction follows the characteristic of Eikonal equation, i.e. the

geodesic curve in (Ω, d).

Next we explain the properties of the Wasserstein metric for p = 2 in continuous space.

1.2.2 Wasserstein-2 metric

If p = 2, one can relate the duality formula of Φ1, Φ0 with the solution of Hamilton-Jacobi

equation by the Hopf-Lax formula [Vil09]. In other words, Φ0(x), Φ1(x) are the solution of

Hamilton-Jacobi equation at times t = 0, t = 1:

∂tΦ(t,x) +
1

2
∥∇

dX
x Φ(t,x)∥2 = 0.

The minimizer of optimal transport equation follows the form

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

∂tρ(t,x) + div(ρ(t,x)∇Φ(t,x)) = 0

∂tΦ(t,x) +
1

2
∥∇dX

x Φ(t,x)∥2 = 0
(1.3)

with the time zero and one density solution ρ(0,x) = ρ0(x), ρ(1,x) = ρ1(x). We notice the

fact that the characteristic of continuity equation and Hamilton-Jacobi equation is again the

geodesics in the space Ω.
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1.2.3 Wasserstein metric on graphs

We note that for the input space of raster images, the probability distribution describing

each datum is defined over the finite-dimensional space of the pixel grid. We now define

the Wasserstein metric over a graph: Consider the discrete pixel space I = {1, . . . , n}. The

probability simplex on I is the set

P(I) = {(p1,⋯, pn) ∈ Rn∶
n

∑
i=i

pi = 1, pi ≥ 0}.

Here p = (p1, . . . , pn) is a probability vector with coordinates pi corresponding to the probabil-

ities assigned to each node i ∈ I. The probability simplex P(I) is a manifold with boundary.

We denote the interior by P+(I). This consists of the strictly positive probability distributions,

with pi > 0 for all i ∈ I. To simplify the discussion, we will focus on the interior P+(I).

We next define the Wasserstein-2 metric on P+(I), We need to give the ground metric a

notion on the discrete space. We do this in terms of a undirected graph with weighted edges,

G = (I,E,ω), where I is the vertex set, E ⊆ (
I
2
) is the edge set, and ω = (ωij)i,j∈I ∈ Rn×n is a

matrix of edge weights satisfying

ωij =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

ωji > 0, if (i, j) ∈ E

0, otherwise

.

The set of neighbors (adjacent vertices) of i is denoted by N(i) = {j ∈ I ∶ (i, j) ∈ E}. Then the

cost or distance between a node i and neighbor j ∈ N(j) is 1/ωij. In the next subsection we

will define the graph Wasserstein-2 metric more formally using the the Wasserstein-2 metric

structure.

1.2.4 Riemannian calculus of W2

With this, we are ready to discuss the regularization term. For all of the applications of

the Wasserstein regularisation we consider, we are interested in using a gradient penalty of

the form ∥∇W
p

x f∥ where the ground metric Wp is defined over discrete space. To compute
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such gradient form, we consider the case where p = 2 in which the Wasserstein metric admits

a Riemannian structure. This enables computing ∥∇W
p

x f∥ from the usual Euclidean L2

gradient. We first describe the Riemannian calculus of the Wasserstein metric generally in

the continuous space and then dive into the deriving the Riemannian structure on graphs

(discrete space).

W2 metric tensor for continuous space Consider again Ω ⊂ Rd to be a compact region

with the set of smooth and strictly positive densities:

P+(Ω) = {ρ ∈ C∞(Ω)∶ρ(x) > 0, ∫
Ω
ρ(x)dx = 1}.

Denote by F(Ω) ∶= C∞(Ω) the set of smooth real-valued functions on Ω. The tangent space

of P+(Ω) is given by

TρP+(Ω) = {σ ∈ F(Ω)∶ ∫
Ω
σ(x)dx = 0},

of feasible directions in the space P+(Ω). Given Φ ∈ F(Ω) and ρ ∈ P+(Ω), define

VΦ(x) ∶= −∇ ⋅ (ρ(x)∇Φ(x)) ∈ TρP+(Ω). (1.4)

Here the elliptic operator (1.2.4) identifies the function Φ on Ω modulo additive constants

with the tangent vector VΦ in P+(Ω):

F(Ω)/R→ TρP+(Ω), Φ↦ VΦ.

This can be seen as a proper mapping to TρP+(Ω) via the the Hamilton-Jacobi formulation

(1.2.2). Denote T ∗
ρ P+(Ω) = F(Ω)/R as the smooth cotangent space of P+(Ω). Then the

L2-Wasserstein metric tensor on density space is defined as follows:

Definition 1.2.1 (Wasserstein-2 metric tensor). Define the inner product on the tangent

space of positive densities gρ∶TρP+(Ω) × TρP+(Ω) → R by

gWρ (σ1, σ2) = ∫
Ω
∇Φ1(x) ⋅ ∇Φ2(x)ρ(x)dx,

where σ1 = VΦ1, σ2 = VΦ2 with Φ1(x), Φ2(x) ∈ F(Ω)/R.
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In [Laf88], (P+(Ω), gρ) defined in Definition 1.2.1 is named the density manifold. Following

the Riemannian calculus, the gradient operator with respect to the Wasserstein-2 metric

[Ott01] has the following form.

Proposition 1 (Wasserstein-2 gradient).

∇F(ρ)(x) = −∇ ⋅ (ρ∇
δ

δρ(x)
F(ρ)),

and

∥∇W
2

F(ρ)∥2 = ∫ ∥∇
δ

δρ(x)
F(ρ)∥

2

ρ(x)dx.

We note that the W2 metric can be defined using the metric tensor as,

W2(ρ0, ρ1) ∶= inf
v

{∫

1

0
gp(v,v)dt ∶

∂ρ

∂t
+∇ ⋅ (ρv) = 0, ρ(0) = ρ0, ρ(1) = ρ1} . (1.5)

where v can be seen as ∇u for a potential u. We next present the Wasserstein-2 gradient

operator defined in a discrete sample space.

1.2.5 Wasserstein-2 gradient on discrete sample space

We recall the definition of discrete probability simplex with Wasserstein-2 Riemannian metric.

The normalized volume form on node i ∈ I is given by di =
∑j∈N(i) ωij

∑
n
i=1∑i′∈N(i) ωii′

.

The graph structure G = (I,E,ω) induces a graph Laplacian matrix function.

Definition 1.2.2 (Weighted Laplacian matrix). Given an undirected weighted graph G =

(I,E,ω), with I = {1, . . . , n}, the matrix function L(⋅) ∶ Rn → Rn×n is defined by

L(p) =D⊺Λ(p)D, p = (pi)
n
i=1 ∈ Rn,

where

● D ∈ R∣E∣×n is the discrete gradient operator defined by

D(i,j)∈E,k∈V =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

√
ωij, if i = k, i > j

−
√
ωij, if j = k, i > j

0, otherwise

,
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● −D⊺ ∈ Rn×∣E∣ is the oriented incidence matrix, and

● Λ(p) ∈ R∣E∣×∣E∣ is a weight matrix depending on p,

Λ(p)(i,j)∈E,(k,l)∈E

=

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1
2(

1
di
pi +

1
dj
pj), if (i, j) = (k, l) ∈ E

0, otherwise

.

The Laplacian matrix function L(p) is the discrete analog of the elliptic weighted Laplacian

operator −∇ ⋅ (ρ∇) from Definition 1.2.4.

With the definition of the Laplacian we are now ready to present the discrete Wasserstein-2

metric tensor. Analogously to the continuous case, consider the tangent space of P+(I) at p,

TpP+(I) = {(σi)
n
i=1 ∈ Rn∶

n

∑
i=1

σi = 0}.

Denote the space of potential functions on I by F(I) = Rn, and consider the quotient space

F(I)/R = {[Φ] ∣ (Φi)
n
i=1 ∈ Rn},

where [Φ] = {(Φ1 + c,⋯,Φn + c)∶ c ∈ R} are functions defined up to addition of constants.

We introduce an identification map via the weighted Laplacian matrix L(p) by

V∶ F(I)/R→ TpP+(I), VΦ = L(p)Φ.

We know that L(p) has only one simple zero eigenvalue with eigenvector c(1, 1,⋯, 1), for any

c ∈ R. This is true since for (Φi)
n
i=1 ∈ Rn,

Φ⊺L(p)Φ = (DΦ)⊺Λ(p)(DΦ)

= ∑
(i,j)∈E

ωij(Φi −Φj)
2(

1

2
(

1

di
pi +

1

dj
pj)) = 0

implies Φi = Φj , (i, j) ∈ E. If the graph is connected, as we assume, then (Φi)
n
i=1 is a constant

vector. Thus VΦ∶ F(I)/R→ TpP+(I) is a well defined map, linear, and one to one. By that

we mean that F(I)/R ≅ T ∗
p P+(I), where T ∗

p P+(I) is the cotangent space of P+(I). This

identification induces the following inner product on TpP+(I).
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Definition 1.2.3 (Wasserstein-2 metric tensor). The inner product gp ∶ TpP+(I)×TpP+(I) →

R takes any two tangent vectors σ1 =VΦ1 and σ2 =VΦ2 ∈ TpP+(I) to

gp(σ1, σ2) = σ
⊺
1Φ2 = σ

⊺
2Φ1 = Φ⊺

1L(p)Φ2. (1.6)

In other words,

gp(σ1, σ2) ∶= σ1
⊺L(p)†σ2, for any σ1, σ2 ∈ TpP+(I),

where L(p)† is the pseudo inverse of L(p).

Following the inner product (1.6), the Wasserstein-2 metric on images W ∶ P+(I)×P+(I) →

R is defined using the Laplacian L(ρ) by

W2(ρ0, ρ1) ∶= inf
v(t),ρ(t)

{∫

1

0
v(t)⊺L(ρ(t))v(t)dt ∶

∂ρ

∂t
+L(ρ(t))v(t) = 0, ρ(0) = ρ0, ρ(1) = ρ1} .

(1.7)

The Wasserstein-2 metric on the graph introduces the following gradient operator.

Theorem 1.2.1 (Wasserstein gradient on graphs). Given F ∈ C1(P+(I)), the gradient

operator in Riemannian manifold (P+(I), g) satisfies

gradF(p) = L(p)dρF(p),

where d is the Euclidean gradient operator.

The Laplacian matrix associated with the weighted graph G is defined, depending on the

input x, as

L(x)ij =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
2 ∑k∈N(i) ωik(

xi
di
+

xk
dk

), if i = j

−1
2ωij(

xi
di
+

xj
dj
), if j ∈ N(i)

0, otherwise.

The Wasserstein metric tensor is the matrix function given by the (pseudo) inverse of the

weighted Laplacian operator,

GW(x) = L(x)−1 ∈ Rn×n.
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Written explicitly, the Wasserstein gradient norm squared is

∥∇W
2

x f(x)∥2 = ∇xf(x)
⊺GW(x)−1∇xf(x)

= ∇xf(x)
⊺L(x)∇xf(x)

= ∑
(i,j)∈E

ωij (
∂

∂xi
f(x) −

∂

∂xj
f(x))

2
xi/di + xj/dj

2
. (1.8)

We now describe the efficient computation of the gradient penalty term (1.8) using convolu-

tions.

1.2.6 Efficient implementation of the Wasserstein gradient norm

To compute (1.8) in practice, we define a suitable similarity graph G = (V,E,ω) for the space

of images, displaying translation invariance and symmetries. First, there is the invariance with

respect to pixel translations. Symmetries arise since the distance from a pixel to two spatially

opposite pixels is equal. In addition, each term in the sum in (1.8) can be decomposed into

the entrywise product of linear relations between values in nodes i and j. Each linear relation

(e.g ∇xif −∇xjf) is computed via a convolution to define each term over all spatial locations

(pixels). Due to the symmetries of the graph a fixed kernel convolution may replace a linear

product owing it to the described symmetries and invariances. For each relative neighbor

direction we define a convolutional filter with the number of filters equal to the number of

possible neighbor types. For the truncated similarity graph for the Wasserstein distance, the

edge set E is sparse and the number of convolutional filters is reduced considerably from n2.

We therefore can calculate all pairs ∇xif −∇xjf with a given relative neighbor relation by

passing x and ∇xf through of kernels KO1 . . .KOd . In this case a neighbor relation, is defined

as the geometrical pattern between two pixels. A pixel located in position (10, 10) satisfies a

neighbor relation (1,2) with a pixel in location (11,12) and the same neighbor relation is

satisfied between pixels (16, 18) and (17, 20). The neighbor relation is indeed invariant to the

global position of the pixel which allows for the use of convolutions. Given a ground metric,

we enumerate all non-zero neighbor relations as O1, . . .Od, for truncated distances the number
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of relations d is much smaller than the complete edge graph. For each neighbor relation

Ok we associate a zero-valued kernel that equals 1 and −1 in the corresponding Ok pixels,

we denote the gradient kernels as KOk . Likewise, we apply the same Ok pattern, now with

values 1
2 , 1

2 in the corresponding neighbor pattern locations to obtain the terms
xi/di+xj/dj

2 .

For each i, j we denote the input kernels as MOk . Applying entry-wise multiplication (⊙) and

a summation collapsing all pixel locations and channels then yields an efficient and general

method of calculating the Wasserstein gradient ∥∇W
2

x f∥ for general local topology ground

metrics using convolutions, which are highly optimized in modern deep learning frameworks.

Algorithm 1 Wasserstein gradient norm ∥∇W
2

x f∥.

Require: The pixel graph G = (V,E,ω), local weights (wij); neighbor relation tuples arranged

symmetrically O1 . . .Od

Require: Euclidean gradient ∇xf

1: Wasserstein-grad← 0

2: for neighbor relations k = 1, . . . , d do

3: Build kernel KOk to compute ∇xif −∇xOk(i)
f

4: Build corresponding kernel MOk to compute xi
2di

+
xOk
2dOk

5: H ←KOk(∇Xf)

6: V ←MOk(X)

7: H ←H ⊙H (entry-wise multiplication)

8: W ←H ⊙ V

9: Wasserstein-grad←Wasserstein-grad + sum(W )

10: end for

11: Return ∥∇W
2

x f∥2 = Wasserstein-grad

1.3 Related works

In this section we review related works to the Wasserstein Ground Metric.
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Wasserstein metric and gradient flows To derive the Wasserstein Ground Metric,

we utilize the Riemannian structure of the metric that gives the flow formulation of the

Wasserstein distance. The Wasserstein gradient flow is the result of line of works including

[Ott01] that illustrates the gradient flow mathematically and physically, [Mie11] generalizes

the Wasserstein gradient flow to reaction-diffusion systems and the work of [AGS05] which

gives a comprehensive discussion on flows in probability spaces.

Learning and gradient flows on graphs In the discrete settings of graphs, the works of

[CHL12, Maa11, SLF16, CLZ18, Li18] derive and analyze gradient flows on graphs and the

corresponding metric tensors. The work of [CHL12] derives a discrete Wasserstein flow on

graphs which is the base of Wasserstein Ground Metric on images. We follow the exposition of

[CHL12, Li18] in Section 1.2. More generally, defining distances between graph distributions,

the work of [GHL15] defines a distance on the graph based on the L1 distance of the spectral

signature. The work of [ZBC11] aligns with our work and extends sparse coding to image

representation using a graph prior on the images. In the discrete settings, the weighted

Laplacian term in (1.2.2) can be compared with the Laplacian term in [BF12] that applies

diffusion on graphs for pixel-level segmentation. In geometric deep learning one considers

mappings where the input space has a rich geometric structure [BBL17]. An example is the

case where the input space consists of functions defined on a graph (e.g., raster images, where

the graphs are grids). One can then define convolutions based on the group structures of

these graphs.

Optimal transport in machine learning Optimal transport methods including the

Wasserstein metric are highly beneficial for many applications in machine learning. In the

work of [SHD18] the authors provide a representation learning framework for entity relation

based on the Wasserstein metric. Similar to our application, [RTG00] utilizes the Wasserstein

metric as a perceptual metric for images. The Wasserstein metric is used for ensemble learning

in the method of [DMM19]. In the field of inverse problems, the work of [EY18] uses optimal
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transport for the seismic sensing, and [PHO18] considers the optimal transport metric for

de-noising. In generative models, the influential work of [ACB17] uses the Wasserstein metric

as a loss function objective, we elaborate on this in Section 1.4, on the same note, the works of

[BJG17, DZS18, FZM15] apply the Wasserstein metric as a learning objective and minimize

the discrepancy between distributions. Used differently, the Wasserstein metric has also been

used to modify the optimization algorithm of parameterized statistical models as done in

[LM18b, LLO18, MMC16, GPC18, LM18a].

1.4 Wasserstein of Wasserstein loss for learning generative models

In addition to using tools from optimal transport for regularization of machine learning,

in recent years optimal transport has become increasingly important in the formulation of

training objectives for deep learning applications [FZM15, MMC16, ACB17]. Especially when

the model output can be viewed as a probability distribution. In contrast to traditional

information divergences (arising in maximum likelihood estimation), the Wasserstein distance

between probability distributions incorporates the distance between samples via the ground

metric of choice. In this way, it provides a continuous loss function for learning probability

models supported on possibly disjoint, lower dimensional subsets of the sample space. These

properties are especially useful for training implicit generative models, with a prominent

example being Generative Adversarial Networks (GANs). The application of the Wasserstein

metric to define the objective function of GANs is known as Wasserstein GANs (WGANs)

[FZM15, ACB17, DZS18].

When training WGANs, one problem that remains is that of choosing a suitable ground

metric for the sample space. The choice of the ground metric plays a crucial role in the

training quality of WGANs. Usually the distance between two sample images is taken to be

the mean square difference over the features, i.e., the L2 (Euclidean) norm. This, however,

does not incorporate additional knowledge that we have about the space of natural images.

In order to improve training and direct focus to selected features, other Sobolev norms

19



in image space have been studied [AL18]. Recent works are also investigating distances

based on higher level representations of the samples, which can be obtained by means of

techniques such as vector embeddings [MSG17], auto-encoders, or other unsupervised and

semi-supervised feature learning techniques [NJT06]. Meanwhile, as described in Section 1.1,

another distance that has been very successful in comparing images, has remained unnoticed

in the context of WGANs, namely the Wasserstein distance on images. In particular, the

Wasserstein distance has been successful in image retrieval problems [RTG00, ZML07] and it

is known to correlate well with human perception for natural images, e.g., being robust to

translations and rotations [EY18, PHO18] as discussed in the introduction. See Figure 1.2

for an illustration of the Wasserstein metric. Another benefit of the Wasserstein metric on

images is that it is very natural and does not require computing higher level representations

of the images or any feature selection.

In this section, we propose to apply the Wasserstein metric as as the objective for

generative modelling with the Wasserstein Ground Metric presented in Section 1.1 as the

ground metric. The Wasserstein objective defines a distance over the sample space of images

and the Wasserstein Ground Metric defines a distance over the discrete space of pixels.

Using the Wasserstein metric as the objective with the Wasserstein Ground Metric as the

ground metric, we call our framework the Wasserstein of Wasserstein loss. At first sight,

it may appear overly complicated to define a loss function of this form since computing

the Wasserstein distance is already quite involved, a Wasserstein loss based on another

Wasserstein Ground Metric may seem infeasible. Nonetheless, we will show that it is possible

to derive an equivalent expression in the settings of gradient penalty of WGANs [PFL17].

Recall from Subsection 1.2.4, the Wasserstein-2 ground metric exhibits a metric tensor

structure [Ott01, Vil09]. This enables us to introduce a Lipschitz condition based on the

Wasserstein norm, rather than the L2 norm in the gradient-penalty WGAN setting.

In this section we focus on generative models for images and specifically the WGAN

formulation, but the proposed Wasserstein of Wasserstein loss function can be applied to
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(a) L2 (Euclidean) ground metric (b) Wasserstein-2 ground metric

Figure 1.2: Source image and 9 nearest neighbors from the CIFAR-10 dataset, with respect

to the L2 (left) and Wasserstein-2 (right) ground metrics. We note that the Wasserstein-2

distance is robust to translations and rotations, and gives neighbors that are perceptually

similar. In contrast, the Euclidean distance is highly sensitive and oftentimes the nearest

neighbors are predominantly white images.

learning with other types of models or other types of data for which a natural distance

between features can be introduced.

The rest of the section is organized as follows. In Subsection 1.4.1, we introduce the

Wasserstein loss function equipped with the Wasserstein Ground Metric. Based on duality

and the metric tensor of the proposed problem, we derive an equivalent practical formulation.

Related works are reviewed in Subsection 1.4.2. In Subsection 1.4.3 we discuss our application

to Wasserstein of Wasserstein GANs (WWGANs). Numerical experiments illustrating the

benefits of the new gradient norm penalty are provided in Subsection 1.4.4. Lastly, we provide

a discussion of the Wasserstein of Wasserstein loss in Subsection 1.4.5.

1.4.1 Wasserstein of Wasserstein loss

In this section, we introduce the Wasserstein Ground Metric for the Wasserstein loss function.

A motivating example is presented to demonstrate the utility of the proposed model.
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1.4.1.1 Wasserstein loss

Consider a metric sample space (X , dX ). Recall from Section 1.2 that the Wasserstein-p

distance can be defined as follows. Given a pair ρ0, ρ1 ∈ Pp(X) of probability densities with

finite p-th moment, let

Wp,dX (ρ0, ρ1) = inf
Π

{(E(X,Y )∼ΠdX (X,Y )p)

1
p

}, (1.9)

where Π is a joint distribution of (X,Y ) with marginals X ∼ ρ0, Y ∼ ρ1. We note that Wp

crucially depends on the choice of a distance function dX ∶ X × X → R (ground metric) on

sample space.

In practice, the sample space X is typically very high dimensional, sometimes even being

an (infinite dimensional) Banach space. We focus on the case where X is the space of images,

which can be regarded as a density space over pixels, i.e., X = P(Ω), where Ω = [0,M]×[0,M]

is a discrete grid of pixels. With this in mind, we will define the distance function between

pixels dΩ∶Ω ×Ω→ R+ according to Subsection 1.2.5.

1.4.1.2 Wasserstein loss function with Wasserstein Ground Metric

We now introduce the Wasserstein of Wasserstein loss. Here, the first ‘Wasserstein’ refers

to the Wasserstein loss function over probability distributions on the space of images. The

second ‘Wasserstein’ refers to the ground metric of this loss function. It is chosen as the

Wasserstein distance over the space of images defined as histograms over pixels, having a

ground metric over pixel locations.

That is, a raster image can be viewed as a 2D histogram with each pixel representing a

bin for each channel. By defining a ground metric between pixels (e.g., the physical distance

between pixels), we introduce the Wasserstein distance between images. This serves as the

new ground metric for defining a Wasserstein distance between probability distributions over

images. See Figure 1.3.

As mentioned in the introduction, the Wasserstein distance is also known as the Earth
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Pixel

Image

Distribution

of images

Pixel ground metric

Image ground metric

(Ω, dΩ)

(X ,Wq,dΩ
)

(P(X),Wp,Wq,dΩ
)

Induced differential structure

Induced differential structure

Figure 1.3: Illustration of Wasserstein-p loss function with Wasserstein-q ground metric.

Mover’s distance and is known as an effective metric in distinguishing images [RTG00].

Motivated by this fact, we use the Earth Mover’s distance (of images) as the ground metric,

dX (X,Y ) ∶=Wq,dΩ
(X,Y )

= inf
π

{(E(x,y)∼πdΩ(x, y)
q)

1
q

},

(1.10)

where π is a joint distribution of (x, y) with marginals x ∼X, y ∼ Y both being images viewed

as histograms over pixels. Here dX =Wq,dΩ
(x, y) is named Wasserstein-q ground metric. It is

defined with the pixel ground metric dΩ∶Ω ×Ω→ R+ assigning distances to pairs of pixels.

In this section, combining the above approaches, we obtain a Wasserstein-p distance with

Wasserstein-q ground metric as the loss function for training.

Definition 1.4.1. Given a probability model {PG∶G ∈ Θ} ⊆ Pp(X) and a data distribution

Pr ∈ Pp(X), we propose the minimization problem

inf
G
Wp,Wq,dΩ

(PG,Pr), (1.11)

where Pp(X) is the set of densities with finite p-th moment, Wp,dX is defined by (1.1) and

Wq,dΩ
is given by (1.10).

The next example illustrates the difference between the proposed Wasserstein of Wasser-

stein loss and the Wasserstein loss with L2 ground metric.

Motivating example. Consider the distribution Pr = δX which assigns probability one

to a single image X. Suppose the generative model attempts to estimate this via a distribution
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of the form PG = δY which assigns probability one to a fake image Y . Now suppose that

X = δx, Y = δy are images with intensity 1 on pixel locations x, y, respectively, and intensity

zero elsewhere. See Figure 1.4. In this case we have

Wp,dX (Pr,PG) = dX (X,Y ).

We check the following choices of the ground metric dX between images X and Y .

1. Wasserstein-2 ground metric:

dX (X,Y ) =W2,dΩ
(X,Y ) = dΩ(x, y);

2. L2 (Euclidean) ground metric:

dX (X,Y ) = dL2(X,Y ) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

0 if x = y

constant if x ≠ y

.

We see that the Wasserstein distance with L2 ground metric will assign two distant pixels

the same cost as two adjacent pixels. This results in a highly discontinuous distance that

is sensitive to single pixel translations! To make matters worse, in the case of continuous

domain images, the L2 distance will be infinite for all non-overlapping pixels. On the other

hand, the Wasserstein of Wasserstein loss function is continuous with respect to continuous

change of pixels in images. For learning image models with low dimensional support, the

Wasserstein of Wasserstein loss function is still well defined, while the Wasserstein loss with

the L2 ground metric function is ill-posed.

1.4.1.3 Duality formulation and properties

The computation required for the Wasserstein of Wasserstein loss function as stated in the

previous section is unfeasible. To compute (1.11) one needs to handle a linear programming

computation at both the level of probability distributions over images and individual images

over pixels.

24



Pixel Space

y

x

Image Space

X

Y

Space of Distributions on Image Space

P0

P1

Figure 1.4: Depending on how we measure distances between pixel locations, the distance

between images will be determined, and this in turn will determine how distances are measured

between probability distributions.

In this section, we present the Kantorovich duality formulation of Wasserstein of Wasser-

stein loss function with p = 1 and q = 2. As is done for Wasserstein GANs [ACB17], we consider

an equivalent Lipschitz-1 condition, which can be practically applied in the framework of

GANs.

Theorem 1.4.1 (Duality of Wasserstein of Wasserstein loss function). The Wasserstein-1

loss function over Wasserstein-2 ground metric has the following equivalent formulation:

W1,W2,dΩ
(PG,Pr)

= sup
f∈C(X)

{EX∼PGf(X) −Ex∼Prf(x)∶

∫
Ω
∥∇zδxf(x(z))∥

2
dΩ

x(z)dz ≤ 1},

(1.12)

where ∇z is the gradient operator in pixel space Ω and δx is the L2 gradient in image space X .

Proof of Theorem 1.4.1:

The result is from the duality of Wasserstein-1 metric, together with the Wasserstein-2 metric

induced gradient operator. Using the Wasserstein-1 metric we can apply the Kantorovich

duality reviewed in Section 1.2:

W1,dX (P0,P1) = sup
f

Ex∼P0f(x) −Ex∼P1f(x),
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where the supremum is taken among all f ∶ X → R satisfying a 1-Lipschitz condition with

respect to the ground metric dX , i.e.,

∥∇dX
x f∥ ≤ 1. (1.13)

Second, consider the ground metric given by the Wasserstein-2 metric dX = W2,dΩ
with ground

metric dΩ of pixel space. Then the gradient operator in (X , dX ) is the Wasserstein-2 gradient,

i.e.,

∇W
2

f(x) = −∇z ⋅ (x(z)∇zδxf(x)(z)).

The 1-Lipschitz condition for (X , dX ) in (1.13) gives ∥∇
W2,dΩ
x f∥ ≤ 1, i.e.,

(∇f(x),∇f(x))W2,dΩ
≤ 1.

It is rewritten as the following integral of the Lipschitz-1 condition w.r.t. the Wasserstein

Ground Metric:

∫
Ω
∥∇zδXf(x)(z)∥

2
dΩ

x(z)dz ≤ 1.

Combining the above facts, we derive the formula for Wasserstein of Wasserstein loss function.

The maximizer f in (1.12) corresponds to an Eikonal equation in image space (X ,W2,dΩ
).

In other words, the Lipschitz-1 condition in Wasserstein norm has the form

∫
Ω
∥∇zδxf(x)(z)∥

2
dΩ

x(z)dx = 1.

We call this equation the Wasserstein Eikonal equation.

Here the characteristic curve of our Eikonal equation is the geodesic curve in Wasserstein

space (X ,W2,dΩ
). The characteristic curve of geodesics in Wasserstein space is again a geodesic

in pixel space (Ω, dΩ). We call this fact the double characteristic property. This is illustrated

in Figure 1.4. In contrast, the characteristic of geodesics in L2 space does not depend on

pixel space. In the experiments section, we show that with the double characteristic property,

the discriminator is more continuous with respect to translations in pixel space, and is robust

with respect to spatially independent noise added to the samples.
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1.4.2 Relevant literature for the Wasserstein of Wasserstein loss

In this subsection, we review additional literature related to the Wasserstein of Wasserstein

objective formulation.

Ground metric for function space. Banach GAN [AL18] pointed out the importance

of the ground metric in training with the Wasserstein loss. They apply Sobolev norms

and their induced gradient operator. In contrast, we apply the optimal transport induced

operator [Ott01, Vil09]. The gradient operator depends on the new ground metric structure

on sample space. We demonstrate that the optimal transport gradient provides for a practical

1-Lipschitz condition for training Wasserstein GANs.

Wasserstein natural gradients. Recent work also investigates natural gradients based

on the Riemannian structures derived from optimal transport [LM18a]. In this case, optimal

transport serves to define an optimization method, rather than a loss function. This approach

has also been applied to the training of GANs, where it leads to an iterative regularizer for

the generator [LLO18].

1.4.3 Wasserstein of Wasserstein GANs

In this subsection we apply the Wasserstein of Wasserstein loss function to implicit generative

models.

1.4.3.1 Background

We start by reviewing generative adversarial networks (GAN). GANs are a deep learning

approach to generative modelling that has demonstrated significant potential in the realm of

image and text synthesis [YZW17, MCY18]. The GAN model is composed of two competing

agents: A discriminator and a generator. At each training step the generator produces

synthesized images and the discriminator is given a batch of real and synthesized images
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to be classified as real or fake. The generator is trained to maximize the predictions of the

discriminator while the discriminator is trained to classify generated images aside from real

images. At the end of training the generator has learned how to trick the discriminator and

ideally also estimate the underlying data distribution.

Mathematically if we define a trainable generative model PG and discriminator D, the

GAN objective formulation is as follows:

min
PG

max
D

{Ex∼Pr log(D(x)) +Ex∼PG log(1 −D(x))}. (1.14)

Here Pr is the true, or real, data distribution. The distribution PG is defined in terms of a

generator parameterized by θ ∈ Rd. Let the generator be given by Gθ∶Rm ↦ X ; ξ ↦ x = G(θ, ξ).

This takes a noise sample ξ ∼ p(z) ∈ P2(Rm) to an output sample with density given by

x = G(θ, ξ) ∼ ρ(θ,x) = PG. Here Rd is the parameter space, Rm is the latent space, and X is

the sample space.

The approach described above was found to suffer from difficulties at training, including

lack of convergence and mode collapse, a phenomenon where the distribution PG restricts to

estimate a proper subset of Pr. The above-mentioned challenges are often the result of the

discontinuous nature of the loss in (1.14), and were also considered by [BJG17]. To resolve

such problems, [ACB17] proposed to use the Wasserstein metric with Euclidean ground

metric as the objective, formulated as

min
PG

W1,L2(PG,Pr)

=min
PG

sup
f∈C(X)

{Ex∼PGf(X) −Ex∼Prf(x)∶

∥∇xf∥2 ≤ 1}.

(1.15)

The Lipschitz condition in (1.15) was enforced via weight-clipping, ensuring ∥∇xf∥2 < C0,

where C0 is a constant. While now providing GAN with a continuous loss, WGAN with

weight-clipping was noted to suffer from cyclic behavior and instability which was improved

by [GAA17] by changing the Lipschitz enforcing condition from hard weight-clipping to a
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soft gradient penalty term,

min
PG

sup
f∈C(X)

{Ex∼PGf(x) −Ex∼Prf(x)

+ λEx∼Pinterp
(∇xf(x) − 1)2}.

(1.16)

Here Pinterp is a linear interpolation between Pr and PG, and λ is fixed. The gradient penalty

term in (1.16) is not in full compliance with the Kantorovich duality of the problem as it

also penalizes a discriminator of Lipschitz constants smaller than 1. To remedy this issue,

[PFL17] replace the gradient penalty term by

λEx∼Pinterp
(max(∇xf(x) − 1,0))2.

We now derive our formulation that improves current methods which are based on the L2

ground metric. Following Theorem 1.4.1, the Wasserstein of Wasserstein loss function can be

rewritten to give the optimization problem

min
PG
W1,W2,dΩ

(PG,Pr)

=min
PG

sup
f∈C(X)

{Ex∼PGf(x) −Ex∼Prf(x)∶

∥∇
W2,dΩ
x f(x)∥ ≤ 1}.

The above formulation is suitable for training GANs. Here we call the dual variable, f , the

discriminator, while G is the generator. In the setting of GANs, neural networks are used to

approximate the discriminator and generator, giving

min
θ

sup
φ

{Eξ∼p(z)fφ(g(θ, ξ)) −Ex∼Prfφ(x)∶

∫
Ω
∥∇zδxfφ(x)(z)∥

2
dΩ

x(z)dz ≤ 1}.

Here the generator G is expressed as a neural network with parameters θ ∈ Θ, and the

discriminator is approximated by a neural network with parameters φ ∈ Φ. Our approach

implements the 1-Lipschitz condition in terms of the Wasserstein gradient operator.
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1.4.3.2 Discretization

We follow the formulas presented in Subsection 1.2.5 that enables computing the discrete

version of the Wasserstein-2 gradient. In practice, the image space X is not infinite dimensional,

although in vision problems the dimension may be vast (X = R28×28 or R32×32×3 for MNIST

or CIFAR-10). We point to the derivation to Subsection 1.2.5 and present the Riemannian

structure of the discrete W2 again here for convenience:

Proposition 2 (Wasserstein gradient on pixel space graph). Given a pixel space graph G,

the gradient of f ∈ C1(X) w.r.t. (X ,W ) satisfies

∇xf(x) = L(x)∇xf(x),

where ∇x is the Euclidean gradient operator, and L(x) ∈ Rn×n is the weighted Laplacian

matrix defined as

L(x)ij =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
2 ∑k∈N(i) ωik(

xi
di
+

xk
dk

) if i = j;

−1
2ωij(

xi
di
+

xj
dj
) if j ∈ N(i);

0 otherwise.

Moreover, the 1-Lipschitz condition w.r.t. (X ,W ), ∥∇W
2

x f(x)∥ ≤ 1, is equivalent to

∇xf(x)
⊺L(x)∇xf(x) ≤ 1.

Remark 1. We observe that the 1-Lipschitz condition is exactly the discrete analog of the

one in equation (1.12),

∥∇W
2

x f(x)∥ = ∇xf(x)
⊺L(x)∇xf(x) = ∑

(i,j)∈E

ωij(∇xjf(x) − ∇xif(x))
2 xi/di + xj/dj

2
≤ 1.

Note that the Wasserstein gradient written in this form can be compared with the graph

Laplacian on images [BF12, ZBC11].
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1.4.3.3 Wasserstein gradient regularization in GANs

We next adopt the gradient penalty into the loss function (cf. [PFL17, GAA17]) as

min
θ

sup
φ

{Eξ∼p(z)fφ(g(θ, ξ)) −Ex∼Prfφ(x)

+ λEx̂∼P̂(
√
∇xfφ(x̂)⊺L(x̂)∇xfφ(x̂) − 1)

2

},

where λ is chosen as a large constant and P̂ is the distribution of x̂ taken to be the uniform on

“Euclidean” lines connecting points drawn from PG and Pr. Our WWGAN training method is

summarized in Algorithm 2.

Remark 2. In practice, we may want to use images of un-normalized intensity, therefore

the gradient penalty needs to account for change of total intensity. As proposed by [Li18], we

consider

L̃(x) = α11T +L(x). (1.17)

Here 1 = (1, . . . , 1)T ∈ Rn is a constant vector. In Appendix 1.A.3, we show how this adds one

direction to the original tensor. Compared to L(x) defined in the probability simplex, L̃(x) is

defined in the positive orthant. In the algorithm, we simply replace L by L̃ for un-normalized

intensity.

1.4.4 Experiments

In this subsection, we present experiments demonstrating the effects and utility of WWGAN.

We use the CIFAR-10 and 64 × 64 cropped-CelebA image datasets. In both experiments

the discriminator is a convolutional neural network with 3 hidden layers and leaky ReLU

activations. For the generator we utilize a network with 3 hidden de-convolution layers

and batch normalization [IS15]. The dimensionality of the latent variable of the generator

is set at 128. Batch normalization is not applied to the discriminator, in order to avoid

dependencies when computing the gradient penalties. The model is then trained with the

ADAM optimizer with fixed parameters (β1, β2) = (0.9,0). More implementation details are

provided in Appendix 1.A.3.
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Algorithm 2 WWGAN Gradient Penalty.

Require: Gradient penalty coefficient λ, discriminator iterations per generator iteration

ndisc., batch size m, ADAM hyperparameters α, β1, β2, initial discriminator and generator

parameters φ0 and θ0, L matrix-function from graph structure for image space G =

(V,E,ω).

1: while θ has not converged do

2: for t = 1, . . . , ndisc. do

3: for i = 1, . . . ,m do

4: Sample real data x ∼ Pr, latent variable ξ ∼ p(z), a random number ε ∼ U[0,1].

5: x̃ ← Gθ(ξ)

6: x̂ ← εx + (1 − ε)x̃

7: M (i) ←Dφ(x̃) −Dφ(x) + λ(
√
∇x̂Dφ(x̂)TL(x̃)∇x̂Dφ(x̂) − 1)2

8: end for

9: φ← Adam(∇φ
1
m ∑

m
i=1M

(i), φ,α, β1, β2)

10: end for

11: Sample a batch of latent variables {ξi}mi=1 ∼ p(z)

12: θ ← Adam(∇θ
1
m ∑

m
i=1 −Dφ(Gθ(ξ), θ, α, β1, β2))

13: end while
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Figure 1.7 shows that in terms of computation time and quality of the generated images

as measured by the Frechét Inception Distance (FID), WWGAN is comparable to state of the

art WGAN-GP. Next, we take a look at the properties of the trained discriminators, which

also serves to probe the shape of the probability densities over images defined by generators.

1.4.4.1 Perturbation stability

In this experiment we investigate how the discriminator trained with WWGAN on images

benefits from the properties of the Wasserstein Ground Metric. Specifically, we test whether

the discriminator trained with the new gradient penalty is more continuous with respect

to natural variations of the images. Natural variabilities are continuous transformations

of natural images that result in natural looking images, such as translations and rotations.

If the transformations are applied gradually, one should expect to observe only gradual

changes in the discriminator. The experiment is illustrated in Figure 1.5, where a randomly

selected image from the CIFAR-10 dataset is gradually shifted vertically, shifting all pixels a

single pixel downward at each step. In the figure, the sequence of shifted images is passed

through the WWGAN and the WGAN-GP discriminators, which had been trained with

their respective loss to reach an FID value of 40 for the generator. We observe with our

WWGAN model, the discriminator values change continuously with the translation of the

input image. In contrast, this type of continuity is not observed in models that are trained

with the Euclidean Lipschitz condition. We note that WWGAN assigns a positive value to the

image and gradually decreases to the end limit when the entire image is shifted away. Unlike

WWGAN, WGAN-GP is highly sensitive to perturbations in image space and oscillates wildly,

assigning highly positive (real label) and negative (fake labels) to images shifted less than 2

pixels away. We observed the same type of behavior across all images tested, as reported in

Table 1.1.
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Figure 1.5: Discriminator for CIFAR-10 images translated by a vertical shift from 0 (no

shift) to 32 pixels (complete image). The WWGAN discriminator is continuous to natural

perturbations, e.g., vertical translation. WGAN-GP discriminator exhibits unpredictable

behavior for small vertical perturbations, oscillating between real (positive values) and fake

(negative values) labels. Both WWGAN, WGAN-GP discriminators tested were trained

identically to reach an FID value of 40.

34



Method Total variation (normalized) zero-crossings

WGAN-GP 5.36 7.07

WWGAN 4.02 0.65

Table 1.1: For each image of the CIFAR-10 testing set we construct a vertical translation

sequence and evaluate it on the discriminator of WWGAN and WGAN-GP. Normalized total

variation and zero-crossing are computed for each curve and the average is reported. It is

observed that WGAN-GP is more oscillatory than WWGAN.

1.4.4.2 Discriminator robustness to noise

In this experiment, we test the robustness of the discriminator to RGB salt and pepper noise,

i.e., every pixel has a probability to be changed to either 0 or 1. In the plot 15% of the pixels

are modified. We trained GANs with WGAN-GP and WWGAN until reaching an FID score

of 40. We then measure the values of the trained discriminators on real images with RGB

salt and pepper noise. In Figure 1.6, we see that WGAN-GP has separate clusters for noisy

and clean images, while WWGAN is more robust to the noise and assigns more consistent

values to all images.
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Figure 1.6: Robustness of the discriminator to noise on real CIFAR-10 images. The noise is

RGB salt and pepper, where 15% of the pixels are modified. The WGAN-GP discriminator

values cluster according to noise, giving different values to clean and noisy real images. The

WWGAN discriminator is more robust to noise, and changes relatively little.
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Figure 1.7: WWGAN gives comparable results with state of the art WGAN-GP training

in terms of the FID of generated images. In terms of computation time, the overhead of

WWGAN is negligible, with average epoch wall-clock times of 218.1 s and 236.9 s, respectively,

in our experiments.
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1.4.5 Discussion

In Section 1.4 we proposed a Wasserstein loss function with Wasserstein Ground Metric for

learning generative models. The Wasserstein Ground Metric introduces a manifold structure

into the sample space of the model and allows us to introduce meaningful priors to the

learning model. Experiments demonstrate that this approach can contribute to making the

generator and discriminator in GANs more stable with respect to noise and the natural

variability of image data.

We consider the Wasserstein of Wasserstein loss an important advance at a conceptual

level. With a clear physical intuition. Namely, it corresponds to physical displacement or

translation in pixel space. This translates to continuity in image space, and changes the

distribution over images accordingly. The double characteristic property of the Wasserstein

Eikonal equation reflects this intuition analytically. We regard it as surprising that this

high level approach can be translated to practical computational methods. Remarkably, our

approach has a very small additional computational cost over the standard Wasserstein loss

function with L2 (Euclidean) ground metric.

1.5 Wasserstein Tikhonov regularization in image classification

In this section we apply the Wasserstein Ground Metric to improve discriminative models

via a more natural notion of distance between samples.

1.5.1 Introduction

The sensitivity of trained discriminative models to small perturbations of the input data has

become a reason of concern and an important topic of research in recent years [SZS14, NYC15].

In particular, it has been observed that neural networks which have been trained to have

good test performance can be fooled when the inputs are slightly perturbed in a way that

is imperceptible to humans. This indicates a poor generalization ability, and specifically,

37



that the solutions found with naive training and validation techniques are not capturing

appropriate smoothness priors over the input space. A number of recent works have proposed

approaches to improve robustness to perturbations [CBG17, LLD18, SKC18, WLS18, FOA19],

while a complementary line of work probes the limitations of trained networks [SYZ19] and

develops strategies to generate adversarial attacks [CKB17, MFF16, MFF17, SHS19].

Intuitively, a smoother function at fixed training accuracy should be more robust to

perturbations of the input, including adversarial attacks. Therefore, one strategy is to train

the discriminative function with smoothness regularizers, such as noise added to the training

examples (adversarial or random) or penalizing the norm of the gradient with respect to the

inputs. We note, however, that the notion of a “small” perturbation will strongly depend

on how we decide to measure distances in the space of inputs. The gradient and its norm

depend on the geometric structure that endows the input space.

While it is convenient to use the L2 metric (Euclidean), it is well understood that many

data types of interest are not Euclidean. In particular, the L2 metric does not measure

distances between images in the way that we perceive them. Changes that humans consider

small, might correspond to changes that the classifier considers to be large in this metric.

Moreover, it is clear that a discriminative function on image data should be more stable in

certain directions and more variable in other directions. This distinction is not well captured

by isotropic smoothness regularizers.

To construct more effective smoothness regularizers, two general approaches come to

mind: 1) Measure distances in a metric representation of the raw inputs, dφ(x, y)2 =

∑j ∣φ(x)j − φ(y)j ∣
2, where φ is some feature representation function that might be trained

separately from or together with the discriminative task. Examples in this direction include

preprocessing of the inputs by downsampling [GRC18], autoencoders, and approaches that

regularize intermediate representations within the neural network that is being trained for the

discriminative task, such as injecting noise in the layers of a ResNet [WYS18]. 2) Measure

distances directly on the inputs (or following light preprocessing), but use a metric that is
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reflective of our perception of the data. Both approaches allow for data driven specifications

and also direct incorporation of prior knowledge about the domain. We focus on the input

space approach with the Wasserstein Ground Metric.

As presented in Sections 1.1,1.2 the Wasserstein distance is known to be an effective metric

in the space of images, as demonstrated in image retrieval problems [RTG00, SDP15, SRG14]

and related applications [PC19]. In particular, the Wassersetin distance is robust to natural

variations such as translations and independent noise added to the pixel values. As observed

with the Wasserstein Ground Metric, the Wasserstein-2 distance exhibits a Riemannian

metric structure. In this section the Riemannian structure allows us to define an effective

Wasserstein Gaussian noise† in the space of images which in expectation leads to a similar

penalty term as in Section 1.4. The Wasserstein metric depends on the specific location

at which it is being evaluated, and can define neighborhoods with a reasonable degree of

semantic meaning. See, for example, the Wasserstein geodesics balls illustrated in Figure 1.1.

We suggest that regularization based on Wasserstein geometry can make a discriminative

function noticeably smoother along the directions of natural variations of images, but without

making it constant along the directions of semantic variation. Moreover, a generative

perturbation model can be folded into the training objective (by computing the expectation

value over perturbations of the Taylor expanded loss around each training example). This

yields an effective penalty term that integrates (up to a given order in the expansion) a

continuum of perturbations at once.

The rest of the section on Wasserstein adversarial robustness is organized as follows. In

Subsection 1.5.2 we discuss relations of the proposed method to some of the existing literature.

In Subsection 1.5.3 we review adversarial attacks in deep learning. In Subsection 1.5.4 we

consider training with input noise and propose a Wasserstein Gaussian distribution in image

space, which reflects the natural local variability of images. Then we compute the expectation

†Wasserstein Gaussians appear in the small time behavior of a process called Wasserstein diffusion,

investigated in continuous [RS09] and discrete [Li18] states.
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of the perturbed objective by Taylor expansions in the Wasserstein space. This leads to a

Tikhonov-type Wasserstein diffusion smoothness regularizer. In Subsection 1.5.5 we present

preliminary experimental results and in Subsection 1.5.6 we offer final remarks on adversarial

regularization with the WGM.

1.5.2 Relevant literature to Wasserstein adversarial robustness

There are many works related to Wasserstein geometry, robustness, regularization. In this

subsection we briefly mention some of the literature in relation to the focus of Section 1.5 on

model robustness.

Adversarial robustness. Adversarial attacks are small-scale non-noticeable perturba-

tions to the data inputs of neural networks that lead to large changes to the output and

classification of discriminative models. Since adversarial attacks are problematic in many

critical applications of deep learning, there has been a lot of work aiming to circumvent their

effects in existing models. Previous works have investigated post-processing with Jacobian

regularization [JG18] and cross Lipschitz regularization [HA17], whereby the input space was

modeled with a Euclidean geometry space. The duality of attack norms and Lipschitz norms

has been discussed as well in [FOA19]. Perturbation based regularization has been proposed

in [YGZ18], which penalizes the negative effect of the adversarial attack in proportion to the

size of the input. Gaussian data augmentation was proposed in [ZNR17] as well, but was

instead evaluated by Monte Carlo samples and using Euclidean space. Recently, the trade-off

between natural and robust classification errors was studied, leading to a training objective

with an added term of the form Ex[maxx′∈B(x,ε) φ(f(x)f(x′)/λ)] [ZYJ19]. Similar to our

method, this approach penalizes the variability of the classifier, but it does not incorporate

priors about the geometry of the input data. Using the Wasserstein metric, [WSK19] uses

modified Sinkhorn iterations to approximate projections of adversarial examples onto a

Wasserstein ball. This is similar to the adversarial norm constraint that we present below.
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However, our approach is based on a Riemannian metric formulation, which allows us to

obtain a very simple quadratic form approximation of the norm and also enables us to

integrate a generative noise model (Wasserstein diffusion) into an effective regularizer term

added to the loss.

Robustness and regularization. Wasserstein balls have appeared in the context of

robust density estimation [SKE17], where they are also related to a form of Tikhonov

regularization in the case of logistic regression. Wasserstein distributionally robust stochastic

optimization has been related to regularization by certain empirical gradient norms [GCK17].

The inspiration for this work, albeit not involving Wasserstein geometry, is the work by

[Bis95], which shows that training with noise is equivalent to Tikhonov regularization.

1.5.3 Adversarial training and ground truth geometry

An adversarial attack is a perturbed version π(x) of an input example x, which alters the

prediction of the classifier such that f(π(x)) ≠ f(x). According to this simplistic definition,

every classifier can be successfully attacked, provided it has at least two possible output

values. Taking a more refined perspective, consider g(x) as the best possible classification,

i.e., ground truth / Bayes classifier. Then a successful adversarial attack can be defined

as a perturbation π(x) of an input x such that f(x) = g(x) but f(π(x)) ≠ g(π(x)). This

highlights that what we care about is not whether a classifier changes its prediction when

the input is perturbed, but rather in what scenarios does it change its prediction wrongfully,

especially if it is a drastic change due to non-noticeable perturbation which will not be

reflected by the ground truth g.

In order to quantify the sensitivity to attacks, we need a measure of the size of the

perturbation model and the effect that it has on the classifier. Consider a loss function of the

form

E(f) = Ep(y∣x)p(x) [l(f(x), y)] . (1.18)
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We can measure the detriment of the loss when the data is perturbed in comparison with the

unperturbed loss. For generality, we define a perturbation π at x as a random variable. For

example π can take the form of additive perturbations like π(x) = x + ξ, where ξ can be, e.g.,

a zero mean multivariate normal random variable, or a deterministic value obtained via an

attack strategy on the input x. The loss under perturbations is then

Ep(π∣x)p(y∣π(x))p(x) [l(f(π(x)), y)] . (1.19)

As we noted earlier this will depend on the nature of the perturbations π. Adversarial

examples are often constructed by minimizing the confidence of the discriminative function

or increasing the training loss with respect to the input. Since this does not incorporate prior

knowledge about the shape of the ground truth, usually the perturbations are restricted to lie

within a very small Lp ball around the input example to ensure adversariality. When random

input noise regularization and gradient penalties are applied using the same Lp losses, they

suffer from generally regularizing in all directions, leading to a significant detriment in test

accuracy. The situation is illustrated in the right part of Figure 1.1. Instead of restricting

the perturbations to be small in an Lp norm sense, we suggest to refine the metric on input

space and the perturbation model. For this we propose to measure distances on input space

using the Wasserstein Ground Metric and train with a corresponding Wasserstein Gaussian

input noise. The Wasserstein metric assigns a small distance to natural local variations of

an input image. This means that larger perturbations are more likely to remain within the

class of the input example that is being perturbed. In turn, we can apply higher levels of

noise, allow for larger size perturbations in adversarial training, or apply stronger gradient

penalties during training. In the next section we derive an effective regularizer for training

with the Wasserstein metric on input space and which integrates the entire set of Wasserstein

Gaussian noise perturbations (in a second order expansion) for each input example at once.
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1.5.4 Perturbed loss and Wasserstein diffusion Tikhonov regularizer

It is well known that training with input noise can be related to training the original objective

with an added penalty [Bis95]. These derivations usually are based on Taylor expansion of

the perturbed loss around a given example. By default, the inputs are considered to live in

Euclidean space, with loss functions such as the mean square error or the cross-entropy loss.

Following the arguments from the previous sections, we model the input space of images

as a Wasserstein space. We then derive the Wasserstein Taylor expansion of the perturbed

loss and the corresponding regularization penalties. Once the input space is regarded as a

Wasserstein metric space, our derivations follow Riemannian calculus reviewed in Section 1.2.

We consider a perturbation model defined in terms of a “Wasserstein Gaussian”, which at

a given input image x ∈ X = P(Ω) has a density function of the form

p(ξ∣x) = exp(−d2
W(x,x + ξ)2/η2)d(ξ),

with a scale parameter η > 0 and a given reference measure d(ξ). Locally, the Wasserstein-2

distance can be expressed as

dW(x,x + ξ)2 = (ξ,GW(x)ξ)L2 + o(∥ξ∥2), (1.20)

where ξ ∼ N(0, η2I) and GW(x) is the Wasserstein Riemannian metric tensor at x, see (1.2.4).

Note that unlike traditional Guassian noise, ξ is dependent on the input image data x, even

with the linearization, as the covariance matrix η2G−1
W
(x) depends on the input x. In addition,

we note that GW will depend on the choice of a ground metric dΩ over pixels.

We are now ready to present our theorem that relates training with Wasserstein diffusion

to training with an added penalty term.

Theorem 1.5.1 (Perturbed loss regularization). Consider an input space (X , g) with the

Riemannian metric g represented by a matrix GW(x) depending on x ∈ X , and consider the

loss E(f) = E[l(f(x), y)] from (1.18) with some error function l that is twice differentiable

in the first argument. Let ξ be a Gaussian noise variable with zero mean and covariance
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matrix η2G−1(x) depending on x. Then the perturbed loss from (1.19) takes the form

Eξ(f) = E(f) +
1

2
η2ER(f) + o(η2),

where

ER(f) = Ep(y∣x)p(x)[l′′(f(x), y)∥∇W
2

x f(x)∥2 + l′(f(x), y)∆W2f(x)].

Here l′ and l′′ denote the first and second order ordinary partial derivatives of l with respect to

the first argument, and ∇g, ∥ ⋅ ∥g, ∆g are the gradient, norm, and Laplace-Beltrami operators

on (X , g).

the intuition is that with the Wasserstein Ground Metric, the perturbation is proportional

to the Riemannian steepest descent direction, ξ ∝ ∇W
2

x f(x) = G−1(x)∇f(x), then the penalty

is proportional to the Riemannian gradient norm squared, ∥∇W
2

x f(x)∥2. This in contrast with

the traditional isotropic Gaussian noise, where the Euclidean steepest descent is ∇xf(x).

Example 1 (Square error). For the square error l(f(x), y) = (f(x) − y)2 and a perturbation

model as in Theorem 1.5.1, we obtain the regularizer

ER(f) = Ep(y∣x)p(x)[∥∇W
2

x f(x)∥2 + (f(x) − y)∆gf(x)].

For non-zero mean perturbations, we can consider an expansion to first order which gives

ER(f) = Ep(y∣x)p(x) [2(f(x) − y) ⋅Ep(ξ∣x)[ξ]⊺∇f(x)] .

Example 2 (Cross entropy error). For the cross entropy l(f(x), y) = −y ln(f(x)) − (1 −

y) ln(1 − f(x)) and a perturbation model as in Theorem 1.5.1, we obtain the regularizer

ER(f) = Ep(y∣x)p(x)[ (
y

f 2(x)
+

1 − y

(1 − f(x))2
)∥∇W

2

x f(x)∥2 + (−
y

f(x)
+

(1 − y)

(1 − f(x))
)∆gf(x)].

In the case of k outputs (e.g., k-class classification), the loss function is summed for each

output.

44



Example 3 (Euclidean inputs). In the case of Euclidean inputs and uncorrelated zero mean

isotropic Gaussian noise of variance η2, we recover some of the classic calculations by [Bis95].

Consider as an example the square error function, for which the regularizer becomes

ER(f) = Ep(y∣x)p(x) [∑
i

{(
∂f

∂xi
)

2

+ (f(x) − y)
∂2f

∂x2
i

}] .

As pointed out by [Bis95], this is the Tikhonov regularizer that is usually added to the sum of

squares error.

Theorem 1.5.1 shows that all noise perturbed versions of a given input example can

be integrated (in a second order sense) into a single term. Formally, equivalence of the

regularizer to training with noise is only valid for small values of η, since it is based on a

second order Taylor expansion. The Wasserstein diffusion smoothness regularizer ER also

has the natural interpretation as decreasing the variability of the classifier in an anisotropic

and input dependent way that is captured by the Wasserstein gradient norm and the Laplace-

Beltrami operator. This interpretation remains valid for arbitrarily large values of η, even if

in this case the regularized objective might no longer correspond to the integrated perturbed

objective.

We note that the term involving the Laplace-Beltrami operator is premultiplied with the

derivative of the error. For regular choices of l, if the classifier makes correct predictions on

the training inputs x (which is often the case), the derivative l′(f(x), y) will vanish. This

suggests that for the purpose of regularization in settings where the training error vanishes,

in practice we can omit the Laplace-Beltrami term and consider only the gradient penalty

term.

Taking the perspective of smoothness suggests that we may also regularize by penalizing

the gradient of the discriminator, instead of the gradient of the loss function. Finally, we

point out that the Wasserstein metric can also be used to define the size constraints for

adversarial training. Usually adversarial perturbations are constrained to have L∞ norm (or

some Lp norm) bounded by a small ε. Instead of using ∥ξ∥Lp ≤ ε, we can use ∥ξ∥W2 ≤ ε, or

simply ξ⊺GW2(x)ξ ≤ ε.
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1.5.5 Experiments

Below we present experimental results to evaluate the utility of Wassserstein smoothness

regularization in terms of the robustness of the trained classifiers to small and large per-

turbations. We focus on regularization by the Wasserstein gradient norm penalty. For the

Wasserstein Ground Metric regularization, for each training example x we add

l′′(f(x), y) ⋅ ∥∇W
2

x f(x)∥2. (1.21)

1.5.5.1 Stability to adversarial perturbations of the input data

In this experiment we test the effectiveness of the gradient penalty regularizer in terms of

the test accuracy of the trained classifiers. We train a ResNet-20 on clean images from

CIFAR-10 with gradient norm penalty computed under Euclidean and Wasserstein metrics.

We run grid search for the regularization strength and the radius defining the ground metric

on pixel space. The training error converges to zero in all cases. We consider two types

of test data: the clean test dataset (natural generalization) and the test dataset with each

test example perturbed by an adversarial attack (robust generalization). Following current

literature, adversarial perturbations are computed by FGSM and I-FGSM [GSS15, KGB17].

More details on the implementation and hyperparameters are provided in Appendix 1.A.3.

Our results, reported in Table 1.2, compare with the Fast Gradient Sign Method (FGSM)

[GSS15] and the iterative counterpart, I-FGSM [KGB17].
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Test data / Regularizer None Euclidean grad. Wassserstein grad.

Natural 16.29 15.61 15.35

FGSM ε = 8/255 82.22 31.10 30.20

FGSM ε = 25/255 89.72 66.83 44.32

I-FGSM-20 α = 2/255, ε = 8/255 90.15 40.06 32.12

Table 1.2: Robust test error percentage (lower is better) for a ResNet-20 network with softplus

activation trained for 200 epochs on clean CIFAR-10 training images using gradient norm

regularization with Euclidean and Wasserstein metric on image space. We run grid search

over the regularization strength and the ground metric radius on pixel space.

1.5.5.2 Stability to large in-class variations of the input data

Most work on adversarial robustness focuses on small perturbations, with adversarial attacks

restricted to have a small norm so that they remain imperceptible to humans. We are

interested in generalization for all kinds of in-class variations of the data, including large

perturbations that should not change the predicted class. In this experiment we train on the

clean CIFAR-10 training set (no data augmentation), and compare between no regularization,

Euclidean, and Wasserstein smoothness regularization. For testing, we randomly draw 1000

images from the test set and construct for each of them a sequence of translated versions

with padding, as depicted in Figure 1.8. The semantic meaning of images should remain

relatively constant under incremental translations, and therefore we expect a robust classifier

to label all images in the sequence similarly. Quantitatively, this is measured by the number

of label flips that occur in the sequence. We report the average number of label flips over all

sequences of test images in Table 1.3. As the table shows, Wasserstein gradient regularization

improves the robustness of the classifier to translations.
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Figure 1.8: Robust classifiers should be invariant to natural variations of the data. Shown

are horizontal translations of an image from CIFAR-10.

Perturbation \ Regularizer None Euclidean grad. Wasserstein grad.

Horizontal translation 10.009 7.898 6.488

Vertical translation 9.920 9.437 7.956

Table 1.3: Average number of prediction flips on sequences of translated test images from

CIFAR-10. The classifiers were trained on the clean CIFAR-10 training set with no data aug-

mentation, with either no regularization, Euclidean Tikhonov regularization, or Wasserstein

Tikhonov regularization.

1.5.6 Discussion

Training with input noise or data augmentation in general is known as an effective form of

regularization to obtain classifiers that are more robust to natural variations of the data, or

to reduce the sensitivity to perturbations. These methods usually have a high cost in terms of

the number of examples needed and the cost of computing each of them (especially in the case

of adversarial data augmentation obtained by iterated gradient methods). Another problem

is that usually noise models and adversarial examples need to be restricted to tiny norm

values to ensure that they remain within the class of the perturbed example. Smoothness

regularizers based on Lp metrics are usually limited in the same way. This section follows

the idea that the space of inputs is not Euclidean and that smoothness priors should be

implemented with respect to an appropriate metric, which in turn would allow us to apply

higher levels of regularization without hurting test performance. We propose to use the

Wasserstein-2 metric to capture semantically meaningful neighborhoods of images. As we
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show, the Wasserstein diffusion smoothness regularizer arises naturally by expanding and

integrating the loss with respect to Wasserstein Gaussian noise on the inputs. We obtain an

effective penalty that can be computed very efficiently, saving computation compared with

adversarial data augmentation, and has a negligible overhead over L2 gradient penalties. The

experimental results indicate that our methods can improve robust generalization performance

on CIFAR-10 for both adversarial robustness and natural variations.
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1.A Appendix

1.A.1 Proof of equivalence of noise training with Wasserstein Thikonov Regu-

larization

A Riemannian metric g defines an inner product between tangent vectors of the input space

at each possible location. We choose standard coordinates for the input space X = Rn and

write g(ξ, ζ) = (ξ, ζ)g = ξ⊺G(x)ζ for any pair ξ, ζ ∈ TxX . We implicitly identify TxX and

X so that adding a tangent vector ξ ∈ TxX to an input vector x ∈ X makes sense. The

Riemannian gradient with the metric g is given by ∇gf(x) = G−1(x)∇f(x), where ∇ is the

ordinary gradient. This is also known as the natural gradient.

Proof of Theorem 1.5.1:

We expand the error function l around a data point x with added noise ξ in the Riemannian

space (X , g). We obtain

l(f(x + ξ), y) = l(f(x), y) + l′(f(x), y)(∇gf(x), ξ)g

+
1

2
l′′(f(x), y)(∇gf(x), ξ)

2
g +

1

2
l′(f(x), y)∑

i,j

ξiξj(∇
2
gf(x))ij + o(∥ξ∥

2
g).

We discuss the individual terms in turn. The zero order term is just the unperturbed loss.

On taking the expectation value with respect to ξ given x, the linear term vanishes when we

assume that the perturbations have zero mean, Ep(ξ∣x)[ξ] = 0. If the perturbation does not

have zero mean, we obtain

Ep(ξ∣x)[(∇gf(x), ξ)g] = Ep(ξ∣x)[(G−1(x)∇f(x))⊺G(x)ξ] = ∇f(x)⊺Ep(ξ∣x)[ξ].

For the first quadratic term, when Ep(ξ∣x)[ξξ⊺] = η2G−1(x), we obtain

Ep(ξ∣x)[(∇gf(x)
⊺G(x)ξ)2] = η2∇gf(x)

⊺G(x)∇gf(x) = η
2∥∇gf∥

2
g.

For the second quadratic term, again when Ep(ξ∣x)[ξξ⊺] = η2G−1(x), we obtain

Ep(ξ∣x)[ξ⊺ Hess f(x)ξ] = η2∆gf(x).
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Here the Laplace-Beltrami operator is

∆gf = ∑
j,k

gjk
∂2f

∂xj∂xk
− gjkΓljk

∂f

∂xl
,

where Γljk is the Christoffel symbol.

1.A.2 Wasserstein metric in un-normalized distributions

We illustrate the Wasserstein metric tensor in un-normalized density space. The new metric

tensor induces the gradient operator in un-normalized density space. This follows the recent

work on the topic including [GLO19].

In other words, consider

M+(I) = {µ = (µ1,⋯, µn) ∈ Rn∶µi ≥ 0}.

The tangent space of M+(I) at µ forms

TµM+(I) = Rn.

Definition 1.A.1 (Unnormalized Wasserstein-2 metric tensor). The inner product g̃µ ∶

TµM+(I) × TµM+(I) → R forms

g̃µ(σ1, σ2) ∶= σ1
⊺(L(p)† +

1

α
11T)σ2,

for any σ1, σ2 ∈ TpP+(I).

It is clear that (M+(I), g̃) is a well defined metric in positive octant. In this case, the

un-normalized Wasserstein-2 gradient is given by the following theorem.

Theorem 1.A.1 (Unnormalized Wasserstein-2 gradient on graphs). Given F ∈ C1(M+(I)),

the gradient operator in Riemannian manifold (M+(I), g̃) satisfies

gradF(µ) = (L(µ) + α11T)dµF(µ).
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In other words,

gradF(µ)i =
1

2
∑

j∈N(i)

ωij(
∂

∂µi
F −

∂

∂µj
F)(

µi
di
+
µj
dj

)

+ α
n

∑
i=1

∂

∂µi
F(µ).

Proof: Notice that

L(µ) = T

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0

λsec(L(µ))

⋱

λmax(L(µ))

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

T −1 ,

where 0 < λsec(L(µ)) ≤ ⋯ ≤ λmax(L(µ)) are eigenvalues of L(ρ) arranged in ascending order,

and T is its corresponding eigenvector matrix. Here the zero eigenvalue correspond to the

eigenvector 1. Thus

(L(µ)−1 +
1

α
11T)

−1

= L(µ) + α11T .

Then

gradF(µ) = (L(µ)−1 +
1

α
11†)

−1

dµF(µ)

= L(µ)dµF(µ) + α11TdµF(µ),

which finishes the proof.

1.A.3 Detailed description of the experiments

Image generation experiments We run experiments on the CIFAR-10 and CelebA

(aligned, cropped, 64 × 64) datasets.

For the experiment measuring discriminator robustness to noise, or hyperparameters for

WGAN-GP is,

● DCGAN Architecture, with 3 convolutional layers, and no batch-normalization in the

discriminator.
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● Adam optimizer, with learning rate 0.0003, and β1 = 0.5, and β2 = 0.9

● Batch size of 64, and noise vector of dimension 128.

For the WWGAN loss, we use the same hyperparameters as WGAN-GP, and for the WWGAN,

we set α = 1.0 and β = 50.

For the noise model, we used RGB salt and pepper noise, which first transforms the

3 ×N ×N image to a 3N2 vector, and provides a probability of changing any coordinate.

Once a change is decided, the coordinate value is set to 0.0 or 1.0 (the max pixel value) with

equal probability.

Then the discriminator is evaluated on 64 noisy and clean images. And we see that the

discriminator trained with WWGAN is more robust to noise.

We compare the WWGAN loss function with the WGAN-GP loss For both losses, we use

a DCGAN architecture, removing the batch-normalization layer in the discriminator. We

also train with the Adam optimizer with learning rate 1e − 4 and β1 = 0.9, β2 = 0.

Codebase for WWGAN The WWGAN algorithm is available in Github at this link

https://github.com/dukleryoni/WWGAN

Wasserstein diffusion for adversarial robustness For our experiments, we use the

CIFAR-10 dataset, and use white-box attacks on the ResNet-20 network. For training, we

fixed the batch size of 128, and used SGD with momentum and weight decay, where the

momentum value is 0.9 and the weight-decay value is 10−4. We start with a learning rate of

0.1, and at epoch 100 and 150 we divide the learning rate by 10 each time. Our activations

were softplus with a β = 1 and a threshold of 20, where the softplus activation is

Softplus(x) =
1

β
log(1 + exp(βx)),

and the threshold value is the value of x beyond which we assume that the softplus equals a

linear function, for numerical stability.
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We examine the case of training the ResNet-20 network on the CIFAR-10 dataset, with

standard normalization of the pixel values. This achieves a test accuracy of 83.71%. We then

examine the effect of modifying the loss objective with either the Euclidean or Wasserstein

gradient penalties of the original loss, namely we use the loss

`(f(x), y) + η2(∇x`(f(x), y),G(x)−1∇x`(f(x), y)),

where ∇x is the Euclidean gradient and G(x) ∈ Rd×d represents the metric used in sample

space. For the Wasserstein gradient norm, G(x)−1 = L(x). For the Euclidean gradient norm,

G(x) = I.

The values of the regularization strength η2 we tested were

10−3,10−2,0.1,1,10,100,103,104,105. (1.22)

And for the ground metric on pixel space we considered neighbors in a square shape, where

the size of the square had half the side-length be 2,4,6,8.

1.A.4 WWGAN generated images

Figures 1.9 and 1.10 below show sample images generated from the WWGAN model trained

with the settings described in Appendix 1.A.3.
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Fake Images

Figure 1.9: CelebA cropped 64 × 64 WWGAN generated images.
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Figure 1.10: CIFAR-10 WWGAN generated images.
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CHAPTER 2

Differentiable dataset optimization∗†

2.1 Introduction

Consider the following seemingly disparate questions. (i) Dataset Extension: Given a

relatively small training set, but access to a large pool of additional data, how to select from

the latter samples to augment the former? (ii) Dataset Curation: Given a potentially large

dataset riddled with annotation errors, how to automatically reject such outlier samples?

(iii) Dataset Reweighting: Given a finite training set, how to reweight the training samples to

yield better generalization performance?

These three are examples of Dataset Optimization. In order to solve this problem with

differentiable programming, one can optimize a loss of the model end-to-end, which requires

differentiating the model’s loss with respect to the dataset. Our main contribution is an

efficient method to compute such a dataset derivative. This allows learning an importance

weight αi for each datum in a training dataset D, extending the optimization from the weights

w of a parametric model such as a deep neural network (DNN), to also include the weights

of the dataset.

As illustrated in the following diagram, standard optimization in machine learning works

∗This Chapter is adapted from [Ano22] and is the result of work done during an internship at Amazon

Research.

Copyright Amazon.com, Inc. or its affiliates. All Rights Reserved for work in this chapter.

†This chapter reproduces material from [Ano22], with the permission from coauthors

57



by finding the weights wα that minimize the training loss Ltrain(w,Dα) = ∑iαi`(fw(xi), yi)

on a given (weighted) dataset Dα (dark box). We solve a more general learning problem (light

box) by jointly optimizing the dataset Dα in addition to w. To avoid the trivial solution α = 0,

it is customary in AutoML to optimize Dα by minimizing the validation error computed on a

disjoint dataset. This makes for inefficient use of the data, which has to be split between

training and validation sets. Instead, we leverage a closed-form expression of the leave-one-out

cross-validation error to jointly optimize the model and data weights during training, without

the need to create a separate validation set.

Ltrain(w, Dα) wα Lval(wα)

Standard optimization finds the best weights to 
minimize the training loss

Dα

DIVA finds the best dataset  to train on in order so 
that the weights minimize a validation loss

Dα

Ltrain(w, Dα) wα Lval(wα)Dα

Ltrain(w, Dα) wα Lval(wα)Dα

The intermediate block in the diagram (which finds the optimal weights wα for the the

training loss on Dα) is usually non-differentiable with respect to the dataset, or the derivative

is prohibitively expensive to compute. DIVA leverages recent progress in deep learning

linearization [AGR20], to derive a closed-form expression for the derivative of the final loss

(validation error) with respect to the dataset weights. In particular, [AGR20] have shown

that, by replacing cross-entropy with least-squares, replacing ReLu with leaky-ReLu, and

performing suitable pre-conditioning, the linearized model performs on par with full non-

linear fine-tuning. We also leverage a classical result to compute the leave-one-out loss of a

linear model in closed-form [RL07, GS93]. This allows us to optimize the LOO loss without

requiring a separate validation set, setting DIVA apart from bi-level optimization customary

in AutoML.

To illustrate the many possible uses of the dataset derivative, we run experiments with a

simplified version of DIVA to cleanup a dataset of noisy annotations, to extend a training set

with additional data from an external pool, identify meaningful data augmentation, and to

perform multi-modal expansion using a CLIP model [RKH21].

Rather than using the full linearization of the model derived by [AGR20], we restrict the
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gradient to its last layer, cognizant that we are not exploiting the full power of LQF and thereby

obtaining only a lower-bound of performance improvement. Despite that restriction, our

results show consistent improvements from dataset optimization, at the modest computational

cost of a forward pass over the dataset to optimize the importance weights.

To summarize, our main contributions are:
1. We introduce a method to compute the dataset derivative in closed form, DIVA.

2. We illustrate the use of DIVA to perform dataset optimization by minimizing directly

the leave-one-out error without the need for an explicit validation dataset.

3. We perform experiments with a simplified model that, despite not using the full power

of the linearization, show consistent improvements in dataset extension, re-weighting,

outlier rejection and automatic aggregation of multi-modal data.

Our method presents several limitations. The dataset derivative of a learning task is

computed around a point represented by a pre-trained model. It only allows local optimization

around this point. Moreover, we only compute a restriction of the linearization to the

dimensions spanned by the last few layers. In general, this yields suboptimal results compared

to full global optimization from scratch, if one could compute that at scale. Nonetheless, the

linearized setting is consistent with the practice of fine-tuning pre-trained models in light of

the results of [AGR20], see also [RKH21, RRC17, MGM18, HKF18].

2.2 Related work

AutoML. State of the art performance in image classification tasks often relies on large

amount of human expertise in selecting models and adjusting the training settings for the task

at hand [LCY20]. Automatic machine learning (AutoML) [FKE19, HZC21] aims to automate

model selection [CT10] and the training settings by instead using meta-algorithms for the dif-

ferent aspects of the learning settings. Such methods follow a bi-level optimization framework,

optimizing the training settings in the outer level, and traditional model optimization in the
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inner level [JF18]. AutoML has focused on achieving better results via automatic model

selection [DAR21, FKE19] including neural architecture search (NAS) [ZL16, EMH19, LCS19].

Other important AutoML topics include hyper-parameter selection [LJD17, ASY19] and

data augmentation [CZM18, LKK19, CCC20, BBG20], which are closer to our settings of

optimizing the dataset weights. Since the main signal for a model’s performance is the final

validation loss, which requires full optimization of the model for each evaluation, AutoML

approaches often incur a steep computational costs. Alternatively, other methods follow

alternating optimization of the criteria, such as the work of [RZY18] that approximates full

network optimization with a single SGD step to learn to reweight the training set dynamically.

Differentiable AutoML alleviates outer-optimization costs while optimizing the final validation

error via differentiable programming, by utilizing proxy losses and continuous relaxation that

enable differentiation. Different approaches to differentiable AutoML include differentiable

NAS [LSY18, WDZ19], data augmentation [LHH21, LHW20], and hyper-parameter optimiza-

tion [ADG16]. The DIVA dataset derivative follows the differentiable AutoML framework by

enabling direct optimization of the dataset with respect to the final validation error of the

model.

Importance sampling. While our dataset optimization problem may seem superficially

similar to importance sampling, the optimization objective is different. Importance sampling

aims to reweight the training set to make it more similar to the test distribution or to speed

up convergence. On the other hand, DIVA’s objective is to optimize a validation loss of

the model, even if this requires making the training distribution significantly different from

the testing distribution. Importance sampling methods have a long history in the MCMC

machine learning literature where the sampling is conditioned on the predicted importance of

samples [MU49, Liu08]. In deep learning, importance sampling methods have been studied

theoretically for linearly-separable data [BL19] and recently in more generality [XYR21].

Furthermore, there exist many importance sampling heuristics in deep learning training

including different forms of hard sample mining [SGG16, XHZ19, CLM17], weighting based
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on a focal loss [LGG17], re-weighting for imbalance, [CJL19, HLL19, DGZ17] and gradient

based scoring [LLW19]. We emphasize that DIVA’s optimization of the sample weights is not

based on a heuristic but is rather a differentiable AutoML method driven by optimization

of a proxy of the test error. Further, DIVA allows optimization of the dataset weights with

respect to an arbitrary loss and also allows for dataset extension computation.

LOO based optimization. Leave-one-out cross validation is well established in statistical

learning [Sto77]. In ridge regression, the LOO model predictions for the validation samples

have a closed-form expression that avoids explicit cross validation computation [GS93, RL07]

enabling efficient and scalable unbiased estimate of the test error. Efficient LOO has been

widely used as a criterion for regularization [PVG11, QLL10, BBB99, TMW20], hyper-

parameter selection [HS17] and optimization [WHY08]. Most similar to our dataset derivative

are methods that: (1) optimize a restricted set of parameters, such as kernel bandwidth, in

weighted least squares [Caw06, HCH07] (2) locally weighted regression methods (memorizing

regression) [AMS97, MHJ92], or (3) methods that measure the impact of samples based on

LOO predictions [BF99, NRS21].

Dataset selection & sample impact measures. [KL17] measure the effect of changes

of a training sample weight on a final validation loss through per-sample weight gradients,

albeit without optimizing the dataset and requiring a separate validation set. Their proposed

expression for the per-sample gradient, however, does not scale easily to our problem of

dataset optimization. In contrast, in proposition 5 we introduce an efficient closed-form

expression for the derivative of the whole datasets. Moreover, in proposition 5, we show

how to optimize the weights with respect to a cross-validation loss which does not require a

separate set.

In [PLS20], the authors present a sample-impact measure for interpretability based on a

validation set; for dataset extension, [YAF20] presents a coarse dataset extension method

based on self-supervised learning. Dataset distillation and core set selection methods aim
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to decrease the size of the dataset [WZT18] by selecting a representative dataset subset

[HJS20, JHS20, CYM19, JVE20, TB18, KSM21]. While DIVA is capable of removing outliers,

in this work we do not approach dataset selection from the perspective of making the dataset

more computationally tractable by reducing the number of samples.

2.3 Proposed method

In supervised learning, we use a parametrized model fw(x) to predict a target output y given

an input x coming from a joint distribution (x, y) ∼ T . Usually, we are given a training set

D = {(xi, yi)}Ni=1 with samples (x, y) assumed to be independent and identically distributed

(i.i.d.) according to T . The training set D is then used to assemble the empirical risk for

some per-sample loss `,

Ltrain(w;D) =
N

∑
i=1

`(fw(xi), yi),

which is minimized to find the optimal model parameters wD:

wD = argmin
w

Ltrain(w;D).

The end goal of empirical risk minimization is that the weights will also minimize the test

loss, computed using a separate test set. Nonetheless D is often biased and differs from the

distribution T . In addition, from the perspective of optimization, different weighting of the

training loss samples can enable or inhibit good learning outcomes of the task T [LGG17].

Dataset Optimization. In particular, it may not be the case that sampling the training

set D i.i.d. from T is the best option to guarantee generalization, nor it is realistic to assume

that D is a fair sample. Including in-distribution samples that are too difficult may negatively

impact the optimization, while including certain out-of-distribution examples may aid the

generalization on T . It is not uncommon, for example, to improve generalization by training

on a larger dataset containing out-of-distribution samples coming from other sources, or

generating out-of-distribution samples with data augmentation. We call Dataset Optimization
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the problem of finding the optimal subset of samples, real or synthetic, to include or exclude

from a training set D in order to guarantee that the weights wD trained on D will generalize

as much as possible.

Differentiable Dataset Optimization. Unfortunately, a näıve brute-force search over

the 2N possible subsets of D is unfeasible. The starting idea of DIVA is to instead solve a

more general continuous optimization problem that can be optimized end-to-end. Specifically,

we parameterize the choice of samples in the augmented dataset through a set of non-negative

continuous sample weights αi which can be optimized by gradient descent along with the

weights of the model. Let α = (α1, . . . , αN) be the vector of the sample weights and denote

the corresponding weighted dataset by Dα. The training loss on Dα is then defined as:

Ltrain(w;Dα) =
N

∑
i=1

αi `(fw(xi), yi). (2.1)

Note that if all αi’s are either 0 or 1, we are effectively selecting only a subset of D for

training. As we will show, this continuous generalization allows us to optimize the sample

selection in a differentiable way. In principle, we would like to find the sample weights

α∗ = argminαLtest(wα) that lead to the best generalization. Since we do not have access to

the test data, in practice this translates to optimizing α with respect to an (unweighted)

validation loss Lval:

α∗ = argminαLval(wα).

We can, of course, compute a validation loss using a separate validation set. However, as we

will see in Section 2.3.3, we can also use a leave-one-out cross-validation loss directly on the

training set, without any requirement of a separate validation set.

In order to efficiently optimize α by gradient-descent, we need to compute the dataset

derivative ∇αLval(wα). By the chain rule, this can be done by computing ∇αwα. However,

the training function α →wα that finds the optimal weights wα of the model given the sample

weights α may be non-trivial to differentiate or may not be differentiable at all (for example,

63



it may consist of thousands of steps of SGD). This would prevent us from minimizing α

end-to-end.

In the next section, we show that if, instead of linearizing the wα end-to-end in order to

compute the derivative, we linearize the model before the optimization step, the derivative

can both be written in closed-form and computed efficiently, thus giving us a tractable way

to optimize α.

Figure 2.1: The DIVA dataset derivative is computed end-to-end from the final validation

loss

2.3.1 Linearization

In real-world applications, the parametric model fw(x) is usually a deep neural network.

Recent work [AGR20, MLL20] have shown that in many cases, a deep neural network can be

transformed to an equivalent linear model that can be trained on a simple quadratic loss and

still reach a performance similar to the original model. Given a model fw(x), let w0 denote

an initial set of weights, For example, w0 could be obtained by pre-training on a large dataset

such as ImageNet (if the task is image classification). Following [AGR20, MLL20], we consider

a linearization f lin.
w (x) of the network fw(x) given by the first-order Taylor expansion of

fw(x) around w0:

f lin.
w (x) = fw0(x) + ∇wfw0(x) ⋅ (w −w0). (2.2)

Intuitively, if fine-tuning does not move the weights much from the initial pre-trained weights

w0, then f lin.
w (x) will remain a good approximation of the network while becoming linear

in w (but still remaining highly non-linear with respect to the input x). Effectively, this
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is equivalent to training a linear classifier using the gradients zi ∶= ∇wfw0(xi) as features

[MLL20].

Although f lin.
w (x) is a linear model, the optimal weights wα may still be a complex function

of the training data, depending on the loss function used. [AGR20] showed that equivalent

performance can be obtained by replacing the empirical cross-entropy with the regularized

least-squares loss:

Ltrain(w) =
N

∑
i=1

∥f lin.
w (x) − yi∥

2 + λ∥w∥2 (2.3)

where y denotes the one-hot encoding vector of the label yi. In [AGR20], it is shown that

linearized models are equivalent from the standpoint of performance on most standard tasks

and classification benchmarks, and better in the low-data regime, which is where the problem

of “dataset augmentation” is most relevant. The advantage of using this loss is that the

optimal weights w∗ can now be written in closed-form as

w∗ = (Z⊺Z + λI)−1Z⊺(Y − fw0(X)), (2.4)

where Z = [z1, . . . ,zN] is the matrix of the Jacobians zi = ∇wfw0(xi). While our method

can be applied with no changes to linearization of the full network, for simplicity in our

experiments we restrict to linearizing only the last layer of the network. This is equivalent

to using the network as a fixed feature extractor and training a linear classifier on top the

last-layer features, that is, zi = fL−1
w0

(xi) are the features at the penultimate layer.

2.3.2 Computation of the dataset derivative

We now show that for linearized models we can compute the derivative ∇αwα in closed-form.

For the α-weighted dataset, the objective in (2.3) with L2 loss for the linearized model is

written as,

wα = argmin
w

Ltrain(w;Dα) = argmin
w

N

∑
i=1

αi∥w
⊺zi − yi∥

2 + λ∥w∥2. (2.5)

where zi = ∇wfw0(xi) as in the previous section. Note that αi∥w⊺zi − yi∥2 = ∥w⊺zαi − yαi ∥,

where zαi ∶=
√
αizi and yαi ∶=

√
αiyi. Using this, we can reuse (2.4) to obtain the following

65



closed-form solution for wα:

wα = (Z⊺DαZ + λI)−1Z⊺DαY, (2.6)

where we have taken Dα = diag(α). In particular, note that wα is now a differentiable

function of α. The following proposition gives a closed-form expression for the derivative.

Proposition 3 (Model-Dataset Derivative ∇αwα). For the ridge regression problem (2.5)

and wα defined as in (2.6), define

Cα = (Z⊺DαZ + λI)−1. (2.7)

Then the Jacobian of wα with respect to α is given by

∇αwα = ZCα ○ ((I −ZCαZ
⊺Dα)Y), (2.8)

Where we write A○B ∈ Rn×m×k for the batch-wise outer product of A ∈ Rn×m and B ∈ Rn×k

along the common dimension k, i.e., (A ○B)ijk = aijbik.

The Jacobian ∇αwα would be rather large to compute explicitly. Fortunately, the end-to-

end gradient of the final validation loss, Lval(wα), can still be computed efficiently, as we

now show. Given a validation dataset Dval, the validation loss is:

Lval(wα) = ∑(xi,yi)∈Dval
`(fwα(xi), yi). (2.9)

The following gives the expression from which we optimize α end-to-end with respect to the

validation loss.

Proposition 4 (Validation Loss Dataset Derivative). Define L as the loss function derivative

with respect to the network outputs as,

L = [
∂`

∂f
(f(x1), y1),⋯

∂`

∂f
(f(xN), yN)]

Then the dataset derivative importance weights with respect to final validation is given by

∇αLval(wα) = ZCαZ
⊺ × (L⊺Y⊺(I −DαZCαZ

⊺)). (2.10)
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Figure 2.2: Examples of the reweighting done by DIVA. (Left) Samples from the

FGVC Aircraft classification dataset that are up-weighted by DIVA and (Right) samples

that are down-weighted because they increase the test error. Down-weighted samples tend to

have planes in non-canonical poses, multiple planes, or not enough information to classify

the plane correctly.

2.3.3 Leave-one-out optimization

It is common in AutoML to optimize the hyper-parameters with respect to a separate

validation set. However, using a separate validation may not be practical in limited data

settings, which are a main focus of dataset optimization. To remedy this, we now show that we

can instead optimize α by minimizing a leave-one-out cross-validation loss that only requires

a training set: where w−i
α are the optimal weights obtained by training with the loss (2.5)

on the entire dataset D except for the i-th sample (xi, yi). This may seem counter-intuitive,

since we are optimizing the weights of the training samples using a validation loss defined on

the training set itself. It is useful to recall that w−i
α minimizes the α-weighted L2 loss on the

training set (minus the i-th example):

w−i
α = arg min

w
L−itrain(w,Dα) = arg min

w
∑
j≠i

αj∥fw(xj) − yj∥
2 + λ∥w∥2. (2.11)

Meanwhile, α minimizes the unweighted validation loss (un-weighted version of (2.12). This

prevents the existence of degenerate solutions for α.

Computing LLOO naively would require training n classifiers, but fortunately, in the case

of a linear classifier with the L2 loss, a more efficient closed-form solution exists [GS93, RL07].
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Generalizing those results to the case of a weighted loss, we are able to derive the following

expression.

Proposition 5. Define

Rα = Z⊺
√

Dα(Z
⊺DαZ + λI)−1

√
DαZ

Then α-weighted LOOV predictions defined in (2.11) admit a closed-form solution:

fw−i
α
(zi) =

⎡
⎢
⎢
⎢
⎢
⎣

Rα

√
DαY − diag(Rα)

√
DαY

diag(
√

Dα −
√

DαRα)
]
i

, (2.12)

where diag(A) = [a11, . . . , ann] denotes the vector containing the diagonal of A, and the

division between vectors is element-wise.

Note that the prediction fw−i
α
(zi) on the i-th sample when training on all the other samples

is a differentiable function of α. Composing (2.12) into the un-weighted version of the loss

on the training set, we compute the derivative ∇αLLOO(α), which allows us to optimize

the cross-validation loss with respect to the sample weights, without the need of a separate

validation set. We give the closed-form expression for ∇αLLOO(α) in Appendix 2.A.

2.3.4 Dataset optimization with DIVA

We can now apply the closed-form expressions for ∇αLval(α) and ∇αLLOO(α) for differentiable

dataset optimization. We describe the optimization using Lval, but the same applies to LLOO.

DIVA Reweight. The basic task consists in reweighting the samples of an existing dataset

in order to improve generalization. This can curate a dataset by reducing the influence of

outliers or wrong labels, or by reducing possible imbalances. To optimize the dataset weights,

we use gradient descent in the form:

α ← α − η∇αLval. (2.13)

It is important to notice that Lval is an unbiased estimator of the test loss only at the first

step, hence optimizing using (2.13) for multiple steps can lead to over-fitting (see Appendix
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2.A). Therefore, we apply only 1-3 gradient optimization steps with a relatively large learning

rate η ≃ 0.1. This early stopping both regularizes the solution and decreases the wall-clock

time required by the method. We initialize α so that αi = 1 for all samples.

DIVA Extend. The dataset gradient also allows us to extend an existing dataset. Given a

core dataset D = {(xi, yi)}Ni=1 and an external (potentially noisy) data pool E = {(x̂i, ŷi)}N+Mi=N+1,

we want to find the best samples from E to add to D. For this we merge D and E in a single

dataset and initialize α such that αi = 1 for samples of D and αi = 0 for samples of E (so that

initially the weighted dataset matches D). We then compute ∇αLval(α) to find the top k

samples of E that have the largest negative value of ∇αLval(α)i, i.e., the samples that would

give the largest reduction in validation error if added to the training set and add them to D.

This is repeated until the remaining samples in E all have positive value for the derivative

(adding them would not further improve the performance).

Detrimental sample detection. The i-th component of ∇αLval specifies the influence of

the i-th sample on the validation loss. In particular, (∇αLval)i > 0 implies that the sample

increases the validation loss, hence it is detrimental (e.g., it is mislabeled or overly represented

in the dataset). We can select the set of detrimental examples by thresholding ∇αLval:

Detrimental(ε) = {i ∶ (∇αLval)i ≥ ε}. (2.14)

2.4 Experimental results

For our models we use standard residual architectures (ResNet) models pre-trained on

ImageNet [DDS09] and Places365 [ZLK17]. For our experiments on dataset optimization we

consider datasets that are smaller than the large-scale datasets used for pre-training as we

believe they reflect more realistic conditions for dataset optimization. For our experiments we

use the CUB-200 [WBM10], FGVC-Aircraft, [MKR13], Stanford Cars [KSD13], Caltech-256

[GHP07], Oxford Flowers 102 [NZ08], MIT-67 Indoor [QT09], Street View House Number
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Dataset Original DIVA Reweight [CLM17] [RZY18] Gain

Aircrafts 57.58 54.64 70.48 81.82 (80.62) +2.94

Cub-200 39.30 36.93 57.85 72.55 (75.35) +2.36

MIT Indoor-67 32.54 31.27 37.84 64.48 (58.06) +1.27

Oxford Flowers 20.23 19.16 22.82 48.80 (55.46) +1.07

Stanford Cars 58.91 56.31 75.87 83.09 (84.50) +2.56

Caltech-256 23.98 21.29 37.52 58.44 (52.77) +2.69

Table 2.1: Test error of DIVA Reweight to curate several fine-grain classification datasets.

We use a ResNet-34 pretrained on ImageNet as feature extractor and train a linear classifier

on top of the last layer. Note that DIVA Reweight can improve performance even on curated

and noiseless datasets whereas other reweighting methods based on hard-coded rules may be

detrimental in this case.

[NWC11], and the Oxford Pets [PVZ12] visual recognition and classification datasets. In all

experiments, we use the network as a fixed feature extractor, and train a linear classifier on

top of the network features using the weighted L2 loss (2.5) and optimize the α weights using

DIVA.

Dataset AutoCuration. We use DIVA Reweight to optimize the importance weights of

samples from several fine-grain classification datasets. While the datasets have already been

manually curated by experts to generally exclude out-of-distribution or mislabeled examples,

we still observe that in all cases DIVA can further improve the test error of the model (Table

2.1). To understand how DIVA achieves this, in Figure 2.2 we show the most up-weighted

(left) and down-weighted (right) examples on the FGVC Aircraft classification task [MKR13].

We observe that DIVA tends to give more weight to clear, canonical examples, while it

detects as detrimental (and hence down-weights) examples that contain multiple planes

(making the label uncertain), or that do not clearly show the plane, or show non-canonical
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poses. We compare DIVA Reweight with two other re-weighting approaches: [RZY18], that

applies re-weighting using information extracted from a separate validation gradient step, and

[CLM17], which reweights based on the uncertainty of each prediction (threshold-closeness

weighting scheme). For [RZY18], we set aside 20% of the training samples as validation for

the reweight step, but use all samples for the final training (in parentheses). We notice that

both baselines, which are designed to reweight noisy datasets, underperform with respect to

DIVA on datasets without artificial noise.

Dataset extension. We test the capabilities of DIVA Extend to extend a dataset with

additional samples of the distribution. In Figure 2.4 and Table 2.2, we observe that DIVA is

able to select the most useful examples and reaches an optimal performance generalization

error using significantly less samples than the baseline uniform selection. Moreover, we notice

that DIVA identifies a smaller subset of samples that provides better test accuracy than

adding all the pool samples to the training set.

Dataset DIVA Extend Uniform Improvement

Aircrafts 58.00 60.01 +2.01

Cub-200 39.42 42.29 +2.87

MIT Indoor-67 32.54 33.73 +1.19

Oxford Flowers 20.56 23.29 +2.73

Stanford Cars 60.37 62.45 +2.09

Caltech-256 21.97 24.55 +2.59

Table 2.2: Results of using DIVA Extend to select the best samples to extend several fine-

grain classification datasets. We train a linear classifier on top of a ResNet-34 pretrained on

ImageNet, and compare the test performance when extending the target training dataset

with 50% of the pool samples selected either uniformly at random or via DIVA Extend.
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Dataset DIVA Extend Rand. Extend Improvement

Aircrafts 58.00 60.01 +2.01
Cub-200 39.42 42.29 +2.87

MIT Indoor-67 32.54 33.73 +1.19
Oxford Flowers 20.56 23.29 +2.73

Stanford Cars 60.37 62.45 +2.09
Caltech-256 21.97 24.55 +2.59

Table 3: Results of using DIVA Extend to select relevant dataset to extend several fine-grain classification
datasets. We use a ResNet-34 pretrained on ImageNet as feature extractor and train a linear classifier on top of
the last layer and measure extending the dataset with 50% of the pool samples uniformly or via DIVA Extend.

examples, while it detects as harmful (and hence down-weights) examples that contain multiple268

planes (making the label uncertain), or that do not clearly show the plane, or show non-canonical269

poses.270

Harmful sample detection. To test the ability of DIVA to detect training samples that are harmful271

for generalization, we artificially introduce wrong labels in the dataset. In Section 3.4 claimed that272

harmful examples can be detected by looking at the samples for which the derivative r↵LLOO(↵)i is273

positive. To verify this, in Figure 3 we plot the histogram of the derivatives for correct and mislabeled274

examples. We observe that indeed most mislabeled examples have positive derivative. In particular,275

we can classify an example as mislabeled if the derivative is positive. In Section 4 we report the F1276

score and AUC obtained in a mislabeled sample detection task using the DIVA gradients.277

Dataset extension. We test the capabilities of DIVA Extend to extend a dataset by adding samples278

from an external source. We consider two settings: one in which the external source is noiseless279

and one in which artificial label noise is introduced, so that randomly adding the external samples280

may be harmful. In the first case, while selecting random examples to add is a viable strategy to281

improve generalization, we observe that DIVA is able to select the most useful example and reaches282

an optimal performance generalization error using significantly less samples than random selection.283

In the second case, DIVA is able to avoid noisy samples, and significantly outperforms random284

selection, which may in fact decrease the accuracy of the model.285

Figure 3: Distribution of LOO DIVA gradients for
correctly labelled and mislabelled samples in Cub-200
dataset (20% mislabelled).

Dataset F1-score (✏ = 0) AUC

Cub200 0.87 0.98
Aircrafts 0.68 0.90
MIT Indoor-67 0.86 0.98
Stanford Cars 0.75 0.93
Caltech-256 0.92 0.99
Oxford Flowers 0.83 0.97

Table 2: DIVA for outlier rejection. We use DIVA
on a ResNet-34 network linearization and detect mis-
labelled samples (outliers) in a dataset present with 20%
label noise. Selection is based on r↵(Lval(w↵))i > ✏.

286

Data augmentation. In Section 3.4 we suggested DIVA can be used to find the best probability with287

which to apply a data augmentation procedure in order to improve the generalization performance.288

To test this, we select common data augmentation procedures, horizontal flip and vertical flip, and289

we tune their probability on the Street View House Number [46], Oxford Flowers [48] and the290

Oxford Pets [49] classification tasks. We observe that DIVA assigns different probabilities to each291

transformation depending on the task (Figure 5): on the number classification task DIVA penalizes292

both vertical and horizontal flips, which may confuse different classes (such 2 and 5, 6 and 9). On293

an animal classification task (Oxford Pets) DIVA does not penalize horizontal flips, but penalizes294

vertical flips since they are out of distributions. Finally, on Flowers classification DIVA gives equal295

probability to all transformations (most flower pictures are frontal so all rotations and flips are valid).296

8

Figure 2.3: (Left) Distribution of LOO DIVA gradients for correctly labelled and mislabelled

samples in CUB-200 dataset (20% of the samples are mislabeled by replacing their label

uniformly at random). (Right) DIVA for outlier rejection. We use DIVA on a ResNet-34

network linearization and detect mislabelled samples (outliers) in a dataset present with 20%

label noise. Selection is based on ∇α(Lval(wα))i > ε.
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Figure 2.4: DIVA Extend. We show the test error achieved by the model as we extend a

dataset with samples selected from a dataset pool using either DIVA Extend (red line) or

uniform sampling (blue line). The pool set matches the same distribution as the training set.

In all cases DIVA Extend outperforms uniform sampling and identifies subsets of the pool set

with better performance than the whole pool. We also note that using only a subset selected

by DIVA as opposed to using the whole pool, actually improves the test accuracy.

Detrimental sample detection. To test the ability of DIVA to detect training samples

that are detrimental for generalization, we add a proportion of random labels in the dataset.

Following the procedure outlined in Subsection 2.3.4 we detect outliers by thresholding where

the derivative ∇αLLOO(α)i is positive. In Figure 2.3 we plot the histogram of the derivatives

for correct and mislabeled examples. We observe that majority of mislabeled examples have
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a positive derivative while the vast majority of the correctly labelled samples have a negative

derivative. In particular, we can directly classify an example as mislabeled if the derivative is

positive. In Figure 2.3 we report the F1 score and AUC obtained in a mislabeled sample

detection task using the DIVA gradients.

Multi-modal learning. Recent multi-modal models such as CLIP [RKH21] can embed

both text and images in the same vector spaces. This allows to boost the performance on

few-shot image classification tasks by also adding to the training set textual descriptions

of the classes, such as the label name. However, training on label names may also hurt the

performance, for example if the label name is not known by the CLIP model. To test this,

we create a few-shot task by selecting 20 images per class from the Caltech-256. We then use

DIVA Extend to select an increasing number of labels to add to the training set. In Figure

2.5 (right), we show that DIVA can select the beneficial label embeddings to add in order to

improve the few-shot test performance. However, when forced to add all labels, including

detrimental ones, the test error starts to increase again.

Data augmentation. To further test the versatility of DIVA, we qualitatively evaluate

DIVA Reweight on the task of tuning the weights with which we apply a given data aug-

mentation procedure. Let t1, . . . , tK be a set of data augmentation transformations. Let

Dtk be the result of applying the data augmentation tk to D. We can create an augmented

dataset Daug = D ∪Dt0 ∪ . . .∪DtK , by merging all transformed datasets. We then apply DIVA

Reweight on Daug to optimize the weight α of the samples. Based on the updated importance

weights we estimate the optimal probability with which to apply the transformation tk as

pk = (∑i∈Dtk αi)/(∑iαi). In particular we select common data augmentation procedures,

horizontal flip and vertical flip, and we tune their weights on the Street View House Number,

Oxford Flowers and the Oxford Pets classification tasks. We observe that DIVA assigns

different weights to each transformation aligning with the task (Figure 2.5): on the number

classification task DIVA penalizes both vertical and horizontal flips, which may confuse
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different classes (such 2 and 5, 6 and 9). On an animal classification task (Oxford Pets) DIVA

does not penalize horizontal flips, but penalizes vertical flips since they are out of distributions.

Finally, on Flowers classification DIVA gives equal weights to all transformations (most flower

pictures are frontal so all rotations and flips are valid).
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Figure 2.5: (Left) DIVA can select the best data augmentation for each task. We

optimize the weight with which each data augment transformation is applied. DIVA optimizes

the transformation to apply for the particular task. (Right) Use of DIVA extend on a

multi-modal task. Selecting only the most beneficial text embeddings to use in a multi-

modal classification task (as scored by DIVA) outperforms blindly using all available text

embeddings.

2.5 Discussion

In this chapter we present a gradient-based method to optimize a dataset. In particular we

focus on sample reweighting, extending datasets, and removing outliers from noisy datasets.

We note that by developing the notion of a dataset derivative we are capable of improving

dataset quality in multiple disparate problems in machine learning. The dataset derivative we

present is given in closed-form and enables general reweighting operations on datasets based

on desired differentiable validation losses. In cases where a set-aside validation loss is not

available we show the use of the leave-one-out framework enables computing and optimizing

a dataset “for free” and derive the first closed-form dataset derivative based on the LOO

framework.
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2.A Appendix

We structure the appendix as follows: We present additional experiments in Subsection

2.A.1 and we describe the details of the experiments from Section 2.4 in Subsection 2.A.2.

In Subsection 2.A.3 we provide proofs for the propositions of the chapter and additional

discussion on the methods.

2.A.1 Additional experiments

Validation overfitting. When updating the dataset using the dataset derivative there is

a risk of overfitting to the validation set after repeated applications of the derivative. Namely

the validation loss is initially an unbiased estimate of the test loss yet after using it to update

the dataset repeatedly it eventually will start overfitting. In our settings, we notice that when

using a small number of gradient updates (< 5) and with step sizes η ∼ 0.1 we are able to

avoid overfitting and improve the test error when optimizing the dataset derivative based on

the validation loss. In this experiment we present the final test and validation classification

errors of optimized datasets. As we optimize with respect to the validation loss, it is indeed

clear that the validation loss decreases dramatically yet more importantly are the effect of

the test accuracy.
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Figure 2.6: The test error decreases as the dataset is optimized with respect to the validation

set until eventually overfitting commences. The validation set error decreases more significantly

as the dataset is optimized directly on the validation set, yet for very large step-sizes the first

order optimization becomes inaccurate. The plot uses the Caltech-256 dataset to illustrate

the overfitting

DIVA Extend plots. In Figure 2.4 we report the results on all the remaining datasets

following the set-up of Figure 2.4. In Table 2.2 we report the accuracy of DIVA Extend and

uniform sampling on the various datasets when adding 50% of samples from the pool.
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Figure 2.7: Same plots as Figure 2.4 on the other fine-grained datasets.
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2.A.2 Experimental details

Dataset details For our experiments we utilize several fine-grain classification datasets

from the computer vision community that are standard for fine-tuning image classification

tasks (CUB-200 [WBM10], FGVC-Aircraft, [MKR13], Stanford Cars [KSD13], Caltech-256

[GHP07], Oxford Flowers 102 [NZ08], MIT-67 Indoor [QT09], Street View House Number

[NWC11], and the Oxford Pets [PVZ12]). Some of the datasets do not follow a default

train-test split and we use the following splits commonly used in the literature for the

datasets,

● Oxford Flowers 102: We use the original 1020 images in the training split without

incorporating the default validation set.

● Caltech-256: We split the dataset into a training set with 60 images from each class for

training, and use remaining data for testing.

Pre-training setup For the pre-trained networks we use for fine-tuning, we use the pre-

trained configurations available on PyTorch’s torchvision package. In particular the reference

networks are pre-trained using the ImageNet [DDS09] dataset. The images embedded by the

network are pre-processed via standard resizing and center cropping (256 resize, followed by

a 224 cropping).

Regularization parameter λ : To get the best unweighted dataset baseline to compare

with the optimized dataset, for each of the un-optimized original datasets, we first search for

optimal λ values in λ ∈ {2n for n ∈ {−20,−19, . . .4}} to measure the classifier’s performance.

After selecting optimal λ we proceed with dataset optimization with the optimal λ values.

Note that DIVA does not require λ to be optimal and improvements are even more significant

for un-optimized λ.
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Dataset Derivative Computation In Section 2.A.3 we derive the closed-form dataset

derivatives used for DIVA. We computed the closed-form solution analytically and we verified

our results using automatic differentiation tools on large number of conditions including

synthetic and real data, as an additional method to verify the correctness of the derivative

formulas.

DIVA method details

DIVA Extend For Table 2.2 and Figure 2.4 we first split the original training set into

50% training subset and 50% pool subset that will be used to selectively extend the training

subset with DIVA or other extension approaches. We run DIVA Extend LOO and uniform

sampling to add pool samples to the training set. In both settings we incrementally extend

the training subset from the pool (For DIVA, by selecting samples with top DIVA score) in

each step we extend an equal number of samples ((# pool samples) // (# number of steps)).

In the figure we present the test error as a function of training set size and compare

DIVA sample selection with selecting the same number of samples at uniform from the pool

set. In Table 2.2, we present the improvement in test accuracy at the 50% extend mark of

the pool set (e.g. extending 25% of the original training set) between DIVA and uniform

sample selection of the same number of samples. For both experiments we use the ResNet-34

architecture.

DIVA Reweigh In Table 2.1 we use DIVA Reweight LOO with the same parameters for

all of the datasets we consider. The DIVA parameters we use are K = 4 for the number

of steps and η = 0.15 for the step-size. As with DIVA Extend, we use ResNet 34 for the

architecture for the representation.

DIVA validation loss We find the cross entropy loss to work better as the loss function

applied to the validation predictions (both in LOO and regular validation). Further for
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LOO we find it crucial to apply the validation loss only on mis-classified LOO predictions to

improve the test accuracy of the model, this can be interpreted as the cross entropy loss with

a “hard margin hinge” loss.

Outlier rejection For the results presented in the side-by-side Table and Figure 2.3 we

apply 20% random label noise to each class in the dataset and use DIVA LOO to compute the

normalized DIVA gradient (DIVA score) of each sample. The F1 score reports classification

by thresholding with ε = 0 and the AUC is computing by thresholds spanning detection of no

samples, to detection of all samples.

2.A.3 Proofs of propositions

We write the proposition statements for convenience.

Proposition (Model-Dataset Derivative ∇αwα). For the ridge regression problem Equa-

tion (2.5) and wα defined as in Equation (2.6), define

Cα = (Z⊺DαZ + λI)−1. (2.15)

Then the Jacobian of wα with respect to α is given by

∇αwα = ZCα ○ ((I −ZCαZ
⊺Dα)Y). (2.16)

Proof of Proposition 3:

We recall the settings of the problem are Z ∈ Rn×m, Y ∈ Rn×k, wα ∈ Rm×k and the importance

weights α ∈ Rn. Here n is the number of samples, m is the number of parameters for each

output of the model, and k is the number of classes (represented via the one-hot convention).

The derivation of ∇αwα we present is computational in nature and without the loss of

generality we consider the derivative for a single output class k = 1 (one-vs-all classification

naturally extends). For the single class settings, the relevant dimensions are wα ∈ Rm and

∇αwα ∈ Rm×n (for numerator layout convention of the derivative). To further simplify we

79



consider the derivative entrywise for single index αr,

∂wα

∂αr
∈ Rm×1.

The closed-form solution is,

wα = CαZ
⊺DαY.

using chain rule,
∂wα

∂αr
=
∂Cα

∂αr
×Z⊺DαY +Cα ×

∂Z⊺DαY

∂αr
.

We compute the two parts of the derivative in turn:

Let Kα = (Z⊺DαZ + λI) so that Kα = C−1
α . Then

∂Kα

∂αr
=

∂

∂αr
(Z⊺DαZ + λI) = Z⊺

r,∶Zr,∶

where Zr,∶ ∈ R1×m is the rth row of Z. Next note,

CαKα = I

differentiating both sides,
∂CαKα

∂αr
= 0.

Applying chain rule we get,

∂CαKα

∂αr
=
∂Cα

∂αr
Kα +Cα

∂Kα

∂αr
,

rearranging, substituting ∂Kα

∂αr
, and multiplying to the right by Cα

∂Cα

∂αr
= −CαZ

⊺
r,∶Zr,∶Cα.

Next, by direct computation ∂Z⊺DαY
∂αr

satisfies

∂Z⊺DαY

∂αr
= yr ⋅Z

⊺
r,∶.

Combining the original terms we have

∂wα

∂αr
= −(CαZ

⊺
r,∶Zr,∶Cα) ×Z⊺DαY + yr ⋅Cα ×Z⊺

r,∶

= CαZ
⊺
r,∶(yr −Zr,∶CαZ

⊺DαY).
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Now the full derivative is written as

∇αwα = ZCα ○ ((I −ZCαZ
⊺Dα)Y)

Proposition (Validation Loss Dataset Derivative). Define L as the matrix of the loss function

derivative with respect to network training outputs as,

L = [
∂`

∂f
(fwα(x1), y1),⋯

∂`

∂f
(f(xN), yN)].

Then the dataset derivative of the importance weights with respect to final validation loss is

given by

∇αLval(wα) = ZCαZ
⊺ × (L⊺Y⊺(I −DαZCαZ

⊺)). (2.17)

Proof of Proposition 4:

This follows from the chain rule combined with simplification of broadcasting terms. We

again consider the single output settings with the single coordinate derivative ∂Lval

∂αr
which is

given as,
∂Lval

∂αr
= ∇wLval

∂wα

∂αr
.

With

=
n

∑
i=1

L∶,i × z⊺i

= L⊺Z.

Therefore

(∇αLval(wα))i = ∑
j,k

(∇αwα)i,j,k(L
⊺Z)j,k.

Now L,Z can be separated into the two terms of ∇αwα,

∇αLval(wα) = ZCαZ
⊺ × (L⊺Y⊺(I −DαZCαZ

⊺)) (2.18)
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Next we consider the derivations for the Leave One Out (LOO) framework. In the LOO

framework one applies cross-validation to a training set {(z1, y1), . . . (zn, yn)} by running

n-fold cross validation, where in each fold, the ith sample (zi, yi) is taken out and is used for

validation while the optimal classifier is solved for the remaining of the training task,

w−i,= arg min
w
∑
j≠i

`(f(zj), yj). (2.19)

Then the LOO prediction at the ith index is defined as (fLOO)i = fw−i
(zi). Below we prove the

LOO predictions can be written in closed-form without explicit cross validation calculations.

Proposition 6 (Closed-form LOO prediction vector). Define the LOO vector predictions as,

fLOO = [fw−1(z1), . . . , fw−n(zn)]
⊺

and define

R = Z⊺(Z⊺Z + λI)−1Z

then for the learning task Equation (2.19) LOO predictions are given as

fLOO =
Ry − diag(R)y

I − diag(R)
. (2.20)

Proof of Proposition 6:

The proof is reproduced from [RL07] for completeness.

Without the loss of generality we derive the LOO prediction of zn. Namely given, {(z1, y1), . . . (zn, yn)}

we use {(z1, y1), . . . (zn1 , yn−1)} for training and validate using {(zn, yn}. Denote w−n as be

the optimal solution to this training task with regularization parameter λ and define the

(currently unknown) LOO prediction as

q = fw−n(zn).

We define the modified learning task consisting of {(z1, y1), . . . (zn−1, yn−1), (zn, q)} where we

added the data point (zn, q). Note that the optimal solution with λ regularization to the
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modified learning task is again w−n since q is taken to have a zero residual. therefore the

solution to the modified learning problem can be written in closed-form as,

w−n = (Z⊺Z + λI)−1Z⊺[y1∶n−1, q]
⊺.

Using w−n we write the equation for the LOOV prediction q,

q = ⟨zn,w
−i⟩ = z⊺n(Z

⊺Z + λI)−1Z⊺[y1∶n−1, q]
⊺.

Let R = Z(Z⊺Z + λI)−1Z⊺ then we have

q = z⊺nw−i = Rn,∶[Y1∶n−1, q]
⊺

and by adding and subtracting R∶,n multiplied by [0, yn]⊺ we get,

q = z⊺nw−i = R∶n−1,n[Y1∶n−1]
⊺ +R∶,n[0, q] +R∶,n[0, yn]

⊺ −R∶,n[0, yn]
⊺.

Re-arranging we have

q −Rnnq = R∶,ny − ynRn,n

Solving for q we get,

q =
R∶,ny − ynRn,n

1 −Rn,n

And without the loss of generality the full prediction vector is given as,

fLOO =
Ry − diag(R)y

diag(I −R)
(2.21)

Given the closed-form LOOV expression we may use fLOO for the validation loss to

compute the dataset derivative on Lval without any additional validation data. While this

may seem contradictory as we are optimizing the dataset validated via the weighting duality

between sample loss weighting and data scaling, we define the leave one out value predictions

in the weighted dataset settings and evaluate on the original (unweighted) data points as,

fw−i
α
(zi) (2.22)
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with,

w−i
α = arg min

w
∑
j≠i

αj`(f(zj), yj). (2.23)

Therefore the α-weighted LOO term is fw−i
α
(zi) is faithful to the original distribution despite

being trained with the weighted loss Equation (2.23). We in fact are able to show that

α-weighted LOO formulation also admits a closed-form solution that satisfies our definition

and for DIVA LOO we utilize the derivative of the closed-form to optimize the dataset.

Proposition. Define

Rα = Z⊺
√

Dα(Z
⊺DαZ + λI)−1

√
DαZ

Then the α-weighted LOOV predictions defined in Equation (2.11) admit a closed-form

solution:

fw−i
α
(zi) =

⎡
⎢
⎢
⎢
⎢
⎣

Rα

√
DαY − diag(Rα)

√
DαY

diag(
√

Dα −
√

DαRα)
]
i

, (2.24)

Further the LOO dataset derivative is well-defined and satisfies the following gradient condition,

diag(∇αfLOO) = 0. (2.25)

The gradient condition diag(∇αfLOO) = 0 implies that the LOO prediction at zi does not

depend on αi and ensures that the closed-form solution is well defined in the α-weighted

settings and is differentiable.

Proof of Proposition 5:

The proof builds on Proposition 6 for the weighted settings.

In general since LOO expression describes the weighting problem, it must be shown that

the introduction of the weights do not break the argument of Proposition 6. Considering

the optimization problem in Equation (2.11). We also use the duality between the loss

weights and data scaling to note that w−
αi can be derived by considering the unweighted LOO

Equation (2.19) with the modified dataset,

{(
√
α1z1,

√
α1y1), . . . (

√
αnzn,

√
αnyn)}. (2.26)
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Indeed in this settings with the newly defined data the derivation in Proposition 6 of the final

prediction vector of the LOO entries holds with the same optimal solution wα due to the

duality between data scaling and loss weights. Nonetheless the closed-form LOO predictions

fLOO are evaluated at the data-points
√
αizi. Since the model is linear the final predictions

at the original data-points of the weighted training settings are written as fLOO/
√
α.

Noting the weighted training problem can be expressed as Ỹ =
√

DαY, Z̃ =
√

DαZ we

use Proposition 6 to write analogously

Rα = Z⊺
√

Dα(Z
⊺DαZ + λI)−1

√
DαZ (2.27)

and divide by
√
α by multiplying the denominator by

√
Dα,

fw−i
α
(zi) =

⎡
⎢
⎢
⎢
⎢
⎣

Rα

√
DαY − diag(Rα)

√
DαY

diag(
√

Dα −
√

DαRα)
]
i

, (2.28)

Since the derivation at the ith index of the weighted LOO prediction, (fLOO)i = (w−i
α )⊺zi is

entirely independent of αi, we have

∂(fw−i
α
(zi))i

∂αi
= 0.
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CHAPTER 3

On the dynamics and convergence of Weight

Normalization for training neural networks∗

3.1 Introduction

In this chapter we prove the first result showing that the non-convex problem of optimizing

a ReLU neural network that is trained with normalization layers converges to a global

minima. The guarantee for the convergence of a global minima is counter-intuitive given the

non-convexity of the problem that is exacerbated by applying normalization layers. However,

using careful concentration of measure it is possible to illustrate descent of the objective

in a linear rate. Dynamic normalization in the training of neural networks amounts to

the application of an intermediate normalization procedure between layers of the network.

Such methods have become ubiquitous in the training of neural nets since in practice

they significantly improve the convergence speed and stability. This type of approach was

popularized with the introduction of Batch Normalization (BN) [IS15] which implements a

dynamic re-parametrization, normalizing the first two moments of the outputs at each layer

over mini-batches. A plethora of additional normalization methods followed BN, notably

including Layer Normalization (LN) [BKH16] and Weight Normalization (WN) [SK16].

Despite the impressive empirical results and massive popularity of dynamic normalization

methods, explaining their utility and proving that they converge when training with non-

smooth, non-convex loss functions has remained an unsolved problem. In this chapter

∗This chapter is adapted from [DGM20]
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we provide sufficient conditions on the data, initialization, and over-parametrization for

dynamically normalized ReLU networks to converge to a global minimum of the loss function.

For the theory we present we focus on WN, which is a widely used normalization layer in

training of neural networks. WN was proposed as a method that emulates BN. It normalizes

the input weight vector of each unit and separates the scale into an independent parameter.

The WN re-parametrization is very similar to BN (see Section 3.3) and benefits from similar

stability and convergence properties. Moreover, WN has the advantage of not requiring a

batch setting, therefore considerably reducing the computational overhead that is imposed

by BN [GG17].

When introducing normalization methods, the function parametrization defined by the

network becomes scale invariant in the sense that re-scaling of the weights does not change

the represented function. This re-scaling invariance changes the geometry of the optimization

landscape drastically. To better understand this we analyze weight normalization in a given

layer.

We consider the class of 2-layer ReLU neural networks which represent functions f ∶Rd → R

parameterized by (W,c) ∈ Rm×d ×Rm as

f(x;W,c) =
1

√
m

m

∑
k=1

ckσ(w
⊺
kx). (3.1)

Here we use the ReLU activation function σ(s) = max{s,0} [NH10], m denotes the width of

the hidden layer, and the output is normalized accordingly by a factor
√
m. We investigate

gradient descent training with WN for (3.1), which re-parametrizes the functions in terms of

(V,g,c) ∈ Rm×d ×Rm ×Rm as

f(x;V,g,c) =
1

√
m

m

∑
k=1

ckσ(gk ⋅
v⊺
kx

∥vk∥2

). (3.2)

This gives a similar parametrization to [DLT18] that study convergence of gradient optimiza-

tion of convolutional filters on Gaussian data. We consider a regression task, the L2 loss, a

random parameter initialization, and focus on the over-parametrized regime, meaning that

m > n, where n is the number of training samples. Further, we make little to no assumptions

about the data.
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The focus this chapter is in analyzing neural network optimization with weight normal-

ization layers. We rigorously derive the dynamics of weight normalization training and its

convergence from the perspective of the Neural Tangent Kernel (NTK). Compared with

un-normalized training, we prove that normalized networks follow a modified kernel evolution

that features a “length-direction” decomposition of the NTK. This leads to two convergence

regimes in WN training and explains the utility of WN from the perspective of the NTK. In

the settings considered, WN significantly reduces the amount of over-parametrization needed

for provable convergence, as compared with un-normalized settings. Further, we present a

more careful analysis that leads to improved over-parametrization bounds as compared with

[DZP19].

The main contributions of the work in this chapter are:

● We prove the first general convergence result for 2-layer ReLU networks trained with

a normalization layer and gradient descent. Our formulation does not assume the

existence of a teacher network and has only very mild assumptions on the training data.

● We hypothesize the utility of normalization methods via a decomposition of the neural

tangent kernel. In the analysis we highlight two distinct convergence regimes and

show how Weight Normalization can be related to natural gradients and enable faster

convergence.

● We show that finite-step gradient descent converges for all weight magnitudes at

initialization. Further, we significantly reduce the amount of over-parametrization

required for provable convergence as compared with un-normalized training.

The rest of the chapter is organized as follows. We discuss related work in Section 3.2. In

Section 3.3 we provide background on WN and derive key evolution dynamics of training in

Section 3.4. We present and discuss our main results, alongside with the idea of the proof, in

Section 3.5. Lastly we offer a discussion of our results and analysis in Section 3.6. Proofs are

presented in the chapter appendices.
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3.2 Related work

The neural network function class (3.1) has been studied in many papers including [ADH19,

DZP19, ZMG19, WDW19] along with other similar over-parameterized architectures [ALL19a,

LL18, DLT18]. An exuberant series of recent works prove that feed-forward ReLU networks

converge to zero training error when trained with gradient descent from random initialization.

Nonetheless, to the best of our knowledge, there are no proofs that ReLU networks trained

with normalization on general data converge to a global minimum. This is in part because

normalization methods completely change the optimization landscape during training. Here

we show that neural networks of the form given above (3.2) converge at a linear rate when

trained with gradient descent and WN. The analysis is based on the over-parametrization of

the networks, which allows for guaranteed descent while the gradient is non-zero.

For regression training, a group of papers studied the trajectory of the networks’ predictions

and showed that they evolve via a “neural tangent kernel” (NTK) as introduced by [JGH18].

The latter paper studies neural network convergence in the continuous limit of infinite width

over-parametrization, while the works of [DZP19, ADH19, WDW19, ZMG19, OS19] analyze

the finite width setting. For finite-width over-parameterized networks, the training evolution

also exhibits a kernel that takes the form of a Gram matrix. In these works, the convergence

rate is dictated by the least eigenvalue of the kernel. We build on this fact, and also on the

general ideas of the proof of [DZP19] and the refined work of [ADH19].

Normalization methods theory A number of recent works attempt to explain the

dynamics and utility of various normalization methods in deep learning. The original works

on BN [IS15] and WN [SK16] suggest that normalization procedures improve training by

fixing the intermediate layers’ output distributions. The works of [BGS18] and [STI18]

argue that BN may improve optimization by improving smoothness of the Hessian of the

loss, therefore allowing for larger step-sizes with reduced instability. [HHS17] showed that

the effective step-size in BN is divided by the magnitude of the weights. This followed
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the work on WNgrad [WWB18] that introduces an adaptive step-size algorithm based on

this fact. Following the intuition of WNGrad, [ALL19b] proved that for smooth loss and

network functions, the diminishing “effective step-size” of normalization methods leads to

convergence with optimal convergence rate for properly initialized step-sizes. The work of

[KDL19] explains the accelerated convergence of BN from a “length-direction decoupling”

perspective. The authors along with [CLS19] analyze the linear least squares regime, with

[KDL19] presenting a bisection method for finding the optimal weights. Robustness and

regularization of Batch Normalization is investigated by [LWS18] and improved generalization

is analyzed empirically. Shortly after the original work of WN, [YKO17] showed that for a

single precptron WN may speed-up training and emphasized the importance of the norm of

the initial weights. Additional stability properties were studied by [YPR19] via mean-field

analysis. The authors show that gradient instability is inevitable even with BN as the number

of layers increases; this is in agreement with [BFL17] for networks with residual connections.

The work of [ACB19] suggests initialization strategies for WN and derives lower bounds on

the width to guarantee same order gradients across the layers.

Over-parametrized neural networks There has been a significant amount of recent

literature studying the convergence of un-normalized over-parametrized neural networks. In

the majority of these works the analysis relies on the width of the layers. These include 2-layer

networks trained with Gaussian inputs and outputs from a teacher network [Tia17, LY17] and

[DLT18] (with WN). Assumptions on the data distribution are relaxed in [DZP19] and the

works that followed [ZMG19, ADH19, WDW19]. Our proof technique follows the mechanism

presented in this chain of works. [WDW19] extend convergence results to adaptive step-size

methods and propose AdaLoss. Recently, the global convergence of over-parameterized neural

networks was also extended to deep architectures [DLL19a, ALS19, ZCZ20, ZG19]. In the

context of the NTK, [ZMG19] have proved fast convergence of neural networks trained with

natural gradient methods and the K-FAC approximation [MG15]. In the over-parameterized

regimes, [ADH19] develop generalization properties for the networks of the form (3.1). In
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addition, in the context of generalization, [ALL19a] illustrates good generalization for deep

neural networks trained with gradient descent. [CG20] and [CG19] derive generalization error

bounds of gradient descent and stochastic gradient descent for learning over-parametrization

deep ReLU neural networks.

3.3 Weight Normalization

Here we give an overview of the WN procedure and review some known properties of

normalization methods.

Notation We follow the general convention of the thesis: lowercase, lowercase boldface,

and uppercase boldface letters denote scalars, vectors and matrices respectively. We denote

the Rademacher distribution as U{1,−1} and write N(µ,Σ) for a Gaussian with mean µ and

covariance Σ. Training points are denoted by x1, . . . ,xn ∈ Rd and parameters of the first layer

by vk ∈ Rd, k = 1, . . . ,m. We use σ(x) ∶= max{x, 0}, and write ∥ ⋅ ∥2, ∥ ⋅ ∥F for the spectral and

Frobenius norms for matrices. λmin(A) is used to denote the minimum eigenvalue of a matrix

A and ⟨⋅, ⋅⟩ denotes the Euclidean inner product. For a vector v denote the `2 vector norm

as ∥v∥2 and for a positive definite matrix S define the induced vector norm ∥v∥S ∶=
√

v⊺Sv.

The projections of x onto u and u⊥ are defined as xu ∶= uu⊺x
∥u∥2

2
, xu⊥ ∶= (I − uu⊺

∥u∥2
2
)x. Denote the

indicator function of event A as 1A and for a weight vector at time t, vk(t), and data point

xi we denote 1ik(t) ∶= 1{vk(t)⊺xi≥ 0}.

WN procedure For a single neuron σ(w⊺x), WN re-parametrizes the weight w ∈ Rd in

terms of v ∈ Rd, g ∈ R as

w(v, g) = g ⋅
v

∥v∥2

, σ(g ⋅
v⊺x

∥v∥2

). (3.3)

This decouples the magnitude and direction of each weight vector (referred as the “length-

direction” decomposition). In comparison, for BN each output w⊺x is normalized according
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to the average statistics in a batch. We can draw the following analogy between WN and BN

if the inputs xi are centered (Ex = 0) and the covariance matrix is known (Exx⊺ = S). In

this case, batch training with BN amounts to

σ
⎛

⎝
γ ⋅

w⊺x
√

Ex(w⊺xx⊺w)

⎞

⎠
= σ(γ ⋅

w⊺x
√

w⊺Sw
) (3.4)

= σ(γ ⋅
w⊺x

∥w∥S

).

From this prospective, WN is a special case of (3.4) with S = I [SK16, KDL19].

Properties of WN We start by giving an overview of known properties of WN that will

be used to derive the gradient flow dynamics of WN training.

For re-parametrization (3.3) of a network function f that is initially parameterized with

a weight w, the gradient ∇wf relates to the gradients ∇vf,
∂f
∂g by the identities

∇vf =
g

∥v∥2

(∇wf)
v⊥ ,

∂f

∂g
= (∇wf)

v.

This implies that ∇vf ⋅ v = 0 for each input x and parameter v. For gradient flow, this

orthogonality results in ∥v(0)∥2 = ∥v(t)∥2 for all t. For gradient descent (with step size η) the

discretization in conjunction with orthogonality leads to increasing parameter magnitudes

during training [ALL19b, HBG18, SK16], as illustrated in Figure 3.1,

∥v(s + 1)∥2
2 = ∥v(s)∥2

2 + η
2∥∇vf∥

2
2 ≥ ∥v(s)∥2

2. (3.5)
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vk(0)

dvk
dt (0)

vk(t)

ββ

vk(0)

−∇vkL

vk(s)

Figure 3.1: WN updates for gradient flow and gradient descent. For gradient flow, the norm

of the weights are preserved, i.e., ∥vk(0)∥2 = ∥vk(t)∥2 for all t > 0. For gradient descent, the

norm of the weights ∥vk(s)∥2 is increasing with s.

Problem setup We analyze (3.1) with WN training (3.2), so that

f(x;V,c,g) =
1

√
m

m

∑
k=1

ckσ(gk ⋅
v⊺
kx

∥vk∥2

).

We take an initialization in the spirit of [SK16]:

vk(0) ∼ N(0, β2I), ck ∼ U{−1,1},

and gk(0) = ∥vk(0)∥2/β.
(3.6)

Where β2 is the variance of vk at initialization. The initialization of gk(0) is therefore taken

to be independent of β. We remark that the initialization (3.6) gives the same initial output

distribution as in methods that study the un-normalized network class (3.1). The parameters

of the network are optimized using the training data {(x1, y1), . . . , (xn, yn)} with respect to

the square loss

L(f) =
1

2

n

∑
i=1

(f(xi) − yi)
2 =

1

2
∥f − y∥2

2, (3.7)

where f = (f1, . . . , fn)⊺ = (f(x1), . . . , f(xn))⊺ and y = (y1, . . . , yn)⊺.
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3.4 Evolution dynamics

We present the gradient flow dynamics of training (3.7) to illuminate the modified dynamics

of WN as compared with vanilla gradient descent. In Appendix 3.A.3 we tackle gradient

descent training with WN where the predictions’ evolution vector df
dt is replaced by the

finite difference f(s + 1) − f(s). For gradient flow, each parameter is updated in the negative

direction of the partial derivative of the loss with respect to that parameter. The optimization

dynamics give
dvk
dt

= −
∂L

∂vk
,

dgk
dt

= −
∂L

∂gk
. (3.8)

We consider the case where we fix the top layer parameters ck during training. In the

over-parameterized settings we consider, the dynamics of ck and gk turn out to be equivalent.

To quantify convergence, we monitor the time derivative of the i-th prediction, which is

computed via the chain rule as

∂fi
∂t

=
m

∑
k=1

∂fi
∂vk

dvk
dt

+
∂fi
∂gk

dgk
dt
.

Substituting (3.8) into the i-th prediction evolution and grouping terms yields

∂fi
∂t

= −
m

∑
k=1

∂fi
∂vk

∂L

∂vk
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

T iv

−
m

∑
k=1

∂fi
∂gk

∂L

∂gk
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

T ig

. (3.9)

The gradients of fi and L with respect to vk are written explicitly as

∂fi
∂vk

(t) =
1

√
m

ck ⋅ gk(t)

∥vk(t)∥2

⋅ x
vk(t)

⊥

i 1ik(t),

∂L

∂vk
(t) =

1
√
m

n

∑
i=1

(fi(t) − yi)
ck ⋅ gk(t)

∥vk(t)∥2

x
vk(t)

⊥

i 1ik(t).

Defining the v-orthogonal Gram matrix V(t) as

Vij(t) =

1

m

m

∑
k=1

(
βck ⋅ gk(t)

∥vk(t)∥2

)

2

⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩1ik(t)1jk(t),
(3.10)
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we can compute T iv as

T iv(t) =
n

∑
j=1

Vij(t)

β2
(fj(t) − yj).

Note that V(t) is the induced neural tangent kernel [JGH18] for the parameters v of WN

training. While it resembles the Gram matrix H(t) studied in [ADH19], here we obtain

a matrix that is not piece-wise constant in v since the data-points are projected onto the

orthogonal component of v. We compute T ig in (3.9) analogously. The associated derivatives

with respect to gk are

∂fi
∂gk

(t) =
1

√
m

ck
∥vk(t)∥2

σ(vk(t)
⊺xi),

∂L

∂gk
(t) =

1
√
m

n

∑
j=1

(fj(t) − yj)
ck

∥vk(t)∥2

σ(vk(t)
⊺xj),

and we obtain

T ig(t) =

m

∑
k=1

1

m

n

∑
j=1

c2
k(fj(t) − yj)

∥vk(t)∥2
2

σ(vk(t)
⊺xj)σ(vk(t)

⊺xi).

Given that c2
k = 1, define G(t) as

Gij(t) =
1

m

m

∑
k=1

σ(vk(t)⊺xi)σ(vk(t)⊺xj)

∥vk(t)∥2
2

(3.11)

hence we can write

T ig(t) =
n

∑
j=1

Gij(t)(fj(t) − yj).

Combining Tv and Tg, the full evolution dynamics are given by

df

dt
= −(

V(t)

β2
+G(t))(f(t) − y). (3.12)

Denote Λ(t) ∶= V(t)
β2 +G(t) and write df

dt = −Λ(t)(f(t)−y). We note that V(0),G(0), defined

in (3.10), (3.11), are independent of β:

Observation 1 (β independence). For initialization (3.6) and β > 0 the Gram matrices

V(0),G(0) are independent of β.
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This fact is proved in Appendix 3.A.1. When training the neural network in (3.1) without

WN (see [DZP19, ADH19, ZMG19]), the corresponding neural tangent kernel H(t) is defined

by ∂fi
∂t = ∑

m
k=1

∂fi
∂wk

dwk

dt = −∑
m
k=1

∂fi
∂wk

∂L
∂wk

= −∑
n
j=1 Hij(t)(fj − yj) and takes the form

Hij(t) =
1

m

m

∑
k=1

x⊺i xj1ik(t)1jk(t). (3.13)

The analysis presented above shows that vanilla and WN gradient descent are related as

follows.

Proposition 7. Define V(0), G(0), and H(0) as in (3.10), (3.11), and (3.13) respectively.

then for all β > 0,

V(0) +G(0) = H(0).

Thus, for β = 1,

∂f

∂t
= −Λ(0)(f(0) − y) = −H(0)(f(0) − y).

That is, WN decomposes the NTK in each layer into a length and a direction component.

We refer to this as the “length-direction decoupling” of the NTK, in analogy to (3.3). From

the proposition, normalized and un-normalized training kernels initially coincide if β = 1. We

hypothesize that the utility of normalization methods can be attributed to the modified NTK

Λ(t) that occurs when the WN coefficient, β, deviates from 1. For β ≫ 1 the kernel Λ(t) is

dominated by G(t), and for β ≪ 1 the kernel Λ(t) is dominated by V(t). We elaborate on

the details of this in the next section. In our analysis we will study the two regimes β > 1

and β < 1 in turn.

3.5 Main convergence theory

In this section we discuss our convergence theory and main results. From the continuous

flow (3.12), we observe that the convergence behavior is described by V(t) and G(t). The

matrices V(t) and G(t) are positive semi-definite since they can be shown to be covariance
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matrices. This implies that the least eigenvalue of the evolution matrix Λ(t) = 1
β2 V(t)+G(t)

is bounded below by the least eigenvalue of each kernel matrix,

λmin(Λ(t)) ≥ max{λmin(V(t))/β2, λmin(G(t))}.

For finite-step gradient descent, a discrete analog of evolution (3.12) holds. However, the

discrete case requires additional care in ensuring dominance of the driving gradient terms.

For gradient flow, it is relatively easy to see linear convergence is attained by relating the

rate of change of the loss to the magnitude of the loss. Suppose that for all t ≥ 0,

λmin(Λ(t)) ≥ ω/2, with ω > 0. (3.14)

Then the change in the regression loss is written as

d

dt
∥f(t) − y∥2

2 = 2(f(t) − y)⊺
df(t)

dt

= −2(f(t) − y)⊺Λ(t)(f(t) − y)

(3.14)
≤ −ω∥f(t) − y∥2

2.

Integrating this time derivative and using the initial conditions yields

∥f(t) − y∥2
2 ≤ exp(−ωt)∥f(0) − y∥2

2,

which gives linear convergence. The focus of our proof is therefore showing that (3.14) holds

throughout training.

By Observation 1 we have that V and G are independent of the WN coefficient β (β only

appears in the 1/β2 scaling of Λ). This suggests that the kernel Λ(t) = 1
β2 V(t) +G(t) can

be split into two regimes: When β < 1 the kernel is dominated by the first term 1
β2 V, and

when β > 1 the kernel is dominated by the second term G. We divide our convergence result

based on these two regimes.

In each regime, (3.14) holds if the corresponding dominant kernel, V(t) or G(t), maintains

a positive least eigenvalue. Having a least eigenvalue that is bounded from 0 gives a convex-

like property that allows us to prove convergence. To ensure that condition (3.14) is satisfied,
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for each regime we show that the corresponding dominant kernel is “anchored” (remains

close) to an auxiliary Gram matrix which we define in the following for V and G.

Define the auxiliary v-orthogonal and v-aligned Gram matrices V∞,G∞ as

V∞
ij ∶= Ev∼N(0,β2I) ⟨xv⊥

i ,x
v⊥

j ⟩1ik(0)1jk(0), (3.15)

G∞
ij ∶= Ev∼N(0,β2I) ⟨xv

i ,x
v
j ⟩1ik(0)1jk(0). (3.16)

For now, assume that V∞ and G∞ are positive definite with a least eigenvalue bounded

below by ω (we give a proof sketch below). In the convergence proof we will utilize over-

parametrization to ensure that V(t),G(t) concentrate to their auxiliary versions so that

they are also positive definite with a least eigenvalue that is greater than ω/2. The precise

formulations are presented in Lemmas 3.A.6 and 3.A.7 that are relegated to Appendix 3.A.2.

To prove our convergence results we make the assumption that the xis have bounded

norm and are not parallel.

Assumption 1 (Normalized non-parallel data). The data points (x1, y1), . . . , (xn, yn) satisfy

∥xi∥2 ≤ 1 and for each index pair i ≠ j, xi ≠ κ ⋅ xj for all κ ∈ R ∖ {0}.

In order to simplify the presentation of our results, we assume that the input dimension d

is not too small, whereby d ≥ 50 suffices. This is not essential for the proof. Specific details

are provided in Appendix 3.A.1.

Assumption 2. For data xi ∈ Rd assume that d ≥ 50.

Both assumptions can be easily satisfied by pre-processing, e.g., normalizing and shifting

the data, and adding zero coordinates if needed.

Given Assumption 1, V∞,G∞ are shown to be positive definite.

Lemma 3.5.1. Fix training data {(x1, y1), . . . , (xn, yn)} satisfying Assumption 1. Then the

v-orthogonal and v-aligned Gram matrices V∞ and G∞, defined as in (3.15) and (3.16), are

strictly positive definite. We denote the least eigenvalues λmin(V∞) =∶ λ0, λmin(G∞) =∶ µ0.
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Proof sketch Here we sketch the proof of Lemma 3.5.1. The main idea, is the same as

[DZP19], is to regard the auxiliary matrices V∞,G∞ as the covariance matrices of linearly

independent operators. For each data point xi, define φi(v) ∶= xv⊥

i 1{x⊺i v≥0}. The Gram matrix

V∞ is the covariance matrix of {φi}i=1∶n taken over Rd with the measure N(0, β2I). Hence

showing that V∞ is strictly positive definite is equivalent to showing that {φi}i=1,...n are

linearly independent. Unlike [DZP19], the functionals under consideration are not piecewise

constant so a different construction is used to prove independence. Analogously, a new set of

operators, θi(v) ∶= σ(xv
i ), is constructed for G∞. Interestingly, each φi corresponds to dθi

dv .

The full proof is presented in Appendix 3.A.2.2. As already observed from evolution (3.12),

different magnitudes of β can lead to two distinct regimes that are discussed below. We

present the main results for each regime.

V-dominated convergence

For β < 1 convergence is dominated by V(t) and λmin(Λ(t)) ≥ 1
β2λmin(V(t)). We present the

convergence theorem for the V-dominated regime here.

Theorem 3.5.2 (V-dominated convergence). Suppose a neural network of the form (3.2)

is initialized as in (3.6) with β ≤ 1 and that Assumptions 1,2 hold. In addition, suppose the

neural network is trained via the regression loss (3.7) with targets y satisfying ∥y∥∞ = O(1).

If m = Ω(n4 log(n/δ)/λ4
0), then with probability 1 − δ,

1. For iterations s = 0,1, . . ., the evolution matrix Λ(s) satisfies λmin(Λ(s)) ≥ λ0

2β2 .

2. WN training with gradient descent of step-size η = O(
β2

∥V∞∥2
) converges linearly as

∥f(s) − y∥2
2 ≤ (1 −

ηλ0

2β2
)
s

∥f(0) − y∥2
2.

The proof of Theorem 3.5.2 is presented in Appendix 3.A.3. We will provide a sketch

below. We make the following observations about our V-dominated convergence result.

The required over-parametrization m is independent of β. Further, the dependence of m
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on the failure probability is log(1/δ). This improves previous results that require polynomial

dependence of order δ3. Additionally, we reduce the dependence on the sample size from n6

(as appears in [ADH19]) to n4 log(n).

In Theorem 3.5.2, smaller β leads to faster convergence, since the convergence is dictated

by λ0/β2. Nonetheless, smaller β is also at the cost of smaller allowed step-sizes, since

η = O(β2/∥V∞∥2). The trade-off between step-size and convergence speed is typical. For

example, this is implied in Chizat et al. [COB19], where nonetheless the authors point out

that for gradient flow training, the increased convergence rate is not balanced by a limitation

on the step-size. The works [HBG18, WWB18, ALL19b] define an effective step-size (adaptive

step-size) η′ = η/β2 to avoid the dependence of η on β.

G-dominated convergence

For β > 1 our convergence result for the class (3.2) is based on monitoring the least eigenvalue

of G(t). Unlike V-dominated convergence, β does not affect the convergence speed in this

regime.

Theorem 3.5.3 (G-dominated convergence). Suppose a network of the form (3.2) is initial-

ized as in (3.6) with β ≥ 1 and that Assumptions 1, 2 hold. In addition, suppose the neural

network is trained via the regression loss (3.7) with targets y satisfying ∥y∥∞ = O(1). If

m = Ω(max{n4 log(n/δ)/β4µ4
0, n

2 log(n/δ)/µ2
0}), then with probability 1 − δ,

1. For iterations s = 0,1, . . ., the evolution matrix Λ(s) satisfies λmin(Λ(s)) ≥ µ0

2 .

2. WN training with gradient descent of step-size η = O( 1
∥Λ(t)∥) converges linearly as

∥f(s) − y∥2
2 ≤ (1 −

ηµ0

2
)
s

∥f(0) − y∥2
2.

We make the following observations about our G-dominated convergence result, and

provide a proof sketch further below.
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Theorem 3.5.3 holds for β ≥ 1 so long as m = Ω(max{n4 log(n/δ)/µ4
0β

4, n2 log(n/δ)/µ2
0}).

Taking β =
√
n/µ0 gives an optimal required over-parametrization of orderm = Ω(n2 log(n/δ)/µ2

0).

This significantly improves on previous results [DZP19] for un-normalized training that have

dependencies of order 4 in the least eigenvalue, cubic dependence in 1/δ, and n6 dependence

in the number of samples n. In contrast to V-dominated convergence, here the rate of

convergence µ0 is independent of β but the over-parametrization m is β-dependent. We

elaborate on this curious behavior in the next sections.

Proof sketch of main results The proof of Theorems 3.5.2 and 3.5.3 is inspired by a

series of works including [DZP19, ADH19, ZMG19, WDW19, DLL19a]. The proof has the

following steps: (I) We show that at initialization V(0),G(0) can be viewed as empirical

estimates of averaged data-dependent kernels V∞,G∞ that are strictly positive definite under

Assumption 1. (II) For each regime, we prove that the corresponding kernel remains positive

definite if vk(t) and gk(t) remain near initialization for each 1 ≤ k ≤ m. (III) Given a

uniformly positive definite evolution matrix Λ(t) and sufficient over-parametrization we show

that each neuron, vk(t), gk(t) remains close to its initialization. The full proof is presented in

Appendix 3.A.2 for gradient flow and Appendix 3.A.3 for finite-step gradient descent. Next

we interpret the main results and discuss how the modified NTK in WN can be viewed as a

form of natural gradient.

Connection with natural gradient Natural gradient methods define the steepest descent

direction in the parameter space of a model from the perspective of function space. This

amounts to introducing a particular geometry into the parameter space which is reflective

of the geometry of the corresponding functions. A re-parametrization of a model, and WN

in particular, can also be interpreted as choosing a particular geometry for the parameter

space. This gives us a perspective from which to study the effects of WN. The recent work of

[ZMG19] studies the effects of natural gradient methods from the lens of the NTK and shows

that when optimizing with the natural gradient, one is able to get significantly improved
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training speed. In particular, using the popular natural gradient method K-FAC improves

the convergence speed considerably.

Natural gradients transform the NTK from JJ⊺ to JG†J⊺, where J is the Jacobian with

respect to the parameters and G is the metric. The WN re-parametrization transforms the

NTK from JJ⊺ to JS⊺SJ⊺. To be more precise, denote the un-normalized NTK as H = JJ⊺,

where J is the Jacobian matrix for x1, . . .xn written in a compact tensor as J = [J1, . . .Jn]
⊺

with Ji = [
∂f(xi)
∂w1

. . . ∂f(xi)∂wm
], where matrix multiplication is a slight abuse of notation. Namely

J ∈ Rn×m×d and we define multiplication of A ∈ Rn×m×d ×B ∈ Rd×m×p →AB ∈ Rn×p as

(AB)ij =
m

∑
k=1

⟨Aik∶,B∶kj⟩.

For any re-parametrization w(r), we have that

Λ = KK⊺,

where K = JS⊺ and S corresponds to the Jacobian of the re-parametrization w(r). By

introducing WN layers the reparameterized NTK is compactly written as

Λ = JS⊺SJ⊺.

Here S = [S1, . . . , tSm] with

Sk = [
gk

∥vk∥2

(I −
vkv

⊺
k

∥vk∥2

),
vk

∥vk∥2

].

The term N(β) ∶= SS⊺ leads to a family of different gradient re-parametrizations depending on

β. The above representation of the WN NTK is equivalent to Λ(β) = 1
β2 V+G = JN(β)J⊺. For

different initialization magnitudes β, N(β) leads to different NTKs with modified properties.

For β = 1 the term corresponds to training without normalization, yet over β ∈ (0,∞), N(β)

leads to a family NTKs with different properties. In addition there exists an β∗ that maximizes

the convergence rate. Such β∗ is either a proper global maximum or is attained at one of

β → 0, β → ∞. For the latter, one may fix β∗ with β∗ ≪ 1 or β∗ ≫ 1 respectively so that

there exists β∗ that outpaces un-normalized convergence (β = 1). This leads to equal or faster

convergence of WN as compared with un-normalized training:
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Proposition 8 (Fast Convergence of WN). Suppose a neural network of the form (3.2)

is initialized as in (3.6) and that Assumptions 1,2 hold. In addition, suppose the network

is trained via the regression loss (3.7) with targets y satisfying ∥y∥∞ = O(1). Then, with

probability 1 − δ over the initialization, there exists β∗ such that WN training with β∗

initialization leads to faster convergence: If m = Ω(n4 log(n/δ)/min{λ4
0, µ

4
0}),

1. WN training with gradient descent of step-size ηβ∗ = O( 1
∥V∞/(β∗)2+G∞∥2

) converges

linearly as

∥f(s) − y∥2
2 ≤

(1 − ηβ∗(λ0/2(β
∗)2 + µ0/2))

s

∥f(0) − y∥2
2.

2. The convergence rate of WN is faster than un-normalized convergence,

(1 − ηβ∗λmin(Λ(s))) ≤ (1 − ηλmin(H(s))).

This illustrates the utility of WN from the perspective of the NTK, guaranteeing that

there exists an β∗ that leads to faster convergence in finite-step gradient descent as compared

with un-normalized training.

3.6 Discussion

Dynamic normalization is the most common optimization set-up of current deep learning

models, yet understanding the convergence of such optimization methods is still an open

problem. This chapter presents a proof giving sufficient conditions for convergence of

dynamically normalized 2-layer ReLU networks trained with gradient descent. To the best of

our knowledge this is the first proof showcasing convergence of gradient descent training of

neural networks with dynamic normalization and general data, where the objective function

is non-smooth and non-convex. To understand the canonical behavior of each normalization

layer, we study the shallow neural network case, that enables us to focus on a single layer
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and illustrate the dynamics of weight normalization. Nonetheless, using the techniques

presented in [ALS19, DLL19a] we believe that the proofs can be extended to deep networks

as a future direction. Through our analysis notion of “length-direction decoupling” is clarified

by the neural tangent kernel Λ(t) that naturally separates in our analysis into “length”,

G(t), and “direction”, V(t)/β2, components. For β = 1 the decomposition initially matches

un-normalized training. Yet it is shown that in general, normalized training with gradient

descent leads to 2 regimes dominated by different pieces of the neural tangent kernel. The

improved analysis reduces the amount of over-parametrization that was needed in previous

convergence works in the un-normalized setting and in the G-dominated regime, we prove

convergence with a significantly lower amount of over-parametrization as compared with

un-normalized training.
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3.A Appendix

We present the detailed proofs of the main results of the chapter below. The appendix

is organized as follows. We provide proofs to the simple propositions regarding the NTK

presented in the chapter in Sub-appendix 3.A.1, and prove the main results for V-dominated

and G-dominated convergence in the settings of gradient flow and gradient descent in the

beginning of Sub-appendices 3.A.2 and 3.A.3. The proofs for gradient flow and gradient

descent share the same main idea, yet the proof for gradient descent has a considerate number

of additional technicalities. In the rest of Sub-appendices 3.A.2, 3.A.3 (3.A.2.2 and (3.A.3.1))

we prove the lemmas used in the analysis of flow and finite-step proofs respectively. Before

we move forward we highlight some of the challenges of the WN proof.

Distinctive aspects of the WN convergence analysis The main idea of our proof

are familiar and structured similarly to the work by [DZP19] on the un-normalized setting.

However, the majority of the proofs are modified significantly to account for WN. To the best

of our knowledge, the finite-step analysis that we present in Appendix 3.A.3 is entirely new,

incorporating updates of both v and g. The proof of Theorem 3.A.17 is crucially dependent

on the geometry of WN gradient descent and the orthogonality property, in particular (3.5).

Updates of the weights in both the numerator and denominator require additional analysis

that is presented in Lemma 3.A.12. In Appendix 3.A.3.1 we prove Theorems 3.5.2, 3.5.3 based

on the general Theorem 3.A.17 and Property 1 which is based on new detailed decomposition

of the finite-step difference between iterations. In contrast to the un-normalized setting, the

auxiliary matrices V∞,G∞ that we have in the WN analysis are not piece-wise constant in v.

To prove they are positive definite, we prove Lemma 3.5.1 based on two new constructive

arguments. We develop the technical Lemma 3.A.13 and utilize Bernstein’s inequality to

reduce the amount of required over-parametrization in our final bounds on the width m.

The amount of over-parameterization in relation to the sample size n is reduced (from n6

to n4) through more careful arguments in Lemmas 3.A.5 and 3.A.6, which introduce an
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intermediate matrix V̂(t) and follow additional geometrical identities. Lemma 3.A.11 reduces

the polynomial dependence on the failure probability δ to logarithmic dependence based

on sub-Gaussian concentration. The denominator in the WN architecture necessities worst

bound analysis which we handle in Lemma 3.A.12 that is used throughout the proofs.

3.A.1 Weight Normalization dynamics proofs

In this section we provide proofs for Proposition 7, which describes the relation between

vanilla and WeightNorm NTKs and Observation 1.

Proof of Proposition 7:

We would like to show that V(0) +G(0) = H(0). For each entry, consider

(V(0) +G(0))ij =
1

m

m

∑
k=1

⟨x
vk(0)

⊥

i , xj
vk(0)

⊥

⟩1ik(0)1jk(0) +
1

m

m

∑
k=1

⟨x
vk(0)
i , xj

vk(0)⟩1ik(0)1jk(0).

Note that

⟨xi, xj⟩ = ⟨x
vk(0)
i + x

vk(0)
⊥

i , x
vk(0)
j + x

vk(0)
⊥

j ⟩ = ⟨x
vk(0)

⊥

i , xj
vk(0)

⊥

⟩ + ⟨x
vk(0)
i , xj

vk(0)⟩.

This gives

(V(0) +G(0))ij =
1

m

m

∑
k=1

⟨xi, xj⟩1ik(0)1jk(0) = Hij(0)

which proves the claim.

Proof of Observation 1:

We show that the initialization of the network is independent of β. Take β,κ > 0, and for

each k, initialize vβk ,v
κ
k as

vβk(0) ∼ N(0, β2I), vκk(0) ∼ N(0, κ2I).

Then

vβk(0)

∥vβk(0)∥2

∼
vκk(0)

∥vκk(0)∥2

∼ Unif(Sd−1) (in distribution).
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Hence the distribution of each neuron σ( vk(0)
∥vk(0)∥2

) at initialization is independent of β. Next

for gk(0), we note that

∥vβk(0)∥2 ∼
β

κ
∥vκk(0)∥2.

Initializing gβk (0), g
κ
k(0) as in (3.6),

gβk (0) =
∥vk(0)∥2

β
, gκk(0) =

∥vk(0)∥2

κ
,

gives

gβk (0), gκk(0) ∼ χd, and
gβk (0)v

β
k(0)

∥vβk(0)∥2

∼
gκk(0)v

κ
k(0)

∥vκk(0)∥2

∼ N(0, I),

for all β,κ. This shows that the network initialization is independent of β and is equivalent

to the initialization of the un-normalized setting. Similarly, inspecting the terms in the

summands of V(0),G(0) shows that they are also independent of β. For

Vij(0) =
1

m

m

∑
k=1

1ik(0)1jk(0)(
βck ⋅ gk(0)

∥vk(0)∥2

)

2

⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩

the terms 1ik(0), x
vk(0)

⊥

i are independent of scale, and the fraction in the summand is

identically 1. G(0) defined as

Gij(0) =
1

m

m

∑
k=1

1ik(0)1jk(0)⟨x
vk(0)
i , x

vk(0)
j ⟩

is also invariant of scale since the projection onto a vector direction vk(0) is independent of

scale.

3.A.2 Convergence proof for gradient flow

In this section we derive the convergence results for gradient flow.

The main results are analogous to Theorems 3.5.2, 3.5.3 but by considering gradient flow

instead of gradient descent the proofs are simplified. In Appendix 3.A.3 we prove the main

results from Section 3.5 (Theorem 3.5.2, 3.5.3) for finite step gradient descent.

We state our convergence results for gradient flow.
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Theorem 3.A.1 (V-dominated convergence). Suppose a network from the class (3.2) is

initialized as in (3.6) with β < 1 and that assumptions 1,2 hold. In addition, suppose the

neural network is trained via the regression loss (3.7) with target y satisfying ∥y∥∞ = O(1).

Then if m = Ω(n4 log(n/δ)/λ4
0), WeightNorm training with gradient flow converges at a linear

rate, with probability 1 − δ, as

∥f(t) − y∥2
2 ≤ exp(−λ0t/β

2)∥f(0) − y∥2
2.

This theorem is analogous to Theorem 3.5.2 but since here, the settings are of gradient

flow there is no mention of the step-size. It is worth noting that smaller β leads to faster

convergence and appears to not affect the other hypotheses of the flow theorem. This “un-

interuptted” fast convergence behavior does not extend to finite-step gradient descent where

the increased convergence rate is balanced by decreasing the allowed step-size.

The second main result for gradient flow is for G-dominated convergence.

Theorem 3.A.2 (G-dominated convergence). Suppose a network from the class (3.2) is

initialized as in (3.6) with β > 1 and that assumptions 1, 2 hold. In addition, suppose the

neural network is trained on the regression loss (3.7) with target y satisfying ∥y∥∞ = O(1).

Then if m = Ω(max{n4 log(n/δ)/β4µ4
0, n

2 log(n/δ)/µ2
0}), WeightNorm training with gradient

flow converges at a linear rate, with probability 1 − δ, as

∥f(t) − y∥2
2 ≤ exp(−µ0t)∥f(0) − y∥2

2.

3.A.2.1 Proof sketch

To prove the results above we follow the steps introduced in the proof sketch of Section

3.5. The main idea of the proofs for V and G dominated convergence are analogous and

a lot of the proofs are based of [DZP19]. We show that in each regime, we attain linear

convergence by proving that the least eigenvalue of the evolution matrix Λ(t) is strictly

positive. For the V-dominated regime we lower bound the least eigenvalue of Λ(t) as
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λmin(Λ(t)) ≥ λmin(V(t))/β2 and in the G-dominated regime we lower bound the least

eigenvalue as λmin(Λ(t)) ≥ λmin(G(t)).

The main part of the proof is showing that λmin(V(t)), λmin(G(t)) stay uniformly positive.

We use several lemmas to show this claim.

In each regime, we first show that at initialization the kernel under consideration, V(0)

or G(0), has a positive least eigenvalue. This is shown via concentration to an an auxiliary

kernel (Lemmas 3.A.3, 3.A.4), and showing that the auxiliary kernel is also strictly positive

definite (Lemma 3.5.1).

Lemma 3.A.3. Let V(0) and V∞ be defined as in (3.10) and (3.15), assume the network

width m satisfies m = Ω(
n2 log(n/δ)

λ2
0

). Then with probability 1 − δ,

∥V(0) −V∞∥2 ≤
λ0

4
.

Lemma 3.A.4. Let G(0) and G∞ be defined as in (3.11) and (3.16), assume m satisfies

m = Ω(
n2 log(n/δ)

µ2
0

). Then with probability 1 − δ,

∥G(0) −G∞∥2 ≤
µ0

4
.

After showing that V(0),G(0) have a positive least-eigenvalue we show that V(t),G(t)

maintain this positive least eigenvalue during training. This part of the proof depends on

the over-parametrization of the networks. The main idea is showing that if the individual

parameters vk(t), gk(t) do not change too much during training, then V(t),G(t) remain

close enough to V(0),G(0) so that they are still uniformly strictly positive definite. We

prove the results for V(t) and G(t) separately since each regime imposes different restrictions

on the trajectory of the parameters.

For now, in Lemmas 3.A.5, 3.A.6, 3.A.7, we make assumptions on the parameters of

the network not changing “too much”; later we show that this holds and is the result of

over-parametrization. Specifically, over-parametrization ensures that the parameters stay at

a small maximum distance from their initialization.
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V-dominated convergence To prove the least eigenvalue condition on V(t), we introduce

the surrogate Gram matrix V̂(t) defined entry-wise as

V̂ij(t) =
1

m

m

∑
k=1

⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩1ik(t)1jk(t). (3.17)

This definition aligns with V(t) if we replace the scaling term (
βckgk(t)
∥vk(t)∥2

)
2

in each term in

the sum Vij(t) by 1.

To monitor V(t) −V(0) we consider V̂(t) −V(0) and V(t) − V̂(t) in Lemmas 3.A.5 and

3.A.6 respectively:

Lemma 3.A.5 (Rectifier sign-changes). Suppose v1(0), . . . ,vk(0) are sampled i.i.d. as (3.6).

In addition assume we have m = Ω(
(m/δ)1/dn log(n/δ)

λ0
) and ∥vk(t) − vk(0)∥2 ≤

βλ0

96n(m/δ)1/d =∶ Rv.

Then with probability 1 − δ,

∥V̂(t) −V(0)∥2 ≤
λ0

8
.

Lemma 3.A.6. Define

Rg =
λ0

48n(m/δ)1/d
, Rv =

βλ0

96n(m/δ)1/d
. (3.18)

Suppose the conditions of Lemma 3.A.5 hold, and that ∥vk(t) − vk(0)∥2 ≤ Rv, ∥gk(t) −

gk(0)∥2 ≤ Rg for all 1 ≤ k ≤m. Then with probability 1 − δ,

∥V(t) −V(0)∥2 ≤
λ0

4
.

G-dominated convergence We ensure that G(t) stays uniformly positive definite if the

following hold.

Lemma 3.A.7. Given v1(0), . . . ,vk(0) generated i.i.d. as in (3.6), suppose that for each k,

∥vk(t) − vk(0)∥2 ≤
√

2πβµ0

8n(m/δ)1/d =∶ R̃v, then with probability 1 − δ,

∥G(t) −G(0)∥2 ≤
µ0

4
.

110



After deriving sufficient conditions to maintain a positive least eigenvalue at training, we

restate the discussion of linear convergence from Section 3.5 formally.

Lemma 3.A.8. Consider the linear evolution df
dt = −(G(t) + V(t)

β2 )(f(t) − y) from (3.12).

Suppose that λmin(G(t) + V(t)
β2 ) ≥ ω

2 for all times 0 ≤ t ≤ T . Then

∥f(t) − y∥2
2 ≤ exp(−ωt)∥f(0) − y∥2

2

for all times 0 ≤ t ≤ T .

Using the linear convergence result of Lemma 3.A.8, we can now bound the trajectory of

the parameters from their initialization.

Lemma 3.A.9. Suppose that for all 0 ≤ t ≤ T , λmin(G(t)+ 1
β2 V(t)) ≥ ω

2 and ∣gk(t)− gk(0)∣ ≤

Rg ≤ 1/(m/δ)1/d. Then with probability 1 − δ over the initialization

∥vk(t) − vk(0)∥2 ≤
4
√
n∥f(0) − y∥2

βω
√
m

=∶ R′
v (3.19)

for each k and all times 0 ≤ t ≤ T .

Lemma 3.A.10. Suppose that for all 0 ≤ t ≤ T , λmin(G(t) + 1
β2 V(t)) ≥ ω

2 . Then with

probability 1 − δ over the initialization

∣gk(t) − gk(0)∣ ≤
4
√
n∥f(0) − y∥2
√
mω

=∶ R′
g

for each k and all times 0 ≤ t ≤ T.

The distance of the parameters from initialization depends on the convergence rate (which

depends on λmin(Λ(t))) and the width of the network m. We therefore are able to find

sufficiently large m for which the maximum parameter trajectories are not too large so that

we have that the least eigenvalue of Λ(t) is bounded from 0; this proves the main claim.

Before proving the main results in the case of gradient flow, we use two more technical

lemmas.
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Lemma 3.A.11. Suppose that the network is initialized as (3.6) and that y ∈ Rn has bounded

entries ∣yi∣ ≤M . Then ∥f(0) − y∥2 ≤ C
√
n log(n/δ) for some absolute constant C > 0.

Lemma 3.A.12 (Failure over initialization). Suppose v1(0), . . . ,vk(0) are initialized i.i.d.

as in (3.6) with input dimension d. Then with probability 1 − δ,

max
k∈[m]

1

∥vk(0)∥2

≤
(m/δ)

β

1/d

.

In addition by (3.5), for all t ≥ 0, with probability 1 − δ,

max
k∈[m]

1

∥vk(t)∥2

≤
(m/δ)

β

1/d

.

Remark (Assumption 2). Predominately, machine learning applications reside in the high

dimensional regime with d ≥ 50. Typically d ≫ 50. This therefore leads to an expression

(m/δ)1/d that is essentially constant. For example, if d = 50, for maxk∈[m]
1

∥vk(0)∥2
≥ 10,

one would need m/δ ≥ 1080 (the tail of χ2
d also has a factor of (d/2)! ⋅ 2d/2 which makes

the assumption even milder). The term (m/δ)1/d therefore may be taken as a constant for

practicality,

max
k∈[m]

1

∥vk(0)∥2

≤
C

β
.

While we make Assumption 2 when presenting our final bounds, for transparency we

do not use Assumption 2 during our analysis and apply it only when we present the final

over-parametrization results to avoid the overly messy bound. Without the assumption the

theory still holds yet the over-parametrization bound worsens by a power 1 + 1/(d − 1). This

is since the existing bounds can be modified, replacing m with m1− 1
d .

Proof of Theorem 3.A.1:

By substituting m = Ω(n4 log(n/δ)/λ4
0) and using the bound on ∥f(0) −y∥2 of Lemma 3.A.11,

a direct calculation shows that

∥vk(t) − vk(0)∥2

3.A.9
≤

β
√
n∥f(0) − y∥2
√
mλ0

≤ Rv.
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Similarly m ensures that

∣gk(t) − gk(0)∣
3.A.10
≤

β2
√
n∥f(0) − y∥2
√
mλ0

≤ Rg.

The over-parametrization of m implies that the parameter trajectories stay close enough

to initialization to satisfy the hypotheses of Lemmas 3.A.5, 3.A.6 and that λmin(Λ(t)) ≥

λmin(V(t))/β2 ≥ λ0

2β2 . To prove that λmin(Λ(t)) ≥ λ0

2β2 holds for all 0 ≤ t ≤ T , we proceed by

contradiction and suppose that one of Lemmas 3.A.9, 3.A.10 does not hold. Take T0 to be the

first failure time. Clearly T0 > 0 and for 0 < t < T0 the above conditions hold, which implies

that λmin(V(t)) ≥ λ0

2 for 0 ≤ t ≤ T0; this contradicts one of Lemmas 3.A.9, 3.A.10 at time T0.

Therefore we conclude that Lemmas 3.A.9, 3.A.10 hold for t > 0 and we can apply 3.A.8 to

guarantee linear convergence.

Here we consider the case where the convergence is dominated by G. This occurs when

β > 1.

Proof of Theorem 3.A.2:

By substituting m = Ω(n4 log(n/δ)/β4µ4
0) and using the bound on ∥f(0) − y∥2 of Lemma

3.A.11 we have that

∥vk(t) − vk(0)∥2

3.A.9
≤

4
√
n∥f(0) − y∥2

βµ0

√
m

3.A.11
≤

Cn
√

log(n/δ)

βµ0

√
m

≤ R̃v.

Where the inequality is shown by a direct calculation substituting m.

This means that the parameter trajectories stay close enough to satisfy the hypotheses

of Lemma 3.A.7 if m = Ω(n4 log(n/δ)/β4µ4
0). Using the same argument as Theorem 3.A.1,

we show that this holds for all t > 0. We proceed by contradiction, supposing that one of

Lemmas 3.A.9, 3.A.10 do not hold. Take T0 to be the first time one of the conditions of

Lemmas 3.A.9, 3.A.10 fail. Clearly T0 > 0 and for 0 < t < T0 the above derivation holds, which

implies that λmin(G(t)) ≥ µ0

2 . This contradicts Lemmas 3.A.9 3.A.10 at time T0, therefore

we conclude that Lemma 3.A.8 holds for all t > 0 and guarantees linear convergence.

Note that if β is large, the required complexity on m is reduced. Taking β = Ω(
√
n/µ0)

gives the improved bound
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m = Ω(
n2 log (n/δ)

µ2
0

).

3.A.2.2 Supporting lemmas and proofs of the lemmas used for gradient flow

convergence

Proof of Lemma 3.5.1:

We prove Lemma 3.5.1 for V∞, G∞ separately. V∞ can be viewed as the covariance matrix

of the functionals φi defined as

φi(v) = xi(I −
vv⊺

∥v∥2
2

)1{v⊺xi ≥ 0} (3.20)

over the Hilbert space V of L2(N(0, β2I)) of functionals. Under this formulation, if φ1, φ2, . . . , φn

are linearly independent, then V∞ is strictly positive definite. Thus, to show that V∞ is

strictly positive definite is equivalent to showing that

c1φ1 + c2φ2 +⋯ + cnφn = 0 in V (3.21)

implies ci = 0 for each i. The φis are piece-wise continuous functionals, and equality in V is

equivalent to

c1φ1 + c2φ2 +⋯ + cnφn = 0 almost everywhere.

For the sake of contradiction, assume that there exist c1, . . . , cn that are not identically 0,

satisfying (3.21). As ci are not identically 0, there exists an i such that ci ≠ 0. We show

this leads to a contradiction by constructing a non-zero measure region such that the linear

combination ∑i ciφi is non-zero.

Denote the orthogonal subspace to xi as Di ∶= {v ∈ Rd ∶ v⊺xi = 0}. By Assumption 1,

Di /⊆ ⋃
j≠i

Dj
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This holds since Di is a (d − 1)-dimensional space which may not be written as the finite

union of sub-spaces Di ∩Dj of dimension d − 2 (since xi and xj are not parallel). Thus, take

z ∈Di/⋃j≠iDj. Since ⋃j≠iDj is closed in Rd, there exists an R > 0 such that

B(z,4R) ∩⋃
j≠i

Dj = ∅.

Next take y ∈ ∂B(z,3R) ∩Di (where ∂ denotes the boundary) on the smaller disk of radius

3R so that it satisfies ∥y∥2 = maxy′∈∂B(z,3R)∩Di ∥y
′∥2. Now for any r ≤ R, the ball B(y, r) is

such that for all points v ∈ B(y, r) we have ∥vx⊥i ∥2 ≥ 2R and ∥vxi∥2 ≤ R. Then for any r ≤ R,

the points v ∈ B(y, r) ⊂ B(z,4R) satisfy that

∥xv⊥

i ∥2 ≥ ∥xi∥2 −
xi ⋅ v

∥v∥2

≥ ∥xi∥2(1 −
R

2R
) ≥

∥xi∥2

2
.

Next we decompose the chosen ball B(y, r) = B+(r) ∨B−(r) to the areas where the ReLU

function at the point xi is active and inactive

B+(r) = B(y, r) ∩ {x⊺i v ≥ 0}, B−(r) = B(y, r) ∩ {x⊺i v < 0}.

Note that φi has a discontinuity on Di and is continuous within each region B+(r) and B−(r).

Moreover, for j ≠ i, φj is continuous on the entire region of B(y, r) since B(y, r) ⊂ B(z, 4R) ⊂

Dc
j . Since we have that φj is continuous in the region, the Lebesgue differentiation theorem

implies that for r → 0, φi satisfies on B+(r),B−(r):

lim
r→0

1

µ(B+(r)) ∫B+(r)
φi = xy⊥

i ≠ 0, lim
r→0

1

µ(B−(r)) ∫B−(r)
φi = 0.

For j ≠ i φj is continuous on the entire ball B(y, r) hence the Lebesgue differentiation

theorem also gives

lim
r→0

1

µ(B+(r)) ∫B+(r)
φi = φj(y), lim

r→0

1

µ(B−(r)) ∫B−(r)
φi = φj(y).

We integrate c1φ1 + . . . cnφn over B−(r) and B+(r) separately and subtract the integrals.

By the assumption, c1φ1 +⋯+ cnφn = 0 almost everywhere so each integral evaluates to 0 and

the difference is also 0,

0 =
1

µ(B+(r)) ∫B+(r)
c1φ1 +⋯ + cnφn −

1

µ(B−(r)) ∫B−(r)
c1φ1 +⋯ + cnφn. (3.22)
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By the continuity of φj for j ≠ i taking r → 0 we have that

1

µ(B+(r))
lim
r→0
∫
B+(r)

φj −
1

µ(B−(r)) ∫B−(r)
φj = φj(y) − φj(y) = 0.

For φi the functionals evaluate differently. For B−(r) we have that

1

µ(B−(r))
lim
r→0
∫
B−(r)

φi =
1

µ(B−(r))
lim
r→0
∫
B−(r)

0 = 0,

while the integral over the positive side, B+(r) is equal to

1

µ(B+(r)) ∫B+(r)
φi(z)dz =

1

µ(B+(r)) ∫B+(r)
xz⊥

i dz = xy⊥

i .

By construction, ∥xy⊥

i ∥2 > R and is non-zero so we conclude that for (3.22) to hold we must

have ci = 0. This gives the desired contradiction and implies that φ1, . . . φn are independent

and V∞ is positive definite with λmin(V∞) = λ0.

Next we consider G∞ and again frame the problem in the context of the covariance matrix

of functionals. Define

θi(v) ∶= σ(
v⊺xi
∥v∥2

)

for v ≠ 0.

Now the statement of the theorem is equivalent to showing that the covariance matrix of

{θi} does not have zero-eigenvalues, that is, the functionals θis are linearly independent. For

the sake of contradiction assume ∃ c1, . . . , cn such that

c1θ1 + c2θ2 +⋯ + cnθn = 0 in V (equivalent to a.e).

Via the same contradiction argument we show that ci = 0 for all i. Unlike φi defined in (3.20),

each θi is continuous and non-negative so equality “a.e” is strengthened to “for all v”,

c1θ1 + c2θ2 +⋯ + cnθn = 0.
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Equality everywhere requires that the derivatives of the function are equal to 0 almost

everywhere. Computing derivatives with respect to v yields

c1x
v⊥

1 1{v⊺x1 ≥ 0} + c2x
v⊥

2 1{v⊺x2 ≥ 0} +⋯ + cnx
v⊥

n 1{v
⊺xn ≥ 0} = 0.

Which coincide with

c1φ1 +⋯ + cnφn

By the first part of the proof, the linear combination c1φ1 +⋯+ cnφn is non-zero around a ball

of positive measure unless ci = 0 for all i. This contradicts the assumption that the derivative

is 0 almost everywhere; therefore G∞ is strictly positive definite with λmin(G∞) =∶ µ0 > 0.

We briefly derive an inequality for the sum of indicator functions for events that are

bounded by the sum of indicator functions of independent events. This enables us to develop

more refined concentration than in [DZP19] for monitoring the orthogonal and aligned Gram

matrices during training.

Lemma 3.A.13. Let A1, . . . ,Am be a sequence of events and suppose that Ak ⊆ Bk with

B1, . . . ,Bm mutually independent. Further assume that for each k, P(Bk) ≤ p, and define

S = 1
m ∑

m
k=1 1Ak . Then with probability 1 − δ, S satisfies

S ≤ p(2 +
8 log(1/δ)

3mp
).

Proof of Lemma 3.A.13:

Bound S as

S =
1

m

m

∑
k=1

1Ak ≤
1

m

m

∑
k=1

1Bk .

We apply Bernstein’s concentration inequality to reach the bound. Denote Xk =
1Bk
m and

S̃ = ∑
m
k=1Xk. Then

Var(Xk) ≤ EX2
k = (1/m)2P(Xk) + 0 ≤

p

m2
, ES̃ = E

m

∑
k=1

Xk ≤ p.
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Applying Bernstein’s inequality yields

P(S̃ −ES̃ ≥ t) ≤ exp(
−t2/2

∑
m
k=1 EX2

k +
t

3m

).

Fix δ and take the smallest t such that P(S̃ − ES̃ ≥ t) ≤ δ. Denote t = r ⋅ ES̃, either

P(S̃ − ES̃ ≥ ES̃) ≤ δ, or t = rES̃ corresponds to r ≥ 1. Note that t = rES̃ ≤ rp. In the latter

case, the bound is written as

P(S̃ −ES̃ ≥ rp) ≤ exp(
−(pr)2/2

p/m +
pr
3m

) ≤ exp(
−(pr)2/2
p
m(1 + r

3)
) ≤ exp(

−(pr)2/2
p
m(4r

3 )
) = exp(

−3prm

8
).

Solving for δ gives

rp ≤
8 log(1/δ)

3m
.

Hence with probability 1 − δ,

S ≤ S̃ ≤ max

⎧⎪⎪
⎨
⎪⎪⎩

p(1 +
8 log(1/δ)

3mp
),2p

⎫⎪⎪
⎬
⎪⎪⎭

≤ p(2 +
8 log(1/δ)

3mp
).

Proof of Lemma 3.A.3:

We prove the claim by applying concentration on each entry of the difference matrix. Each

entry Vij(0) is written as

Vij(0) =
1

m

m

∑
k=1

⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩(
βck ⋅ gk
∥vk∥2

)

2

1ik(0)1jk(0).

At initialization gk(0) = ∥vk(0)∥2/β, c2
k = 1 so Vij(0) simplifies to

Vij(0) =
1

m

m

∑
k=1

⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩1ik(0)1jk(0).

Since the weights vk(0) are initialized independently for each entry we have EvVij(0) =

V∞
ij . We measure the deviation V(0) − V∞ via concentration. Each term in the sum

1
m ∑

m
j=1 ⟨x

vk(0)
⊥

i , x
vk(0)

⊥

j ⟩1ik(0)1jk(0) is independent and bounded,

−1 ≤ ⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩1ik(0)1jk(0) ≤ 1.
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Applying Hoeffding’s inequality to each entry yields that with probability 1− δ/n2, for all i, j,

∣Vij(0) −V∞
ij ∣ ≤

2
√

log(n2/δ)
√
m

.

Taking a union bound over all entries, with probability 1 − δ,

∣Vij(0) −V∞
ij ∣ ≤

4
√

log(n/δ)
√
m

.

Bounding the spectral norm, with probability 1 − δ,

∥V(0) −V∞∥2
2 ≤ ∥V(0) −V∞∥2

F ≤ ∑
i,j

∣Vij(0) −V∞
ij ∣

2

≤
16n2 log(n/δ)

m
.

Taking m = Ω(
n2 log(n/δ)

λ2
0

) therefore guarantees

∥V(0) −V∞∥2 ≤
λ0

4
.

Proof of Lemma 3.A.4:

This is completely analogous to 3.A.3. Recall G(0) is defined as,

Gij(0) =
1

m

m

∑
k=1

⟨x
vk(0)
i , x

vk(0)
j ⟩c2

k1ik(0)1jk(0)

with c2
k = 1 and vk(0) ∼ N(0, β2I) are initialized i.i.d. Since each term is bounded like 3.A.3.

The same analysis gives

∥Gij(0) −G∞
ij ∥

2
2 ≤

16n2 log(n/δ)

m
.

Taking m = Ω(
n2 log(n/δ)

µ2
0

) therefore guarantees,

∥G(0) −G∞∥2 ≤
µ0

4
.
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Proof of Lemma 3.A.5:

For a given R, define the event of a possible sign change of neuron k at point xi as

Ai,k(R) = {∃v ∶ ∥v − vk(0)∥2 ≤ R, and 1{vk(0)
⊺xi ≥ 0} ≠ 1{v⊺xi ≥ 0}}

Ai,k(R) occurs exactly when ∣vk(0)⊺xi∣ ≤ R, since ∥xi∥2 = 1 and the perturbation may be

taken in the direction of −xi. To bound the probability Ai,k(R) we consider the probability

of the event

P(Ai,k(R)) = P(∣vk(0)⊺xi∣ < R) = P(∣z∣ < R).

Here, z ∼ N(0, β2) since the product vk(0)⊺xi follows a centered normal distribution. The

norm of ∥xi∥2 = 1 which implies that z computes to a standard deviation β. Via estimates on

the normal distribution, the probability on the event is bounded like

P(Ai,k(R)) ≤
2R

β
√

2π
.

We use the estimate for P(Ai,k(R)) to bound the difference between the surrogate Gram

matrix and the Gram matrix at initialization V(0).

Recall the surrogate V̂(t) is defined as

V̂ij(t) =
1

m

m

∑
k=1

⟨x
vk(t)

⊥

i , x
vk(t)

⊥

k ⟩1ik(t)1jk(t).

Thus for entry i, j we have

∣V̂ij(t) −Vij(0)∣ = ∣
1

m

m

∑
k=1

⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩1ik(t)1jk(t) − ⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩1ik(0)1jk(0)∣

This sum is decomposed into the difference between the inner product and the difference

in the rectifier patterns terms respectively:

(⟨x
vk(t)

⊥

i ,x
vk(t)

⊥

j ⟩ − ⟨x
vk(0)

⊥

i ,x
vk(0)

⊥

j ⟩), (1ik(t)1jk(t) − 1ik(0)1jk(0)).

Define

Y k
ij = (⟨x

vk(t)
⊥

i , x
vk(t)

⊥

j ⟩ − ⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩)(1ik(t)1jk(t)),

Zk
ij = (⟨x

vk(0)
⊥

i , x
vk(0)

⊥

j ⟩)(1ik(t)1jk(t) − 1ik(0)1jk(0)).
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Then

∣V̂ij(t) −Vij(0)∣ = ∣
1

m

m

∑
k=1

Y k
ij +Z

k
ij∣ ≤ ∣

1

m

m

∑
k=1

Y k
ij ∣ + ∣

1

m

m

∑
k=1

Zk
ij∣.

To bound ∣ 1
m ∑

m
k=1 Y

k
ij ∣ we bound each ∣Y k

ij ∣ as follows.

∣Y k
ij ∣ =

RRRRRRRRRRR

(⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩ − ⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩)(1ik(t)1jk(t))
RRRRRRRRRRR

≤ ∣⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩ − ⟨x
vk(0)

⊥

i , x
vk(0)

⊥

j ⟩∣

= ∣⟨xi,xj⟩ − ⟨x
vk(t)
i , x

vk(t)
j ⟩ + ⟨x

vk(0)
i , x

vk(0)
j ⟩ − ⟨xi,xj⟩∣

=

RRRRRRRRRRR

⟨
x⊺i vk(t)

∥vk(t)∥2

⋅
vk(t)

∥vk(t)∥2

,
x⊺jvk(t)

∥vk(t)∥2

⋅
vk(t)

∥vk(t)∥2

⟩ − ⟨x
vk(0)
i , x

vk(0)
j ⟩

RRRRRRRRRRR

=

RRRRRRRRRRR

x⊺i vk(t)

∥vk(t)∥2

⋅
x⊺jvk(t)

∥vk(t)∥2

− ⟨x
vk(0)
i , x

vk(0)
j ⟩

RRRRRRRRRRR

=

RRRRRRRRRRR

x⊺i vk(0)

∥vk(0)∥2

⋅
x⊺jvk(0)

∥vk(0)∥2

+ x⊺i (
vk(t)

∥vk(t)∥2

−
vk(0)

∥vk(0)∥2

) ⋅
x⊺jvk(t)

∥vk(t)∥2

+ x⊺j(
vk(t)

∥vk(t)∥2

−
vk(0)

∥vk(0)∥2

) ⋅
x⊺i vk(0)

∥vk(0)∥2

− ⟨x
vk(0)
i , x

vk(0)
j ⟩

RRRRRRRRRRR

≤

RRRRRRRRRRR

x⊺i (
vk(t)

∥vk(t)∥2

−
vk(0)

∥vk(0)∥2

) ⋅
x⊺jvk(t)

∥vk(t)∥2

RRRRRRRRRRR

+

RRRRRRRRRRR

x⊺i (
vk(t)

∥vk(t)∥2

−
vk(0)

∥vk(0)∥2

) ⋅
x⊺jvk(t)

∥vk(t)∥2

RRRRRRRRRRR

≤ 2∥
vk(t)

∥vk(t)∥2

−
vk(0)

∥vk(0)∥2

∥
2

.

Therefore, we have

∣
1

m

m

∑
k=1

Y k
ij ∣ ≤

2

m

m

∑
k=1

∥
vk(t)

∥vk(t)∥2

−
vk(0)

∥vk(0)∥2

∥
2

≤
4Rv(2m/δ)1/d

β

≤
8Rv(m/δ)1/d

β
,

where the first inequality follows from Lemma 3.A.12. Note that the inequality holds with

high probability 1 − δ/2 for all i, j.
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For the second sum, ∣ 1
m ∑

m
k=1Z

k
ij ∣ ≤

1
m ∑

m
k=1 1Aik(R) +

1
m ∑

m
k=1 1Ajk(R) so we apply Lemma

3.A.13 to get, with probability 1 − δ/2n2

∣
1

m

m

∑
k=1

Zk
ij∣ ≤

2Rv

β
√

2π
(2 +

2
√

2πβ log (2n2/δ)

3mRv

)

≤
8Rv

β
√

2π
,

since m satisfies m = Ω(
(m/δ)1/dn2 log(n/δ)

λ0
). Combining the two sums for Y k

ij and Zk
ij, with

probability 1 − δ
2n2 ,

∣V̂ij(t) −Vij(0)∣ ≤
8Rv

β
√

2π
+

8Rv(m/δ)1/d

β
≤

12Rv(m/δ)1/d

β
.

Taking a union bound, with probability 1 − δ/2,

∥V̂(t) −V(0)∥F =

√

∑
i,j

∣V̂ij(t) −Vij(0)∣2 ≤
12nRv(m/δ)1/d

β
.

Bounding the spectral norm by the Frobenous norm,

∥V̂(t) −V(0)∥2 ≤
12nRv(m/δ)1/d

β
.

Taking Rv =
βλ0

96n(m/δ)1/d gives the desired bound.

∥V̂(t) −V(0)∥2 ≤
λ0

8
.

Proof of Lemma 3.A.6:

To bound ∥V(t)−V(0)∥2 we now consider ∥V(t)− V̂(t)∥2. The entries of Vij(t) are given as

Vij(t) =
1

m

m

∑
k=1

⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩1ik(t)1jk(t)(
βck ⋅ gk
∥vk(0)∥2

)

2

.

The surrogate V̂(t) is defined as

V̂ij(t) =
1

m

m

∑
k=1

⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩1ik(t)1jk(t).
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The only difference is in the second layer terms. The difference between each entry is

written as

∣Vij(t) − V̂ij(t)∣ = ∣
1

m

m

∑
k=1

⟨x
vk(t)

⊥

i , x
vk(t)

⊥

j ⟩1ik(t)1jk(t)
⎛

⎝
(
βck ⋅ gk
∥vk(t)∥2

)

2

− 1
⎞

⎠

RRRRRRRRRRR

≤ max
1≤k≤m

(
β2gk(t)2

∥vk(t)∥2
2

− 1).

Write 1 =
β2g2

k(0)

∥vk(0)∥
2
2
, since ∥vk(t)∥2 is increasing in t according to (3.5)

β2gk(t)2

∥vk(t)∥2
2

− 1 =
β2gk(t)2

∥vk(t)∥2
2

−
β2gk(0)2

∥vk(0)∥2
2

≤ 3Rg(m/δ)1/d + 3Rv(m/δ)1/d/β.

The above inequality is shown by considering different cases for the sign of the difference

gk(t) − gk(0). Now

RRRRRRRRRRR

β2gk(t)2

∥vk(t)∥2
2

−
β2gk(0)2

∥vk(0)∥2
2

RRRRRRRRRRR

=

RRRRRRRRRRR

(
βgk(t)

∥vk(t)∥2

+
βgk(0)

∥vk(0)∥2

)(
βgk(t)

∥vk(t)∥2

−
βgk(0)

∥vk(0)∥2

)

RRRRRRRRRRR

≤

RRRRRRRRRRR

(
βgk(0) + βRg

∥vk(0)∥2

+
βgk(0)

∥vk(0)∥2

)(
βgk(t)

∥vk(t)∥2

−
βgk(0)

∥vk(0)∥2

)

RRRRRRRRRRR

≤ (2 +Rg(m/δ)1/d)

RRRRRRRRRRR

(
βgk(t)

∥vk(t)∥2

−
βgk(0)

∥vk(0)∥2

)

RRRRRRRRRRR

≤ (2 +Rg(m/δ)1/d)max
⎛

⎝
∣
β(gk(0) +Rg)

∥vk(0)∥2

−
βgk(0)

∥vk(0)∥2

∣, ∣
β(gk(0) −Rg)

∥vk(0)∥2 +Rv

−
βgk(0)

∥vk(0)∥2

∣
⎞

⎠

≤ (2 +Rg(m/δ)1/d)max (Rg(m/δ)1/d,Rg(m/δ)1/d +Rv(m/δ)1/d/β)

≤ 3Rg(m/δ)1/d + 3Rv(m/δ)1/d/β,

where the second inequality holds due to Lemma 3.A.12 with probability 1 − δ over the

initialization.

Hence:

∥V̂(t) −V(t)∥2 ≤ ∥V̂(t) −V(t)∥F =

√

∑
i,j

∣V̂ij(t) −Vij(t)∣2

≤ 3nRg(m/δ)1/d + 3nRv(m/δ)1/d/β.

123



Substituting Rv,Rg gives

∥V̂(t) −V(t)∥2 ≤
λ0

8
.

Now we use Lemma 3.A.5 to get that with probability 1 − δ

∥V̂(t) −V(0)∥2 ≤
λ0

8
.

Combining, we get with probability 1 − δ

∥V(t) −V(0)∥2 ≤
λ0

4
.

We note that the source for all the high probability uncertainty 1−δ all arise from initialization

and the application of Lemma 3.A.12.

Proof of Lemma 3.A.7:

To prove the claim we consider each entry i, j of G(t) −G(0). We have,

∣Gij(t) −Gij(0)∣ =
RRRRRRRRRRR

1

m

m

∑
k=1

σ(
vk(t)⊺xi
∥vk(t)∥2

)σ(
vk(t)⊺xj
∥vk(t)∥2

) − σ(
vk(0)⊺xi
∥vk(0)∥2

)σ(
vk(0)⊺xj
∥vk(0)∥2

)

RRRRRRRRRRR

≤
1

m

RRRRRRRRRRR

m

∑
k=1

σ(
vk(t)⊺xi
∥vk(t)∥2

)σ(
vk(t)⊺xj
∥vk(t)∥2

) − σ(
vk(t)⊺xi
∥vk(t)∥2

)σ(
vk(0)⊺xj
∥vk(0)∥2

)

RRRRRRRRRRR

+
1

m

RRRRRRRRRRR

m

∑
k=1

σ(
vk(t)⊺xi
∥vk(t)∥2

)σ(
vk(0)⊺xj
∥vk(0)∥2

) − σ(
vk(0)⊺xi
∥vk(0)∥2

)σ(
vk(0)⊺xj
∥vk(0)∥2

)

RRRRRRRRRRR

≤ 2∥
vk(t)

∥vk(t)∥2

−
vk(0)

∥vk(0)∥2

∥
2

≤
2R̃v(m/δ)1/d

β
.

In the last inequality we used the fact that

∥
vk(0)

∥vk(0)∥2

−
vk(t)

∥vk(t)∥2

∥
2

≤
∥vk(t) − vk(0)∥2

∥vk(0)∥2

≤
(m/δ)1/d

β
∥vk(t) − vk(0)∥2,

where the first inequality uses that ∥vk(0)∥2 ≤ ∥vk(t)∥2 and is intuitive from a geometrical
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standpoint. Algebraically given vectors a,b, then for any c ≥ 1

∥
ac

∥a∥2

−
b

∥b∥2

∥

2

2

= ∥
a

∥a∥2

−
b

∥b∥2

+ (c − 1)
a

∥a∥2

∥

2

2

= ∥
a

∥a∥2

−
b

∥b∥2

∥

2

2

+ (c − 1)2 + 2(c − 1)⟨
a

∥a∥2

−
b

∥b∥2

,
a

∥a∥2

⟩

≥ ∥
a

∥a∥2

−
b

∥b∥2

∥

2

2

+ (c − 1)2 ≥ ∥
a

∥a∥2

−
b

∥b∥2

∥

2

2

.

The first inequality in the line above is since ⟨a,b⟩

∥a∥2,∥b∥2
≤ 1.

Hence,

∥G(t) −G(0)∥2 ≤ ∥G(t) −G(0)∥F =

√

∑
i,j

∣Gij(t) −Gij(0)∣2 ≤
2nR̃v(m/δ)1/d

β
√

2π
.

Taking R̃v =
√

2πβµ0

8n(m/δ)1/d gives the desired bound. Therefore, with probability 1 − δ,

∥G(t) −G(0)∥2 ≤
µ0

4
.

Now that we have established bounds on V(t),G(t) given that the parameters stay near

initialization, we show that the evolution converges in that case:

Proof of Lemma 3.A.8:

Consider the squared norm of the predictions ∥f(t) − y∥2
2. Taking the derivative of the loss

with respect to time,

d

dt
∥f(t) − y∥2

2 = −2(f(t) − y)⊺(G(t) +
V(t)

β2
)(f(t) − y).

Since we assume that λmin(G(t) + V(t)
β2 ) ≥ ω

2 , the derivative of the squared norm is bounded

as

d

dt
∥f(t) − y∥2

2 ≤ −ω∥f(t) − y∥2
2.
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Applying an integrating factor yields

∥f(t) − y∥2
2 exp(ωt) ≤ C.

Substituting the initial conditions, we get

∥f(t) − y∥2
2 ≤ exp(−ωt)∥f(0) − y∥2

2.

For now, assuming the linear convergence derived in Lemma 3.A.8, we bound the distance

of the parameters from initialization. Later we combine the bound on the parameters and

Lemmas 3.A.6, 3.A.7 bounding the least eigenvalue of Λ(t), to derive a condition on the

over-parametrization m and ensure convergence from random initialization.

Proof of Lemma 3.A.9:

Denote f(xi) at time t as fi(t). Since ∥x
vk(t)

⊥

i ∥2 ≤ ∥xi∥2 = 1, we have that

∥
dvk(t)

dt
∥

2

= ∥
n

∑
i=1

(yi − fi(t))
1

√
m
ckgk(t)

1

∥vk(t)∥2

xv⊥

i 1ik(t)∥
2

≤
1

√
m

n

∑
i=1

∣yi − fi(t)∣
ckgk(t)

∥vk(t)∥2

.

Now using (3.5) and the initialization ∥vk(0)∥ = βgk(0), we bound ∣
ckgk(t)
∥vk(t)∥2

∣,

∣
ckgk(t)

∥vk(t)∥2

∣ ≤ ∣ck(
gk(0) +Rg

∥vk(0)∥2

)∣ ≤
1

β
(1 + βRg/∥vk(0)∥2).

By Lemma 3.A.12, we have that with probability 1 − δ over the initialization,

β/∥vk(0)∥2 ≤ C(m/δ)1/d.

Hence βRg/∥vk(0)∥2 ≤ 1. This fact bounds ∣
ckgk(t)
∥vk(t)∥2

∣ with probability 1 − δ for each k,

∣
ckgk(t)

∥vk(t)∥2

∣ ≤ 2/β.
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Substituting the bound,

∥
d

dt
vk(t)∥

2

≤
2

β
√
m

n

∑
i=1

∣fi(t) − yi∣

≤
2
√
n

β
√
m

∥f(t) − y∥2

≤
2
√
n

β
√
m

exp(−ωt/2)∥f(0) − y∥2.

Thus, integrating and applying Jensen’s inequality,

∥vk(t) − vk(0)∥2 ≤ ∫

s

0
∥
dvk(s)

dt
∥

2

ds ≤
4
√
n∥f(0) − y∥2

βω
√
m

.

Note that the condition ∣gk(t) − gk(0)∣ ≤ Rg is stronger than needed and merely assuring that

∣gk(t) − gk(0)∣ ≤ 1/(m/δ)1/d suffices.

Analogously we derive bounds for the distance of gk from initialization.

Proof of Lemma 3.A.10:

Consider the magnitude of the derivative dgk
dt ,

∣
dgk
dt

∣ = ∣
1

√
m

n

∑
j=1

(fj − yj)
ck

∥vk∥2

σ(v⊺
kxj)∣.

Note

∣
ck

∥vk∥2

σ(v⊺
kxj)∣ = ∣σ(

v⊺
kxj

∥vk∥2

)∣ ≤ 1

Thus applying Cauchy Schwartz

∣
dgk(t)

dt
∣ ≤

2
√
n

√
m

∥f(t) − y∥2 ≤
2
√
n

√
m

exp(−ωt/2)∥f(0) − y∥2,

and integrating from 0 to t yields

∣gk(t) − gk(0)∣ ≤ ∫
t

0
∣
dgk
dt

(s)∣ds ≤ ∫
t

0

2
√
n

√
m

exp(−ωs/2)∥f(0) − y∥2ds ≤
4
√
n∥y − f(0)∥2
√
mω

.
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Proof of Lemma 3.A.11:

Consider the ith entry of the network at initialization,

fi(0) =
1

√
m

m

∑
k=1

ckσ(
gkv

⊺
kxi

∥vk∥2

).

Since the network is initialized randomly and m is taken to be large we apply concentration

to bound fi(0) for each i. Define zk = ckσ(
gk(0)vk(0)

⊺xi
∥vk(0)∥2

). Note that zk are independent

sub-Gaussian random variables with

∥zk∥ψ ≤ ∥N(0,1)∥ψ = C.

Here ∥ ⋅ ∥ψ denotes the 2-sub-Gaussian norm, (see [Ver18] for example). Applying Hoeffding’s

inequality bounds fi(0) as

P(∣
√
mfi(0)∣ > t) ≤ 2 exp( −

t2/2

∑
m
k=1 ∥zk∥ψ2

)

= 2 exp(
−t2

2mC
).

Which gives with probability 1 − δ/n that

∣fi(0)∣ ≤ C̃
√

log (n/δ).

Now with probability 1 − δ we have that, for each i,

∣fi(0) − yi∣ ≤ ∣yi∣ + C̃
√

log(n/δ) ≤ C2

√
log(n/δ).

Since yi = O(1). Hence, with probability 1 − δ,

∥f(0) − y∥2 ≤ C
√
n log(n/δ).

Proof of Lemma 3.A.12:

At initialization vk ∼ N(0, β2I) so the norm behaves like ∥vk(0)∥2
2 ∼ β

2χd. The cumulative

density of a chi-squared distribution with d degrees of freedom behaves like F (x) = Θ(xd/2)
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for small x so we have that with probability 1 − δ
m , that ∥vk(0)∥2 ≥ β(m/δ)

1
d where d is the

input dimension. Applying a union bound, with probability 1 − δ, for all 1 ≤ k ≤m,

1

∥vk(0)∥2

≤
(m/δ)

β

1/d

.

Now by (3.5) for t ≥ 0, ∥vk(t)∥2 ≥ ∥vk(0)∥2 so

1

∥vk(t)∥2

≤
1

∥vk(0)∥2

≤
(m/δ)

β

1/d

.

3.A.3 Convergence proof for finite step-size training

The general technique of proof for gradient flow extends to finite-step gradient descent.

Nonetheless, proving convergence for WeightNorm gradient descent exhibits additional

complexities arising from the discrete updates and joint training with the new parameterization

(3.2). We first introduce some needed notation.

Define Si(R) as the set of indices k ∈ [m] corresponding to neurons that are close to the

activity boundary of ReLU at initialization for a data point xi,

Si(R) ∶= {k ∈ [m] ∶ ∃ v with ∥v − vk(0)∥2 ≤ R and 1ik(0) ≠ 1{v
⊺xi ≥ 0}}.

We upper bound the cardinality of ∣Si(R)∣ with high probability.

Lemma 3.A.14. With probability 1 − δ, we have that for all i

∣Si(R)∣ ≤

√
2mR
√
πβ

+
16 log(n/δ)

3
.

Next we review some additional lemmas needed for the proof of Theorems 3.5.2, 3.5.3.

Analogous to Lemmas 3.A.9, 3.A.10, we bound the finite-step parameter trajectories in

Lemmas 3.A.15, 3.A.16.
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Lemma 3.A.15. Suppose the norm of ∥f(s) − y∥2
2 decreases linearly for some convergence

rate ω during gradient descent training for all iteration steps s = 0,1, . . . ,K with step-size η

as ∥f(s) − y∥2
2 ≤ (1 − ηω

2 )s∥f(0) − y∥2
2 . Then for each k we have

∣gk(s) − gk(0)∣ ≤
4
√
n∥f(0) − y∥2
√
mω

for iterations s = 0,1, . . . ,K + 1.

Lemma 3.A.16. Under the assumptions of Lemma 3.A.15, suppose in addition that ∣gk(s)−

gk(0)∣ ≤ 1/(m/δ)1/d for all iterations steps s = 0,1, . . .K . Then for each k,

∥vk(s) − vk(0)∥2 ≤
8
√
n∥f(0) − y∥2

β
√
mω

for s = 0,1, . . . ,K + 1.

To prove linear rate of convergence we analyze the s+1 iterate error ∥f(s+1)−y∥2 relative

to that of the s iterate, ∥f(s) − y∥2. Consider the network’s coordinate-wise difference in

output between iterations, fi(s + 1) − fi(s), writing this explicitly based on gradient descent

updates yields

fi(s + 1) − fi(s) =
1

√
m

m

∑
k=1

ckgk(s + 1)

∥vk(s + 1)∥2

σ(vk(s + 1)⊺xi) −
ckgk(s)

∥vk(s)∥2

σ(vk(s)
⊺xi). (3.23)

We now decompose the summand in (3.23) looking at the updates in each layer, fi(s +

1) − fi(s) = ai(s) + bi(s) with

ai(s) =
1

√
m

m

∑
k=1

ckgk(s + 1)

∥vk(s + 1)∥2

σ(vk(s)
⊺xi) −

ckgk(s)

∥vk(s)∥2

σ(vk(s)
⊺xi),

bi(s) =
1

√
m

m

∑
k=1

ckgk(s + 1)

∥vk(s + 1)∥2

(σ(vk(s + 1)⊺xi) − σ(vk(s)
⊺xi)).

Further, each layer summand is then subdivided into a primary term and a residual. ai(s),

corresponding to the difference in the first layer (
ckgk(s+1)
∥vk(s+1)∥2

−
ckgk(s)
∥vk(s)∥2

), is subdivided into aIi (s)

and aIIi (s) as follows:

aIi (s) =
1

√
m

m

∑
k=1

(
ckgk(s + 1)

∥vk(s)∥2

−
ckgk(s)

∥vk(s)∥2

)σ(vk(s)
⊺xi), (3.24)

aIIi (s) =
1

√
m

m

∑
k=1

(
ckgk(s + 1)

∥vk(s + 1)∥2

−
ckgk(s + 1)

∥vk(s)∥2

)σ(vk(s)
⊺xi). (3.25)
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bi(s) is sub-divided based on the indices in the set Si that monitor the changes of the rectifiers.

For now, Si = Si(R) with R to be set later in the proof. bi(s) is partitioned to summands in

the set Si and the complement set,

bIi (s) =
1

√
m
∑
k/∈Si

ckgk(s + 1)

∥vk(s + 1)∥2

(σ(vk(s + 1)⊺xi) − σ(vk(s)
⊺xi)),

bIIi (s) =
1

√
m
∑
k∈Si

ckgk(s + 1)

∥vk(s + 1)∥2

(σ(vk(s + 1)⊺xi) − σ(vk(s)
⊺xi)).

With this sub-division in mind, the terms corresponding to convergence are aI(s),bI(s)

whereas aII(s),bII(s) are residuals that are the result of discretization. We define the

primary and residual vectors p(s), r(s) as

p(s) =
aI(s) + bI(s)

η
, r(s) =

aII + bII(s)

η
. (3.26)

If the residual r(s) is sufficiently small and p(s) may be written as p(s) = −Λ(s)(f(s) − y)

for some iteration dependent evolution matrix Λ(s) that has

λmin(Λ(s)) = ω/2 (3.27)

for ω > 0 then the neural network (3.2) converges linearly when trained with WeightNorm

gradient descent of step size η. We formalize the condition on r(s) below and later derive

the conditions on the over-parametrization (m) ensuring that r(s) is sufficiently small.

Property 1. Given a network from the class (3.2) initialized as in (3.6) and trained with

gradient descent of step-size η, define the residual r(s) as in (3.26) and take ω as in (3.27).

We specify the “residual condition” at iteration s as

∥r(s)∥2 ≤ cω∥f(s) − y∥2

for a sufficiently small constant c > 0 independent of the data or initialization.

Here we present Theorem 3.A.17 which is the backbone of Theorems 3.5.2 and 3.5.3.

Theorem 3.A.17. Suppose a network from the class (3.2) is trained via WeightNorm

gradient descent with an evolution matrix Λ(s) as in (3.27) satisfying λmin(Λ(s)) ≥ ω/2 for
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s = 0,1, . . .K. In addition if the data meets assumptions 1, 2, the step-size η of gradient

descent satisfies η ≤ 1
3∥Λ(s)∥2

and that the residual r(s) defined in (3.26) satisfies Property 1

for s = 0,1, . . . ,K then we have that

∥f(s) − y∥2
2 ≤ (1 −

ηω

2
)

s

∥f(0) − y∥2
2

for s = 0,1, . . . ,K.

Proof of Theorem 3.A.17:

This proof provides the foundation for the main theorems. In the proof we also derive key

bounds to be used in Theorems 3.5.2, 3.5.3. We use the decomposition we described above

and consider again the difference between consecutive terms f(s + 1) − f(s),

fi(s + 1) − fi(s) =
1

√
m

m

∑
k=1

ckgk(s + 1)

∥vk(s + 1)∥2

σ(vk(s + 1)⊺xi) −
ckgk(s)

∥vk(s)∥2

σ(vk(s)
⊺xi). (3.28)

Following the decomposition introduced in (3.24), aIi (s) is re-written in terms of G(s),

aIi (s) =
1

√
m

m

∑
k=1

ck
∥vk(s)∥2

( − η
∂L(s)

∂gk
)σ(vk(s)

⊺xi)

= −
η

m

m

∑
k=1

ck
∥vk(s)∥2

n

∑
j=1

(fj(s) − yj)
ck

∥vk(s)∥2

σ(v⊺
k(s)xj)σ(v

⊺
k(s)xi)

= −η
n

∑
j=1

(fj(s) − yj)
1

m

m

∑
k=1

(ck)
2σ(

vk(s)⊺xi
∥vk(s)∥2

)σ(
vk(s)⊺xj
∥vk(s)∥2

)

= −η
n

∑
j=1

(fj(s) − yj)Gij(s),

where the first equality holds by the gradient update rule gk(s + 1) = gk(s) − η∇gkL(s). In

this proof we also derive bounds on the residual terms of the decomposition which we will aid

us in the proofs of Theorems 3.5.2, 3.5.3. aIi (s) is the primary term of ai(s), now we bound

the residual term aIIi (s). Recall aIIi (s) is written as

aIIi (s) =
1

√
m

m

∑
k=1

(
ckgk(s + 1)

∥vk(s + 1)∥2

−
ckgk(s + 1)

∥vk(s)∥2

)σ(vk(s)
⊺xi),

which corresponds to the difference in the normalization in the second layer. Since ∇vkL(s)
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is orthogonal to vk(s) we have that

ckgk(s + 1)(
1

∥vk(s + 1)∥2

−
1

∥vk(s)∥2

)σ(vk(s)
⊺xi)

= ckgk(s + 1)(
1

√
∥vk(s)∥2

2 + η
2∥∇vkL(s)∥

2
2

−
1

∥vk(s)∥2

)σ(vk(s)
⊺xi)

=
−ckgk(s + 1)η2∥∇vkL(s)∥

2
2

∥vk(s + 1)∥2∥vk(s)∥2(∥vk(s)∥2 + ∥vk(s + 1)∥2)
σ(vk(s)

⊺xi)

≤
−ckgk(s + 1)η2∥∇vkL(s)∥

2
2

2∥vk(s)∥2∥vk(s + 1)∥2

σ(
vk(s)⊺xi
∥vk(s)∥2

),

where the first equality above is by completing the square, and the inequality is due to the

increasing magnitudes of ∥vk(s)∥2.

Since 0 ≤ σ(vk(s)
⊺xi

∥vk(s)∥2
) ≤ 1, the above can be bounded as

∣aIIi (s)∣ ≤
1

√
m

m

∑
k=1

∣
gk(s + 1)η2∥∇vkL(s)∥

2
2

2∥vk(s)∥2∥vk(s + 1)∥2

∣ (3.29)

≤
1

√
m

m

∑
k=1

η2(1 +Rg(m/δ)1/d)
3
n∥f(s) − y∥2

2(m/δ)1/d

β4m
(3.30)

=
η2n(1 +Rg(m/δ)1/d)

3
∥f(s) − y∥2

2(m/δ)1/d

β4
√
m

. (3.31)

The second inequality is the result of applying the bound in equation (3.41) on the gradient

norm ∥∇vkL(s)∥2 and using Lemma 3.A.12.

Next we analyze bi(s) and sub-divide it based on the sign changes of the rectifiers. Define

the set Si ∶= Si(R) as in Lemma 3.A.14 with R taken to be such that ∥vk(s+ 1)−vk(0)∥2 ≤ R

for all k. Take bIIi (s) as the sub-sum of bi(s) with indices k from the set Si.

bIi (s) corresponds to the sub-sum with the remaining indices. By the definition of Si, for

k /∈ Si we have that 1ik(s + 1) = 1ik(s). This enables us to factor 1ik(s) and represent bIi (s)
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as a Gram matrix similar to V(s) with a correction term from the missing indices in Si.

bIi (s) = −
1

√
m
∑
k/∈Si

(
ckgk(s + 1)

∥vk(s + 1)∥2

)(η⟨∇vkL(s), xi⟩)1ik(s)

= −
η

m
∑
k/∈Si

(
ckgk(s + 1)

∥vk(s + 1)∥2

)(
ckgk(s)

∥vk(s)∥2

)
n

∑
j=1

(fj(s) − yj)1ik(s)1jk(s)⟨x
vk(s)

⊥

j , xi⟩.

Note that ⟨x
vk(s)

⊥

j , xi⟩ = ⟨x
vk(s)

⊥

j , x
vk(s)

⊥

i ⟩ therefore,

bIi (s) = −
η

m
∑
k/∈Si

(
ckgk(s + 1)

∥vk(s + 1)∥2

)(
ckgk(s)

∥vk(s)∥2

)
n

∑
j=1

(fj(s) − yj)1ik(s)1jk(s)⟨x
vk(s)

⊥

j , x
vk(s)

⊥

i ⟩.

Define Ṽ(s) as

Ṽij(s) =
1

m

m

∑
k=1

(
βckgk(s + 1)

∥vk(s + 1)∥2

)(
βckgk(s)

∥vk(s)∥2

)1jk(s)1ik(s)⟨x
vk(s)

⊥

i , x
vk(s)

⊥

j ⟩.

This matrix is identical to V(s) except for a modified scaling term (
c2kgk(s+1)gk(s)

∥vk(s)∥2∥vk(s+1)∥2
). We

note however that

min
⎛

⎝
(
ckgk(s)

∥vk(s)∥2

)

2

,(
ckgk(s + 1)

∥vk(s + 1)∥2

)

2
⎞

⎠
≤ (

ckgk(s)

∥vk(s)∥2

)(
ckgk(s + 1)

∥vk(s + 1)∥2

)

≤ max
⎛

⎝
(
ckgk(s)

∥vk(s)∥2

)

2

,(
ckgk(s + 1)

∥vk(s + 1)∥2

)

2
⎞

⎠

because gk(s), c2
k are positive. Hence the matrix Ṽ(s) satisfies the hypothesis of Lemma

3.A.6 entirely. We write bIi (s) as

bIi (s) = −η/β
2
n

∑
j=1

(fj(s) − yj)(Ṽij(s) − Ṽ⊥
ij(s)),

where we have defined

Ṽ⊥
ij(s) =

1

m
∑
k∈Si

(
βckgk(s)

∥vk(s)∥2

)(
βckgk(s + 1)

∥vk(s + 1)∥2

)1ik(s)1jk(s)⟨x
vk(s)

⊥

i , x
vk(s)

⊥

j ⟩. (3.32)

We then bound the magnitude of each entry Ṽ⊥
ij(s):

Ṽ⊥
ij(s) =

1

m
∑
k∈Si

(
βckgk(s)

∥vk(s)∥2

)(
βckgk(s + 1)

∥vk(s + 1)∥2

)1ik(s)1jk(s)⟨x
vk(s)

⊥

i , x
vk(s)

⊥

j ⟩ (3.33)

≤
(1 +Rg(m/δ)1/d)2∣Si∣

m
. (3.34)
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Lastly we bound the size of the residual term bIIi (s),

∣bIIi (s)∣ = ∣ −
1

√
m
∑
k∈Si

ckgk(s + 1)

∥vk(s + 1)∥2

(σ(vk(s + 1)⊺xi) − σ(vk(s)
⊺xi))∣

≤
gk(s + 1)η∣Si∣ ⋅ ∥∇vkL(s)∥2

√
m∥vk(s + 1)∥2

≤
η∣Si∣(1 + (m/δ)1/dRg)∥∇vkL(s)∥2

β
√
m

.

Where we used the Lipschitz continuity of σ in the first bound, and took Rg > 0 that satisfies

∣gk(s + 1) − gk(0)∣ ≤ Rg in the second inequality. Applying the bound (3.41),

∣bIIi (s)∣ ≤
η∣Si∣

√
n(1 +Rg(m/δ)1/d)2∥f(s) − y∥2

β2m
. (3.35)

The sum f(s + 1) − f(s) = aI(s) + aII(s) + bI(s) + bII(s) is separated into the primary

term ηp(s) = aI(s) + bI(s) and the residual term ηr(s) = aII(s) + bII(s) which is a result of

the discretization. With this, the evolution matrix Λ(s) in (3.27) is re-defined as

Λ(s) ∶= G(s) +
Ṽ(s) − Ṽ⊥(s)

β2

and

f(s + 1) − f(s) = −ηΛ(s)(f(s) − y) + ηr(s).

Now we compare ∥f(s + 1) − y∥2
2 with ∥f(s) − y∥2

2,

∥f(s + 1) − y∥2
2 =∥f(s + 1) − f(s) + f(s) − y∥2

2

=∥f(s) − y∥2
2 + 2⟨f(s + 1) − f(s), f(s) − y⟩

+ ⟨f(s + 1) − f(s), f(s + 1) − f(s)⟩.

Substituting

f(s + 1) − f(s) = aI(s) + bI(s) + aII(s) + bII(s) = −ηΛ(s)(f(s) − y) + ηr(s)
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we obtain

∥f(s + 1) − y∥2
2 =∥f(s) − y∥2

2 + 2(−ηΛ(s)(f(s) − y) + ηr(s))⊺(f(s) − y)

+ η2(Λ(s)(f(s) − y) − r(s))⊺(Λ(s)(f(s) − y) − r(s))

≤∥f(s) − y∥2
2 + (f(s) − y)⊺(−ηΛ(s) + η2Λ2

(s))(f(s) − y)

+ ηr(s)⊺(I − ηΛ(s))(f(s) − y) + η2∥r(s)∥2
2.

Now as λmin(Λ(s)) ≥ ω/2 and η = 1
3∥Λ(s)∥2

, we have that

(f(s) − y)⊺(−ηΛ(s) + η2Λ2
(s))(f(s) − y) = −η(f(s) − y)⊺(I − ηΛ(s))Λ(s)(f(s) − y)

≤ −
3ηω

8
∥f(s) − y∥2

2.

Next we analyze the rest of the terms and group them as q(s),

q(s) ∶= ηr(s)⊺(I − ηΛ(s))(f(s) − y) + η2∥r(s)∥2
2

≤ η∥r(s)∥2∥f(s) − y∥2 + η
2∥r(s)∥2

2.

By Property 1 we have

q(s) ≤ ηcω∥f(s) − y∥2
2(1 + ηcω) ≤ 2cηω∥f(s) − y∥2

2,

so that

q(s) ≤ c′ηω∥f(s) − y∥2
2,

for c′ sufficiently small. Substituting, the difference f(s + 1) − y is bounded as

∥f(s + 1) − y∥2
2 ≤ ∥f(s) − y∥2

2 − ηω(1 − η∥Λ(s)∥2)∥f(s) − y∥2
2 + c

′ηω∥f(s) − y∥2
2

≤ (1 − ηω(1 − η∥Λ(s)∥2) + c
′ηω)∥f(s) − y∥2

2

≤ (1 − ηω/2)∥f(s) − y∥2
2,

for well chosen absolute constant c. Hence for each s = 0,1, . . . ,K,

∥f(s + 1) − y∥2
2 ≤ (1 − ηω/2)∥f(s) − y∥2

2,

136



so the prediction error converges linearly.

In what comes next we prove the necessary conditions for Property 1, and define the

appropriate ω for the V and G dominated regimes, in order to show λmin(Λ(s)) ≥ ω/2.

Proof of Theorem 3.5.2:

To prove convergence we would like to apply Theorem 3.A.17 with ω/2 = λ0

2β2 . To do so

we need to show that m = Ω(n4 log(n/δ)/λ4
0) guarantees that Property 1 holds and that

λmin(Λ(s)) ≥ λ0/2β2. For finite-step gradient training, take

Rv =
βλ0

192n(m/δ)1/d
, Rg =

λ0

96n(m/δ)1/d
. (3.36)

Note the residual r(s) and the other terms bI(s),bII(s) depend on the sets Si that we define

here using Rv. We make the assumption that ∥vk(s) − vk(0)∥2 ≤ Rv and ∣gk(s) − gk(0)∣ ≤ Rg

for all k and that s = 0,1, . . .K + 1, this guarantees that bI(s) and Λ(s) are well defined.

Applying Lemmas 3.A.3, 3.A.6 with Rv,Rg defined above, we have that λmin(Ṽ(s)) ≥ 5λ0

8 .

Then the least eigenvalue of the evolution matrix Λ(s) is bounded below

λmin(Λ(s)) = λmin(G(s) +
Ṽ(s) − Ṽ⊥(s)

β2
)

≥ λmin(
Ṽ(s) − Ṽ⊥(s)

β2
)

=
λmin(Ṽ(s) − Ṽ⊥(s))

β2

≥
5λ0

8β2
−

∥Ṽ⊥(s)∥2

β2
.

The first inequality holds since G(s) ≻ 0 and the last inequality is since λmin(Ṽ(s)) ≥ 5λ0

8 .

To show λmin(Λ(s)) ≥ λ0

2β2 we bound ∥Ṽ⊥(s)∥2 ≤
λ0

8 . By (3.33), we have

∣Ṽ⊥
ij(s)∣ ≤

(1 +Rg(m/δ)1/d)∣Si∣

m
≤ (1 +Rg(m/δ)1/d)(

√
2R̃v

√
πβ

+
16 log(n/δ)

3m
).

Substituting Rv,Rg and m, a direct calculation shows that

∣Ṽ⊥
ij(s)∣ ≤

λ0

8n
,
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which yields

∥Ṽ⊥(s)∥2 ≤ ∥Ṽ⊥(s)∥F ≤
λ0

8
.

Hence λmin(Λ(s)) ≥ λ0

2β2 for iterations s = 0,1, . . .K.

We proceed by showing the residual r(s) satisfies property 1. Recall r(s) is written as

r(s) =
aII(s)

η
+

bII(s)

η
.

and Property 1 states that ∥r(s)∥2 ≤
cηλ0

β2 ∥f(s) − y∥2 for sufficiently small absolute constant

c < 1. This is equivalent to showing that both aII(s), bII(s) satisfy

∥aII(s)∥2 ≤
cηλ0

β2
∥f(s) − y∥2, (3.37)

∥bII(s)∥2 ≤
cηλ0

β2
∥f(s) − y∥2. (3.38)

We consider each term at turn. By (3.35),

∥bII(s)∥2 ≤
√
nmax

i
bIIi (s)

≤ max
i

ηn(1 +Rg(m/δ)1/d)2∣Si∣∥f(s) − y∥2

β2m

≤
CmRvηn∥f(s) − y∥2

β2m

≤
λ0η∥f(s) − y∥2

β2
⋅ nCRv.

In the above we used the values of Rv,Rg defined in (3.36) and applied Lemma 3.A.14 in the

third inequality. Taking m = Ω(n4 log(n/δ)/λ4
0) with large enough constant yields

∥bII(s)∥2 ≤
cλ0η∥f(s) − y∥2

β2
.
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Next we analogously bound ∥aII(s)∥ via the bound (3.29),

∥aII(s)∥2 ≤
√
nmax

i
aIIi (s)

≤
η2n3/2(1 +Rg(m/δ)1/d)

3
∥f(s) − y∥2

2(m/δ)1/d

β4
√
m

≤
ηλ0∥f(s) − y∥2

β2
⋅
η(1 +Rg(m/δ)1/d)

3
n3/2∥f(s) − y∥2(m/δ)1/d

λ0β2
√
m

≤
ηλ0∥f(s) − y∥2

β2
⋅
η

β2
⋅
Cn2

√
log(n/δ)

λ0

√
m

≤ cηω∥f(s) − y∥2.

In the above we applied Lemma 3.A.11 once again. The last inequality holds since m =

Ω(n4 log(n/δ)/λ4
0) and η = O(

β2

∥V(s)∥2
), hence r(s) satisfies Property 1. Now since Theorem

3.A.17 holds with ω = λ0/β2 we have that the maximum parameter trajectories are bounded as

∥vk(s) −vk(0)∥2 ≤ Rv and ∥gk(s) − gk(0)∥ ≤ Rg for all k and every iteration s = 0, 1, . . . ,K + 1

via Lemmas 3.A.15, 3.A.16.

To finish the proof, we apply the same contradiction argument as in Theorems 3.A.1,

3.A.2, taking the first iteration s =K0 where one of Lemmas 3.A.15, 3.A.16 does not hold.

We note that K0 > 0 and by the definition of K0, for s = 0,1, . . . ,K0 − 1 the Lemmas 3.A.15,

3.A.16 hold which implies that by the argument above we reach linear convergence in iteration

s =K0. This contradicts one of Lemmas 3.A.15, 3.A.16 which gives the desired contradiction,

so we conclude that we have linear convergence with rate λ0/2β2 for all iterations.

Proof of Theorem 3.5.3:

For G-dominated convergence, we follow the same steps as in the proof of Theorem 3.5.2.

We redefine the trajectory constants for the finite step case

R̃v ∶=

√
2πβµ0

64n(m/δ)1/d
, Rg ∶=

µ0

48n(m/δ)1/d
.

To use Theorem 3.A.17 we need to show thatm = Ω(n4 log(n/δ)/β4µ4
0) guarantees Property

1, and that λmin(Λ(s)) ≥ µ0/2. We again note that the residual r(s) and bI(s),bII(s) depend

on the sets Si that we define here using R̃v above as Si ∶= Si(R̃v).
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We start by showing the property on the least eigenvalue. We make the assumption that

we have linear convergence with ω/2 = µ0/2 and step-size η for iterations s = 0, . . .K so that

Lemmas 3.A.15, 3.A.16 hold. Via an analogous analysis of the continous case we reach that

m = Ω(n4 log(n/δ)/µ4
0β

4) implies

∥vk(s) − vk(0)∥2 ≤
16β

√
n∥f(0) − y∥2

β
√
mµ0

≤ R̃v, ∣gk(s) − gk(0)∣ ≤
8
√
n∥f(0) − y∥2
√
mµ0

≤ Rg.

for s = 0, . . .K +1 by Lemmas 3.A.15, 3.A.16 and that Λ(s),bI(s) are well defined. Using the

bounds on the parameter trajectories, Lemma 3.A.7 and R̃v defined above yield λmin(G(s)) ≥

5µ0

8 . The least eigenvalue of the evolution matrix Λ(s) is bounded below as

λmin(Λ(s)) = λmin(G(s) +
Ṽ(s) − Ṽ⊥(s)

β2
)

≥ λmin(G(s)) − ∥Ṽ⊥(s)∥2

since Ṽ(s) ≻ 0 and β ≥ 1. We bound the spectral norm of ∥Ṽ⊥(s)∥2, for each entry i, j we

have by (3.33) that

∣Ṽ⊥
ij(s)∣ ≤

(1 +Rg(m/δ)1/d)∣Si∣

m

≤ (1 +Rg(m/δ)1/d)(

√
2R̃v

√
πβ

+
16 log(n/δ)

3m
)

≤
8R̃v

√
2πβ

≤
µ0

8n
.

where in the above inequalities we used our bounds on R̃v,Rg and m. Then the spectral

norm is bounded as

∥Ṽ⊥(s)∥2 ≤ ∥Ṽ⊥(s)∥F ≤ µ0/8.

Hence we have that λmin(Λ(s)) ≥ µ0/2 for s = 0,1, . . .K.

Next we show the residual r(s) satisfies Property 1. Recall r(s) is written as

r(s) =
aII(s)

η
+

bII(s)

η
.
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Property 1 states the condition ∥r(s)∥2 ≤ cωη∥f(s) − y∥2 for sufficiently small c < 1 with

ω = µ0. This is equivalent to showing that both aII(s), bII(s) satisfy that

∥aII(s)∥2 ≤ cηµ0∥f(s) − y∥2, (3.39)

∥bII(s)∥2 ≤ cηµ0∥f(s) − y∥2, (3.40)

for sufficiently small absolute constant c. For bII(s) we have that (3.35) gives

∥bII(s)∥2 ≤
√
nmax

i
bIIi (s)

≤ max
i

η(1 +Rg(m/δ)1/d)2∣Si∣n∥f(s) − y∥2

β2m
.

Next applying Lemmas 3.A.14 and 3.A.11 in turn yields

≤
CmR̃vηn∥f(s) − y∥2

β2m

≤ ηµ0∥f(s) − y∥2
R̃v

nβ2
.

Substituting m = Ω(n4 log(n/δ)/µ4
0β

4) for a large enough constant and Rv we get

∥bII(s)∥2 ≤ cηµ0∥f(s) − y∥2.

Analogously we bound ∥aII(s)∥2 using (3.29),

∥aII(s)∥2 ≤
√
nmax

i
aIIi (s)

≤
η2n3/2(1 +Rg(m/δ)1/d)

3
∥f(s) − y∥2

2(m/δ)1/d

β4
√
m

≤ ηµ0∥f(s) − y∥2 ⋅
η(1 +Rg(m/δ)1/d)

3
n3/2∥f(s) − y∥2(m/δ)1/d

µ0β4
√
m

≤ ηµ0∥f(s) − y∥2 ⋅
η

β2
⋅
Cn2

√
log(n/δ)

β2µ2
0

√
m

≤ cηµ0∥f(s) − y∥2.

Where we have used Lemma 3.A.11 in the third inequality and substituted

m = Ω(n4 log(n/δ)/β4µ4
0) noting that η = O( 1

∥Λ(s)∥2
) and that β ≥ 1 in the last inequal-

ity. Therefore we have that r(s) satisfies Property 1 so that Theorem 3.A.17 holds. By the

same contradiction argument as in Theorem 3.5.2 we have that this holds for all iterations.
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3.A.3.1 Proofs of supporting lemmas for finite step-size convergence

Proof of Proposition 8:

The proof of proposition 2, follows the proofs of Theorems 3.5.2, 3.5.3, and relies on Theorem

3.A.17. In particular for each β > 0 at initialization, take ωβ(s) = λmin(Λ(s)) and define the

auxiliary ωβ,0 = λmin(V∞/β2 +G∞). Then we have that

ωβ,0 ≥ λ0/β
2 + µ0 > 0.

Hence, by the same arguments of Theorem 4.1, 4.2 for ωβ(s) if m = (n4 log(n/δ)/β4ω4
β,0),

then we have that the conditions of Theorem 3.A.17 are satisfied, namely, λ(s) ≥ λ0

2 and

µ(s) ≥ µ0

2 . Taking ηβ = O( 1
∥Λ(s)∥2

), then the required step-size for convergence is satisfied.

This follows from the same argument of Theorems 3.5.2, 3.5.3 and depends on the fact that

∥Λ(s) −Λ(0)∥2 ≤
1
β2 ∥V(s) −V∞(0)∥2 + ∥G(s) −G(0)∥2. Now we consider the term, βωβ,0.

For β = 1,

βωβ,0 = λmin(H
∞).

Which matches the results of un-normalized convergence. In general, we have that

βωβ,0 ≥ β(λ0/β
2 + µ0) ≥ min{λ0, µ0}.

Therefore the bound on m is taken to be independent of β as m = Ω(
n4 log(n/δ)

min{µ4
0,λ

4
0}
) which

simplifies the presentation. Now for each β the effective convergence rate is dictated by the

least eigenvalue ωβ and the allowed step-size ηβ as,

(1 − ηβωβ).

Then taking β∗ = argminβ>0(1 − ηβωβ) we have that

(1 − ηβ∗ωβ∗) ≤ (1 − η1ω1).

which corresponds to the un-normalized converegence rate. Therefore as compared with

un-normalized training we have that for β∗, WN enables a faster convergence rate.
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Proof of Lemma 3.A.14:

Fix R, without the loss of generality we write Si for Si(R). For each k, vk(0) is initialized

independently via ∼ N(0, β2I), and for a given k, the event 1ik(0) ≠ 1{v⊺xi ≥ 0} corresponds

to ∣vk(0)⊺xi∣ ≤ R. Since ∥xi∥2 = 1, vk(0)⊺xi ∼ N(0, β2). Denoting the event that an index

k ∈ Si as Ai,k, we have

P(Ai,k) ≤
2R

β
√

2π
.

Next the cardinality of Si is written as

∣Si∣ =
m

∑
k=1

1Ai,k .

Applying Lemma 3.A.13, with probability 1 − δ/n,

∣Si∣ ≤
2mR

β
√

2π
+

16 log(n/δ)

3
.

Taking a union bound, with probability 1 − δ, for all i we have that

∣Si∣ ≤
2mR

β
√

2π
+

16 log(n/δ)

3
.

Proof of Lemma 3.A.15:

To show this we bound the difference gk(s) − gk(0) as the sum of the iteration updates. Each

update is written as

∣
∂L(s)

∂gk
∣ = ∣

1
√
m

n

∑
i=1

(fi(s) − yi)
ck

∥vk(s)∥2

σ(vk(s)
⊺xi)∣.

As ∣ckσ(
vk(s)

⊺xi
∥vk(s)∥2

)∣ ≤ 1,

∣
∂L(s)

∂gk
∣ ≤

1
√
m

n

∑
i

∣fi(s) − yi∣ ≤

√
n

√
m

∥f(s) − y∥2.

By the assumption in the statement of the lemma,

∣
∂L(s)

∂gk
∣ ≤

√
n(1 − ηω

2 )s/2∥f(0) − y∥2
√
m

.
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Hence bounding the difference by the sum of the gradient updates:

∣gk(K + 1) − gk(0)∣ ≤ η
K

∑
s=0

∣
∂L(s)

∂gk
∣ ≤

4η
√
n∥f(0) − y∥2

√
m

K

∑
s=0

(1 −
ηω

2
)s/2.

The last term yields a geometric series that is bounded as

1

1 −
√

1 − ηω
2

≤
4

ηω
,

Hence

∣gk(K + 1) − gk(0)∣ ≤
4
√
n∥f(0) − y∥2

ω
√
m

.

Proof of Lemma 3.A.16:

To show this we write vk(s) as the sum of gradient updates and the initial weight vk(0).

Consider the norm of the gradient of the loss with respect to vk,

∥∇vkL(s)∥2 = ∥
1

√
m

n

∑
i=1

(fi(s) − yi)
ckgk(s)

∥vk(s)∥2

1ik(s)x
vk(s)

⊥

i ∥
2

.

Since ∥vk(s)∥2 ≥ ∥vk(0)∥2 ≥ β(δ/m)1/d with probability 1 − δ over the initialization, applying

Cauchy Schwartz’s inequality gives

∥∇vkL(s)∥2 ≤
(1 +Rg(m/δ)1/d)

√
n∥f(s) − y∥2

β
√
m

. (3.41)

By the assumption on ∥f(s) − y∥2 this gives

∥∇vkL(s)∥2 ≤
2
√
n(1 − ηω

2 )s/2∥f(0) − y∥2

β
√
m

.

Hence bounding the parameter trajectory by the sum of the gradient updates:

∥vk(K + 1) − vk(0)∥2 ≤ η
K

∑
s=0

∥∇vkL(s)∥2 ≤
2
√
n∥f(0) − y∥2

β
√
m

K

∑
s=1

(1 −
ηω

2
)

s/2
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yields a geometric series. Now the series is bounded as

1

1 −
√

1 − ηω
2

≤
4

ηω
,

which gives

∥vk(K + 1) − vk(0)∥2 ≤
8
√
n∥f(0) − y∥2

β
√
mω

.
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Final remarks for Part I

As the field of deep learning matures, data, algorithms, and hardware are continually

advancing rapidly. Implementation frameworks such as PyTorch, TensorFlow are highly

efficient and extensible, which allows for fast prototyping and experimentation of new

architectures that are available daily on GitHub. From the perspective of data, datasets

and benchmarks are ever-growing and are becoming more publicly available in a range of

fields [BBN19]. In addition architectural and training discoveries such as the Transformer

architecture [VSP17] and CLIP [RKH21] are redefining archetypal neural network. The

availability and reproducibility of this science is leading to a spring of innovation and enables

large strides on this subject field. Yet despite the incessant activity in the field, some things

(currently) remain, in particular 1. the importance of catering and thoroughly understanding

the data modalities used to learn patterns in modern models and 2. the optimization

procedure used to train such models. Both pieces are currently indispensable in the ongoing

revolution of deep learning.

In this part of the thesis, we focus on methods to improve the use of data in machine

learning. In Chapter 1 we defined a notion of smoothness in models according to an alternative

view of distance between data samples. The distance between data samples is the Wasserstein

or Earth-Movers distance which represent each image datum as a mass distribution. In the

chapter we illustrate the many benefits of using the notion of distance we present, named

the Wassserstein Ground Metric. As we finish this part, we note that there are still a lot of

questions on what are the correct way to represent visual data. Drawing inspiration from

the visual system and the brain, the human visual system captures image representation

using a rather sparse, foveated, and dynamically-stitched input representation, whereas in

Deep Learning pixelated images serve as the common input. Further, deep learning models

exhibit sensitivity to the input resolution and it has been shown that the resolution of images

[TL19] has a large effect on state of the art results. While the input representation is not

clear, we note that in many applications it is assumed implicitly or explicitly that the notion
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of image similarity follows the distance defined by the Euclidean metric. We illustrate that

this assumption undesirable and illustrate the use of the Wasserstein Ground Metric as a

metric that is 1) anisotropic in pixel space 2) depends on the location of measurement. We

illustrate that the WGM enables semantic smoothness along variations such as translations

and rotations. We note, that in the context of the Wasserstein metric on images, it still

remains to identify how to define the ground topology in pixel space. Since with the WGM,

different ground topologies defining distances between pixels would translate to different

behaviors of the metric. In addition it would be interesting to identify a natural way of

assigning such topologies especially under different image resolutions and modalities.

Our next area of focus was in probing and modifying the i.i.d. assumption imposed in

most deep learning regimes through the foundational empirical risk minimization framework.

In particular it is clear that for many applications the training set was collected with a

certain bias which is not reflected in the test distribution or production settings. Given such

disparity between the training set and desired distribution, we present a framework that

selects optimal subsets of the training set and assigns distribution weights on the training set

to end-to-end optimize a validation set. When a validation set is not available we utilized

tools from cross-validation to derive tractable alternatives and illustrated the results by

improving fine-grained classification tasks and more efficiently selecting samples to add to

the training set. The formulation we present in Chapter 2 relies on model linearization

for end-to-end differentiation, and the linearization that is applied in the experiments has

the potential to be extended to full linearization of the model, this future direction still

needs to be experimented. In general, Chapter 2 marks a transition from the empirical risk

minimization approach of machine learning, to a more flexible framework where models are

given more flexibility and feedback to select the data in their training set and optimize such

training set selection end-to-end to learn more efficiently. The extension of learning from the

empirical risk minimization to more flexible approaches, will enable models to learn more

efficiently and more diverse tasks.
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The “learning” in deep learning today amounts to parameter optimization, usually in

the over-parameterized regime, and done with a first order algorithms such as SGD. In the

last chapter of Part I, we analyzed such optimization under the different parameterization

provided by normalization layers. Indeed, normalization layers in deep learning, are exactly

parameterization that come to address the optimization problem. By applying a normalization

step during the forward operation graph of the model, such layers enable improved speed of

training and also better generalization. Because normalization layers, such as BatchNorm,

WeightNorm, and LayerNorm facilitate learning via modified parameterization, they are

widely used in practically all modern models. In our theoretical work, we considered the

tractable analysis case of 2-layer ReLU neural networks trained with the WeightNorm

layer, and proved for the first time that dynamically-normalized ReLU neural networks

converge to a global minimum when trained with gradient descent under sufficient over-

parameterization. In our framework we employed the new tool of the Neural Tangent

Kernel and observed that normalization layers result in a decomposition of such kernel,

corresponding to length and direction updates. In our analysis, we derived a proof of

convergence for two layer neural networks, yet it would be interesting to extend this work

to networks with arbitrary number of layers. One such analysis based on the NTK for

un-normalized networks is the work of [DLL19a] which presents a lot of the tools to extend

the dynamically normalized analysis to the deep settings. On a general note, it would be

interesting to see the advancements in practical approaches and theory to finding the fast

and general ways of running differentiable programming to optimize and enabling neural

networks to “learn” in more flexible environments.
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Part II

A theory for undercompressive shocks

in tears of wine
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Part II presents research in mathematical modelling of thin films of the common tears of

wine physical settings. The research presented below is joint work with Hangjie Ji, Claudia

Falcon, and Andrea Bertozzi.
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CHAPTER 4

Modelling the tears of wine phenomena∗

4.1 Introduction

This chapter studies the emergent shock behavior that arises as a result of a solutal Marangoni

effect in alcoholic beverages such as wine and Cognac. This scientific project presents a

different application of applied mathematics and numerical simulation as compared with Part

I of the thesis that fall in the realm of machine learning. Below we give an introduction to

the physical problem.

The tears of wine problem is a curious phenomenon that has been observed in wine glasses

for centuries. In the right setting, one can observe a thin layer of water-ethanol mixture

that travels up inclined surfaces against gravity and proceeds to fall down in the form of

tears. This is a result of a solutal Marangoni stress counterbalanced with the force of gravity.

The Marangoni stress stems from a surface tension gradient caused by alcohol evaporation

and the resulting difference in alcohol concentration. Specifically, when a water-ethanol

mixture is placed in a container with inclined walls, a thin meniscus forms. The alcohol in

the meniscus region becomes more depleted than that of the bulk due to the predominant

role of evaporation in the meniscus. This leads to a solutal surface tension gradient that pulls

liquid out of the meniscus and up the side of the glass.

The phenomenon of wine tears was first analyzed qualitatively by Thomson [Tho55] who

attributed it to the Marangoni stress. In 1992 the first careful experiments were conducted by

∗This chapter is adapted from [DJF20]
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Fournier and Cazabat to understand the phenomenon [FC92]. Further studies focused on the

various instabilities that form [VEN95, HB01, FC98]. In particular the work of Vuilleumier

et al. [VEN95] focuses on the stationary state when the film reaches its terminal height and

star instabilities form in addition to the tears. In the paper by Fanton and Cazabat [FC98]

studying spreading instabilities, the authors continue describing the star instabilities that form

in two component mixtures. In 2001, Hosoi and Bush [HB01] further investigated two distinct

instabilities in the climbing film using a lubrication model that includes gravity, capillarity

and Marangoni stresses. The work of Venerus and Simavilla [VS15] identifies a previously

overlooked temperature gradient due to evaporation, that also contributes to the Marangoni

stress. More recently, Nikolov et al.[NWL18] also applied the Plateau-Rayleigh-Taylor theory

to study the ridge instability that triggers the formation of wine tears. However the dynamic

formation of the ridge is still not well-understood.

All of the prior works on tears of wine neglected to consider the tangential component of

gravity along with the other physics. The tangential Marangoni stress, tangential component

of gravity, and the bulk surface tension lead to a dynamic model that is known to produce

unusual behavior sometimes characterized by nonclassical shocks. This has been well-studied

in thermally driven films [ME06, MB99, Mun03, BMS99, BMF98] but never in tears of wine.

In models studied in the literature [HB01, VEN95, VS15], one expects a moving front with

advancing fingers, which is inconsistent with the draining tears observed in experiments. This

suggests that a more intricate mechanism is taking place, motivating further studies.

Via an enhanced model, we illustrate the existence of nonclassical undercompressive shocks

for the first time in the context of tears of wine. This model better characterizes the dynamics

of climbing films which sheds light on the experimental work in the literature. Relevant to our

analysis are the works studying the structure and shock formation in thermally-driven thin

films where nonclassical shocks have been observed [ME06, MB99, BMS99, BMF98]. In this

part of the thesis, we investigate different shock morphologies that can spontaneously occur

in climbing films of wine, depending on the experimental settings and alcohol concentration.
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For instance, we expect undercompressive shocks in the experiments of [VEN95].

More importantly, we take a closer look at the common wine glass setting, something

not well-studied in prior works. This corresponds to using a radially symmetric glass, and

incorporating swirling as done in common handling of wine. We find that the geometry and

swirling of the glass affect the formation of tears, which differs from the better-studied studied

spontaneous climb. Mathematically, the new setting translates to extending the model to

incorporate additional geometries, and adding a pre-swirling draining fluid layer. Specifically,

our analysis shows that the draining fluid can give rise to reverse undercompressive shocks

[Mun03] that help explain the formation of tears from a climbing reverse front, which we find

to be quite reproducible, experimentally, with steeper beverage glasses and higher alcohol

concentrations.

The rest of Chapter 4 is structured as follows: In section 4.2 we lay out the theory,

deriving the non-dimensional PDE model for the climbing thin film. The shape of the

meniscus and front dynamics, in addition to the relevant works on the mathematical theory

of undercompressive shocks in thin films are introduced in Section 4.3. In Section 4.4 we

review the experimental work in the literature, and present numerical simulations of our

new model using corresponding experimental parameters. The effects of glass geometries

on the film dynamics are investigated in Section 4.5. The appearance of an unusual reverse

undercompressive shock wave triggered by a draining film is discussed in Section 4.6. Lastly

we discuss our findings on different shocks and hypothesize their relation to the formation of

tears in Section 4.7.

4.2 Hydrodynamic model

We derive our model building on the foundational model presented in the work of Fournier

and Cazabat [FC92]. Based on conservation of mass of the liquid the authors derive the
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Figure 4.1: (left) Schematic illustration of a conical-shaped cocktail glass of inclination angle

α, and (right) the corresponding one-dimensional thin wine film travelling up inclined flat

glass surface. The film height h∗ is exaggerated for clarity of the illustration.

following equation for the thin film flux

∂h∗

∂t∗
+
∂Q∗

∂x∗
= 0, Q∗ = h∗v∗, (4.1)

where h∗(x∗, t∗) is the dimensional film thickness, v∗ is the average velocity across the film,

and Q∗ is the flux. Then the velocity is written in terms of the surface tension γ and the

dynamic viscosity µ, representing convection of the film due to the surface tension gradient

v∗ =
h∗

2µ

∂γ

∂x∗
, (4.2)

We incorporate the tangential and normal components of gravity and the surface tension to

the model in equation (4.2) and obtain

v∗ =
h∗

2µ

∂γ

∂x∗
−
h∗2

3
(
ρg0 sinα

µ
+
ρg0 cosα

µ

∂h∗

∂x∗
−
γ

µ

∂3h∗

∂x∗3
), (4.3)

where g0 is gravity, ρ is density, α is the inclination angle of the surface and γ is the

surface tension of the film. The formula (4.3) for v∗ comes from the lubrication theory

[ODB97, FCQ96, CC93, BMS99], which is a long wavelength approximation of the classic

Navier-Stokes equations in the low Reynolds number limit. In addition to the first term with

surface tension gradient ∂γ/∂x∗ from the formula (4.2), the second term in (4.3) represents

154



the convection of the film due to the component of gravity tangential to the surface, the

∂h∗/∂x∗ term represents the diffusion of the film caused by the normal component of gravity,

and the last term with ∂3h∗/∂x∗3 comes from the surface tension. Using the enhanced model

the flux is then reformulated as

Q∗ =
h∗2

2µ

∂γ

∂x∗
−
h∗3

3
(
ρg0 sinα

µ
+
ρg0 cosα

µ

∂h∗

∂x∗
−
γ

µ

∂3h∗

∂x∗3
). (4.4)

For simplicity we assume a constant surface tension gradient τ following prior works

[FC92, VEN95, HB01]. Our model then reduces to

∂h∗

∂t∗
+
τ

2µ

∂

∂x∗
(h∗2) −

∂

∂x∗
(
h∗3

3

g0ρ sinα

µ
) =

∂

∂x∗
[
h∗3

3
(
g0ρ cosα

µ

∂h∗

∂x∗
−
γ

µ

∂3h∗

∂x∗3
)]. (4.5)

By balancing the Marangoni stress term and the tangential component of the gravity, we

then non-dimensionalize the PDE as in the work of Münch and Evans [ME06] using

h∗ =Hh, x∗ =Xx, t∗ = Tt,

where

H =
3τ

2g0ρ sinα
, X = 3

√
3γτ

2(ρg0 sinα)2
, T = 2µ

3

√
4γρg0 sinα

9τ 5
, (4.6)

which gives the non-dimensional equation

ht + [f(h)]x = −(h
3hxxx)x +D(h3hx)x. (4.7)

Here we denote h,x for the dimensionless film height and length. The constant D is defined

as

D =
3

√
9τ 2 cos3α

4γρg0 sin4α
, (4.8)

and the non-convex flux function f(h) takes the form

f(h) = h2 − h3, (4.9)

where the quadratic and cubic terms come from the Marangoni stress and the tangential

component of the gravity, respectively. This equation has been studied in thermally driven
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Figure 4.2: Schematics for the characteristics of (left) a compressive shock that satisfies (4.13)

and (middle) an undercompressive shock that satisfies (4.14) shown in a moving reference

frame in which the shock is stationary. (right) Flux function f(h) in (4.9) with a compressive

connection from h∞,C = 0.4 to b = 0.1 and an undercompressive connection from h∞,UC = 0.6

to b = 0.1 where h∞ and b are the left and right boundary conditions of equation (4.7).

films and can exhibit nonclassical shocks in some regimes [ME06]. It is worth mentioning

that our formulation allows for a general surface tension gradient which may be the result

of solutal and thermal surface tension gradients as pointed out by Venerus and Simavilla

[VS15]. Using experimental data provided in the literature, we note that the non-dimensional

constant D = O(1), which indicates that the added term that corresponds to the gravity in

the normal direction is necessary to capture the full dynamics.

Extensive studies have shown that the interaction between the non-convex flux function

and the higher-order smoothing term in (4.7) can lead to interesting shock wave structures

[BMS99]. In this chapter, we focus on the analysis of different shock formation mechanisms in

two separate cases: the spontaneous climbing of wine films in a static glass, and the climbing

film with the presence of a draining film after a glass swirling.

We briefly review the nonlinear dynamics of classical compressive and nonclassical under-

compressive shocks. For simplicity, we focus on a single shock that arises from equation (4.7)

coupled to the far-field boundary conditions

h→ h∞ as x→ −∞, h→ b as x→ +∞, (4.10)
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h∞ and b are the left and right boundary conditions of the solution. When analyzing equation

(4.7) we consider the travelling wave solutions of the form h(x, t) = ĥ(x − st), where s is the

speed of the wave. Adjusting to the reference frame of the shock, the flux can be written as

f̂(ĥ) = ĥ2 − ĥ3 − sĥ, which controls ĥ via the ODE

[f̂(ĥ)]
x
− (ĥ3ĥxxx)x +D(ĥ3ĥx)x = 0.

Integrating this equation using the left and right boundary conditions (4.10) gives the standard

Rankine-Hugoniot jump condition for the speed of the shock s = (f(h∞) − f(b)) / (h∞ − b) .

On the other hand, for large time and space scales one may drop the higher order diffusive

terms in equation (4.7) which leads to the quasi-linear hyperbolic equation

ht + [f(h)]x = 0. (4.11)

This reduced equation yields the speed of the characteristics f ′(h) = 2h − 3h2. With δ = x/t,

PDE (4.11) also admits solutions that consists of an expanding rarefaction wave,

h(x, t) =H(δ), where H(δ) = (f ′)−1(δ) = 1
3 −

1
3

√
1 − 3δ. (4.12)

The Lax entropy condition for compressive shocks is given as

f ′(b) < s < f ′(h∞), (4.13)

or in the moving reference of speed s, f̂ ′(b) < 0 < f̂ ′(h∞). A characteristic diagram for a

compressive shock in the moving reference is illustrated in Figure 4.2 (left) with characteristics

entering from both sides of the shock. This type of shock can also be identified as a chord

connecting the left and right states of the shock in a flux diagram. One such example is

shown in Figure 4.2 (right) where a chord connects the left state h∞,C = 0.4 and the right

state b = 0.1 of a compressive shock.

Interestingly, for undercompressive shocks the Lax condition (4.13) is violated with

f ′(b) < f ′(h∞) < s, (4.14)
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or in the moving reference of speed s, f̂ ′(b) < f̂ ′(h∞) < 0. This is visualized in Figure 4.2

(middle) where the characteristics travel through the shock, with the undercompressive

connection from h∞,UC = 0.6 to b = 0.1 plotted in Figure 4.2 (right).

Information propagating through the undercompressive shocks correspond to stability to

traverse perturbations [BSB05]. This stability is a mark of undercompressive shocks that

does not occur in classical compressive shocks and will be used in distinguishing compressive

and undercompressive shocks in the fluid experiments.

Stability of the shock may be analyzed by considering the properties of the perturbed

solution, h(x, t) = h̃0(x, t) + εh̃1(x, t) +O(ε2). Here h̃0 is a dynamically evolving solution for

(4.7) and εh̃1 is a small perturbation of magnitude ε≪ 1. Substituting this ansatz into (4.7)

omitting terms of higher order in ε, evaluating when the solution is locally constant, and

omitting the diffusive terms gives

∂h̃1

∂t
+ f ′(h̃0)

∂h̃1

∂x
= 0. (4.15)

From (4.15) we may deduce the direction that the perturbations travel on either side of the

shock. In the frame of the shock we note that the compressive and undercompressive shocks

behave differently. For the compressive case (4.13) implies that perturbations will travel

into the shock. In contrast, in the undercompressive case (4.14) shows that perturbations

travel through the shock. This distinction in perturbation behavior is again illustrated in the

characteristic plots in Figure 4.2. As in the undercompressive regime, perturbations travel

down and away from the shock, the shock is stable to perturbations unlike the compressive

case. We use this criteria as a signature to identify undercompressive shocks emerging from

the meniscus.

4.3 Meniscus-driven film climbing and nonclassical shocks

In this section we review prior published experimental results for this problem in which the

film climbs onto a dry surface. In this case, the meniscus controls the initial thickness of
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Figure 4.3: (left) Numerical simulation of (4.7) with parameters extracted from experiment

(A) [FC92]. The simulation illustrates a compressive-undercompressive shock pair in the long

time with b = 0.0317 and h∞ = 0.43. (right) Consecutive time steps ∼ 0.1(s) starting from the

meniscus initial condition.

the film as it climbs, and we can solve equation (4.7) with the meniscus boundary condition,

depending on the inclination angle. This same model and boundary condition were already

studied in [ME06], however the authors did not consider it in the context of the tears of wine

problem.

To model the dynamics of a spontaneous wine film climbing in a static glass, we approxi-

mate the boundary condition of equation (4.7) using a meniscus of fixed angle for the left

boundary and a precursor pre-wetted layer for the right boundary following [ME06]. The

surface of wine in the bulk of the glass is horizontal and meets the thin film at a meniscus

angle α. This is expressed as a boundary condition describing the slope of the thin film

with the glass, ∂h/∂x = tanα. In the non-dimensional settings, this gives ∂h/∂x = −D−1, and

yields the far-field boundary condition

h→ −x/D for x→ −∞. (4.16a)

For the thin precursor layer on the side of the glass we apply the boundary condition,

h→ b for x→∞, (4.16b)
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where b > 0 is the precursor thickness. The precursor layer on the right boundary is commonly

used as a replacement for more complicated contact line models [BB97], and captures the

relevant length scale at the contact line. This model alleviates complications that arise with

a moving contact line in numerical simulations.

Typical solutions of the PDE (4.7) subject to boundary conditions (4.16) consist of two

parts, the meniscus profile and the advancing front (see Figure 4.3 (left)). The meniscus

structure is a stationary solution of (4.7) satisfying the far–field boundary condition (4.16a)

as x → −∞, and selects a flat state of thickness h∞ > b as the solution advances (see e.g.

Figure 4.3). Figure 4.3 (right) shows that a stable meniscus solution is achieved in the

numerical simulation of (4.7) starting from the initial data (4.17),

h0(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

D−3/2(exp(D1/2x) −D1/2x − 1) + b for x ≤ 0,

b for x > 0.

(4.17)

This initial condition is a smoothed version of the piecewise linear function that captures

the meniscus angle [ME06]. Starting from h(x, t =0) = h0(x), the simulation uses a standard

finite-difference spatial discretization and a backward implicit time-stepping scheme. The

spatial derivatives are discretized using upwind scheme with respect to the flux f(h), and

central finite-differences for the second and fourth derivative terms.

Away from the meniscus near the apparent moving contact line, the advancing front

is given by a traveling wave that connects the left constant state h∞ and the right thin

precursor layer b. Substituting the traveling wave ansatz h(x, t) = h(ξ), ξ = x − st into (4.7),

and using the far field boundary condition (4.16b), we get a third-order ODE that determines

the advancing front profile

−s(h − b) + (f(h) − f(b)) + h3h′′′ −Dh3h′ = 0, (4.18a)

subject to the far-field boundary conditions

h→ h∞ for ξ → −∞, h→ b for ξ →∞, (4.18b)
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where ′ ≡ d/dξ. One can have zero, one, or multiple traveling waves depending on the values

of the left and right states. This is quite different from the case where the shock is smoothed

by ordinary diffusion. Surface tension results in a higher order equation with a complicated

solution space [BMS99, ME06].

To match front dynamics with different experiments, one can perform direct PDE sim-

ulations of model (4.7) using the meniscus boundary conditions (4.16). For instance, in

Figure 4.3 (left), corresponding to the experiment in [FC92], the meniscus dynamics with given

(D, b) = (0.353, 0.0317) selects a flat state thickness h∞ > b, and the advancing front consists

of two different types of shocks: a compressive shock in the rear and an undercompressive

shock at the front of the film. More generally, distinct solution behaviors involving various

types of meniscus profiles and advancing fronts can emerge with (D, b) in different parameter

regions; this have been extensively studied in [ME06].

Alternatively, for given values of (D, b, h∞), one may also use traveling wave solutions

satisfying the ODE (4.18) to identify the features of the advancing front [MB99, ME06].

Here the thickness of the left state h∞ can either be measured experimentally or calculated

numerically based on the meniscus dynamics. Instead of revisiting the full dynamics of the

meniscus-driven film climbing problem, we briefly review possible shock scenarios characterized

by the traveling wave solutions in the context of tears of wine. For a fixed dimensionless

b = 0.0353, corresponding to the precursor thickness in an experiment from [VEN95], Figure 4.4

(right) summarizes four possible shock scenarios parametrized by h∞ and D. This bifurcation

diagram is numerically obtained by solving the ODE (4.18a) using the asymptotic boundary

condition method [GRP01], and is similar to the one studied in [Mun00] for shock transitions

in Marangoni gravity-driven thin films.

Four plausible shock structures for (h∞,D) in different parameter regions are depicted in

Figure 4.4 (right): (1) a single compressive shock, (2) a separating double shock pair involving

a leading undercompressive wave and a trailing compressive wave (see Figure 4.3 (left)),

(3) a rarefaction-undercompressive shock structure, and (4) a generalized Lax shock. The
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Compressive shock unstable Figure 4.3 (right)
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Figure 4.5 (left)

Rarefaction-

undercomperssive shock
stable Figure 4.5 (right)

Rarefaction-

Reverse–undercompressive

shock

unstable Section 4.6

Figure 4.4: (left) Shock types of the hydro-dynamic model (4.7) discussed in the present study;

(right) A shock bifurcation diagram parametrized by (h∞,D) pairs obtained by numerically

solving the ODE (4.18a) subject to the boundary condition (4.18b) for b = 0.0353.

bifurcation diagram shows that for small values of D, as in most tears of wine experiments

from the literature, only shock wave structures of type (1), (2), and (3) can exist. We

will discuss these cases using experimental data in the next section. We also present the

stability properties of these shocks with respect to transverse perturbations, and point to

their corresponding figures in Figure 4.4 (left). In particular, the compressive shock is linearly

unstable to transverse perturbations which play an important role in developing later-stage

fingering patterns. In contrast, in both the compressive–undercompressive shock pair and

the rarefaction–undercompressive shock, the leading undercompressive front is stable and

prevents fingering from happening in the contact line [BMS99, BMF98, BSB05].

Another type of shock, reverse–undercompressive shock, is also observed in the study of

tears of wine dynamics after a glass swirling. Modified initial and boundary conditions will

be used to characterize this scenario. This is documented in Figure 4.4 (left), and we will

discuss this case in detail in section 4.6.
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4.4 Experimental survey and simulations

Now that we have a nonlinear model for the wetting behavior of the climbing film, we

can compare it with experimental data in the prior literature. However, the behavior of

undercompressive shocks depends very sensitively on the dimensionless parameter b. Very

few experiments study this in detail - one example being [SC00] for thermally driven films

which are easier to control. Likewise τ can sometimes be hard to measure and it appears in

the calculation of both b and D, which are the dimensionless parameters needed to model

the experimental data. We analyze the effect of the uncertainty of these parameters here.

We consider the prior works: (A) the seminal “Tears of Wine” [FC92] paper and (B)

“Tears of wine: the stationary state” [VEN95]. (A) presents several experiments from which

we use the parameters corresponding to alcohol concentration C = 70%. This experiment has

the most detailed measurements and also shares some measurements with Vuiellemuier et

al.[VEN95]. For (B) we analyze two physical experiments: Experiment I, that follows the

experimental settings of Figure 5b of their paper with a curvature-driven film and C = 70%,

and experiment II that refers to Figure 5b of (B) and follows a gravity-driven regime with

C = 70%. We label the experiments as (BI) and (BII) and note that they correspond to the

same physical setting with different assumptions when deriving the surface tension gradient

τ .

In Appendix 4.A we provide a complete set of measurements for each experiment, as

well as the dimensionless values (D, b) needed for analysis. Using different (D, b) values

corresponding to each experiment we conduct a sequence of numerical simulations for equation

(4.7). The initial and boundary conditions are specified as in (4.16 – 4.17). In Figure 4.5 we

present numerical simulations for (BI) and (BII) and observe that despite identical physical

settings the different values of τ lead to different shocks. In particular (BI) exhibits a

compressive-undercompressive shock while (BII) has a single undercompressive shock front.

In addition to τ , the precursor thickness b is also of key importance to the dynamics of

the advancing front [BMF98]. For example for the setting of (A) that leads to an advancing
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Figure 4.5: Numerical simulations of Vuiellemuier et al. experiments (BI), (BII) for long

times. (left) experiment (BI) exhibiting a less distinct compressive-undercompressive double

shock cf. Figure 4.3. (right) experiment (BII) exhibiting undercompressive shock.

front with a compressive–undercompressive double shock, when the precursor thickness is

increased from b = 0.0353 to b = 0.1585 the front transitions into a single compressive wave.

We observe this change in behavior while the rest of the settings are fixed (see Figure 4.6).

For other experiments in the literature [HB01, VS15] (see Appendix 4.A for complete

listing) the authors did not report their data for the climb of the film. Therefore we cannot

fully compare our theory against their experimental observations. In our experiments that

match the high inclination angle and ethanol-water fraction of [HB01, VS15], we do not

observe easily reproducible film climbing.

With a hypothetical thin precursor thickness, our simulations of [HB01, VS15] based on

the meniscus-driven film dynamics predict a thin compressive advancing front. In Figure 4.7

we present the evolution of a thin film climbing out of the meniscus using the dimensionless

parameter D = 0.0338 that corresponds to Table 3, Figure 10 of [HB01]. A small precursor

thickness b = 0.028 (corresponding to a dimensional thickness of b∗ = 0.5µm) is used to

approximate the dry substrate. For our experiment, in Figure 4.8, we show a spontaneous

climb that is similar to experiment (A). The settings of our experiments are of a watch glass

of diameter 75 mm and angle 9○ < α < 20○ (due to curvature of the watch glass). For this high
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Figure 4.6: A comparison of shock types affected by the precursor thickness b, showing that

(left) b = 0.0353 results in a compressive-undercompressive shock, and (right) b = 0.1585

(corresponding to a hypothetical dimensional thickness b∗ = 10µm) leads to the formation of

a compressive wave. The other parameters in the two simulations are identical to those in

Figure 4.3 and correspond to measurements from experiment (A).
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Figure 4.7: The evolution of film height of [VS15] (wine setting) with b = 0.028 (corresponding

to a hypothetical dimensional thickness b∗ = 0.5µm) showing the formation of a compressive

wave. The meniscus dynamics with D = 0.0338 yields a left state thickness h∞ = 0.036.
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t = 20 s t = 40 s t = 60 s

Figure 4.8: Spontaneous climb images of ethanol-water mixture with ethanol concentration

C = 0.7 on a dry watch glass (no pre-swirl) of diameter 75 mm and angle ranging between

9○ < α < 20○.

alcohol concentration and inclination, the climbing film on the dry substrate does exhibit a

spontaneous climb.

In our model, different settings lead to different shock structures. This is in contrast

with the previous literature, where a model with a surface tension gradient and tangential

gravity is used and only a single type of shock emerges. Without the competition between

the surface tension gradient τ and the tangential component of gravity, we only observe

classical compressive shocks. When incorporating both gravity and surface tension as in

(4.7), different physical parameters (in particular the substrate wetting thickness b) lead to

qualitatively different shocks. In Appendix 4.A we present tables of the prior works with some

photographs from the experiments. More work is needed to better understand quantitatively

how shocks behave in tears of wine on a dry surface. Going forward here, we show that in the

case of a surface coated by swirling, one can obtain very reproducible shock profiles, which

our theory suggests are reverse undercompressive shocks.We distinguish pre-swirling from

the precursor discussed in Sections 4.2 – 4.5, noting that in the preswirled regime, the right

boundary condition maintains a thicker fluid film. This is further discussed in section 4.6. In

the next section we present a model for a conical shaped substrate (as in our experiments)
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rather than a flat substrate. We show that it results in minor modifications to the behavior.

The flat surface case is important because the model reduces to a regular scalar conservation

law for which there is a well-developed shock theory.

4.5 Conical shaped substrate

So far we have assumed negligible curvature effects of the substrate. In this section we

investigate the substrate curvature effects on shock formation. For simplicity, we consider

an axisymmetric thin fluid film climbing up the surface of a conical-shaped cocktail glass

of inclination angle α (see Figure 4.1 (left)). In the long-wave limit the balance of normal

stresses at the free surface z = h(x, t) yields the leading-order equation

p =
A

x + x0

−
∂2h

∂x2
, (4.19)

where p is the dynamic pressure, the term A/(x + x0) represents the azimuthal curvature of the

conical substrate, x0 > 0 measures the distance between the surface of the wine reservoir/bulk

and the vertex of the cone, and the non-dimensional parameter A is given by A =X/(H cotα)

for the length-scales X and H defined in (4.6). Using a PDE derived in [RRS02] and studied

in [GBS06] for the dynamics of thin films driven by gravity and surface tension on a curved

substrate, we write the non-dimensional governing equation for the film thickness h(x, t) as

∂ζ

∂t
+
∂

∂x
(h2 − h2ζ) =

∂

∂x
(h2ζ

∂p

∂x
) +D

∂

∂x
(h3∂h

∂x
) , x ≥ 0, (4.20)

where ζ represents the amount of fluid above a surface patch and is approximated by

ζ = h −
κh2

x + x0

, (4.21)

where the non-dimensional quantity κ = H/(2X cotα) arises from the principle curvature

of the substrate. This model characterizes the joint effects of substrate curvature, constant

surface tension gradient, and both normal and tangential components of the gravity. For

typical tears of wine experiments we have H/X ≪ 1 and κ≪ 1, therefore we approximate ζ
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Figure 4.9: Long-time shock profiles of (4.22) for A = 0 (no curvature effects) and A = 2.83,

x0 = 5 (with curvature effects) at t = 700. Other system parameters are b = 0.0317, D = 0.353

corresponding to experiment (A).

by h, and rewrite equation (4.20) using (4.19) by

ht + (h2 − h3)x = −[h3 (−
A

(x + x0)
2
+ hxxx)]

x

+D (h3hx)x . (4.22)

Here it is important to have x0 > 0 to avoid the shape singularity at the vertex. In the limit

x→∞, the azimuthal curvature term is dropped and the model (4.22) reduces to (4.7).

Using experimental parameters in experiment (A) with a small inclination angle α = 9○,

we plot in Figure 4.9 the comparison of long-time shock profiles without curvature effects

(A = 0) and with finite curvature effects (A = 2.83, x0 = 5). It shows that incorporating the

substrate curvature effects lowers the thickness of the left constant state h∞, and makes the

separation of the leading undercompressive wave and the trailing compressive wave in the

double shock pair less pronounced. Based on the theory for shock transitions in model (4.7)

(or equivalently (4.22) with A = 0) developed in [BMS99, Mun00], for fixed D and b values,

decreasing the value of h∞ can push the solution out of the double shock regime and into

the compressive regime (see Figure 4.4 (right)). This is consistent with our observation in

Figure 4.9 with finite curvature effects (A > 0), where the less pronounced separation of fronts

caused by the decreased h∞ suggests a transition to compressive waves.

While the model (4.22) is limited to the dynamics on a conical shaped substrate, a
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Figure 4.10: Top view images of tears of wine experiment at t = 0,5,10,20 s in a stemless

Martini glass (conical substrate) using 18% alcohol by volume Port wine. Swirling the wine

around the glass creates a reverse front that forms out of the meniscus, advances up the glass

and destabilizes into wine tears.

generalized nonlinear model incorporating the substrate geometry of wine glasses can be

obtained by using a different functional term for the azimuthal curvature term. More

complicated curvature-induced shock transitions are expected to occur, and we refer the

readers to the work of Roys et al.[RRS02] and Greer et al.[GBS06] for a detailed discussion

of the modeling and numerical methods of lubrication models on a curved substrate.

4.6 Reverse undercompressive shocks on a preswirled substrate

It is difficult to reproduce many of the experiments performed with an initially dry surface

discussed in the prior literature, because of the need to control the wetting properties of

the contact line. Ordinary glassware will be affected by the way it is cleaned (e.g. see

[App15] in which the author claims that glasses cleaned in a dishwasher with an additive to

avoid spotting makes it more difficult to see wine tears). However, one can quickly observe

wine tears by actively pre-wetting (pre-swirling) the glass as one would do when drinking a

beverage or swirling the wine in the glass before drinking it. A preswirled glass can produce

dramatic wine tears (see [Dan15] for an illustration). For the first time in the context of

tears of wine, we identify the existence of another fundamental type of shock, the reverse

undercompressive (RUC) shock, that involves a thicker film receding from a thinning region.
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Figure 4.11: Tears of wine experiment. (left) top view and (right) side view and projection

of a stemless martini glass with inclination angle α = 65○, using 18% Port wine. Swirling

the wine around the glass creates a front that forms out of the meniscus. The draining film

advances up the glass and destabilizes into wine tears.

Thin film structures involving an undercompressive leading shock and a trailing RUC shock

were first identified in [Mun03, SBB03] for dip-coating experiments with a thermal gradient

that drives the film against gravity. The model used in [Mun03, SBB03] is the same one we

consider here.

Our experiments are performed using port wine of alcohol concentration C = 18% and a

stemless martini glass of inclination angle α = 65○ in a room with controlled temperature at

75 ○ F. One can cover the glass immediately after pouring the wine, to temporarily suppress

the evaporation of alcohol. A few seconds after pouring and covering, we give the covered

glass a brief slow swirl for about 3 seconds and coat the substrate. We observe that the initial

swirl provides a surface with a thin draining film. We leave the cover on for ∼ 10 seconds

until the swirl is no longer visible and the draining has settled down. After removing the

cover, evaporation quickly increases, inciting a “reverse” front to climb out of the meniscus,

followed by the formation of wine tears falling back into the bulk. The experiments are highly

reproducible and the times indicated here, as long as they are in the order of seconds, for

swirling, covering, and uncovering, do not affect the outcome observed. This is supported
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by the theory for a range of preswirled thickness. The forming front is characterized by a

depression, i.e. the film ahead of the front is thicker than the film behind it. It is in a sense,

a “dewetting” front that leaves a thinner layer behind it. The formation of the moving front

is initiated by a pinch-off that occurs in the meniscus, as predicted in [Mun03]. Snapshots

of this experiment displayed in Figure 4.10 show a front that appears out of the meniscus

and destabilizes into wine tears after ∼ 10 seconds. The left half of each image is a reflection,

that is enhanced to visualize and capture the moving front. Around the center we observe

a circular wave forming and travelling outward from the meniscus up the glass. The tears

originate from the instability of that wave and drain back into the bulk fluid. Such waves

appear to be the dominant behavior in the formation of the actual “tears of wine”. We note

that the “swirling” initial condition may lead to different film thicknesses depending on the

force of the swirl, i.e. the coating thickness is not quantitatively reproducible by manual

swirling. We now present a theory that shows that such film thicknesses, within a fairly broad

range, all produce the same general pattern of a reverse undercompressive wave emerging

from the meniscus, as in Figure 4.11. The predicted front behavior is universal within a

range of coating thicknesses, to the point where one can do reproducible demonstrations at

the dinner table. Another signature that this is an RUC shock is that the tears emanate

from the wave and travel downward, away from the shock, and towards the meniscus. This

is indicative of characteristics going through the wave, away from its direction of travel,

because perturbations, to leading order, travel along characteristics. A diagram for this type

of behavior is shown in Figure 4.2 in the middle panel. This is in contrast to a compressive

wave in which disturbances, traveling along characteristics, enter the shock from both sides.

One would expect instabilities of a compressive wave to travel with the wave, like in the case

of the fingering instabilities seen in Figure 4.8.

We now match the observed experimental behavior in Figure 4.11 to solutions of the one

dimensional model. To approximate the initial profile of the draining film, after swirling, and

immediately after the evaporation starts, we assume a pinch-off of the meniscus, as discussed

in [Mun03]. For simplicity we start with an initial condition that has steep constant slope
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Figure 4.12: (left) The formation of a reverse–undercompressive (RUC) shock with initial

condition (4.23) and boundary conditions (4.24). (right) A closeup view of the boxed region

on the left, at dimensionless time t = 800, showing a good agreement with the rarefaction

wave (dot-dashed line) H(δ) in (4.12) for δ = x/t. The rarefaction separating from the RUC

shock is a signature of a nonclassical shock, it is shown by the flat state hl in between the

rarefaction and the RUC shock.

jump connecting the meniscus to the coating layer,

h0(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

h∞ for x > xL,

heq +
h∞−heq
xL

x for 0 < x ≤ xL,

(4.23)

where the film thickness heq approximates the near-rupture film profile near the edge of the

meniscus (as in Figure 6 from [VEN95]), and h∞ sets the thickness of the draining film due

to the swirling of the glass. We take h∞ to be independent of time however a more complete

model could include a weak time dependence due to the dynamics further up the glass. For

the lower boundary conditions we apply

h(0) = heq, hxxx(0) = 0, (4.24a)

which assumes a fixed near-rupture film thickness and a zero curvature gradient at x = 0.

The upper boundary condition is

h→ h∞ for x→∞. (4.24b)
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Our numerical simulations of equation (4.7) have D = 0.0146, xL = 5, and heq = 0.001. These

dimensionless parameters correspond to the dimensional values taken from [VS15] (See in

Appendix 4.A experiment (DI) of Table 4.2) with a modified inclination angle α = 65○. Unlike

the cases discussed in Section 4.4 where the film thickness h∞ is determined by the parameters

D and b based on the meniscus dynamics, here we specify the value of h∞ to approximate

the thickness of the initial draining film formed by the glass swirling in the experiment. We

will pick typical values for h∞ that correspond to a balance between the draining effect and

the Marangoni stress. We find that a wide range of such h∞ produce the same qualitative

behavior.

Figure 4.12 (left) shows a typical numerical simulation of the model (4.7) for the evolution

of the film height starting from the initial condition (4.23) with h∞ = 0.8. The left-hand

boundary models the pinchoff at the meniscus, a phenomenon that has been widely studied

in coating films [Mun03, CC93], and is driven by the dynamics of the meniscus as it forms the

equilibrium height heq. This pinchoff leads to a pronounced complex wave form emanating

from the meniscus. In the early stage of the dynamics, we see a double wave structure

emerging. There is a rarefaction fan near the meniscus and a shock wave connecting to the

larger height h∞. Note that the two waves separate from each other as time passes. A flat

film of thickness h = hl (see the tick labels on the right vertical axes in Figure 4.12) connects

the right edge of the rarefaction wave and the left edge of the leading wave. This is typical for

such double wave structures involving undercompressive waves — a new equilibrium height

emerges that is driven by the solution on each side [Mun03, BMS99]. Figure 4.12 (right)

shows a close-up of the solution profile at t = 800 delimited by a box in Figure 4.12 (left),

indicating that the rarefaction wave (RW) portion of the solution is given by h(x, t) =H(x/t)

in (4.12). To further verify the UC structure, we plot the connection between hl and h∞ on

the flux function diagram (see Figure 4.13, right panel). The chord crosses the graph of the

flux function, illustrating that the shock violates the entropy condition.

Figure 4.13 shows film heights with h∞ = 0.4,0.6,0.8. For h∞ = 0.8, we have hl ≈ 0.076;
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Figure 4.13: (left) A comparison of shock solutions at t = 450 for initial data (4.23) with

varying h∞ showing reverse–undercompressive (RUC) shocks for h∞ = 0.6,0.8, and a single

rarefaction wave for h∞ = 0.4. The critical thicknesses h∞ and hl are marked for the h∞ = 0.8

profile. Note that the rarefaction part of the solution is independent of h∞. (right) The flux

diagram with two undercompressive connections for the RUC shocks with h∞ = 0.6,0.8.
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Figure 4.14: (left) Advancing waves starting from initial condition (4.17) at times t =

0,100,200,300 governed by (4.22) with meniscus boundary conditions (4.16), showing a

comparison of fronts influenced by curvature effects (A = 68.9, x0 = 25) and without curvature

effects (A = 0). (right) A closeup view of the boxed region on the left at time time t = 300

with the curve for A = 68.9 shifted by ∆x = 5.3. The other settings are identical to those in

Figure 4.12.
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for h∞ = 0.6, hl ≈ 0.17. In both cases the shock violates the entropy condition. For h∞ = 0.4

the dynamics is dominated by the rarefaction fan which terminates abruptly in the flat film

on the right hand side without the pronounced capillary ridge seen in the other two cases. In

this case, the dynamics are dominated by the Marangoni stress. For really thick draining

films (e.g. with h∞ > 1), the dynamics is dominated by gravity so we expect a range of h∞ for

which this phenomenon occurs. Incorporating the conical-shaped substrate curvature effects

and the meniscus dynamics also influences the profile of the RUC shock. Here we combine

these effects by using model (4.22) with the meniscus boundary conditions (4.16). Starting

from the initial condition (4.17) that emulates the meniscus profile, in Figure 4.14 (left) we

plot the simulation results with A = 68.9, x0 = 25 against the profiles without curvature

effects (A = 0). Other system parameters are set to be (D,h∞) = (0.0146,0.8) which match

the simulation shown in Figure 4.12. This comparison shows that the early stage pinch-off

near the meniscus is sensitive to the substrate curvature effects, which leads to a different

stable meniscus profile and location where the near-rupture film thickness heq is attained.

This difference leads to a spatial shift in the later stage dynamics, whereas the rarefaction

wave and the speed of the moving front do not change significantly. A closeup view of the

wave fronts at t = 300 is also shown in Figure 4.14 (right), where the curve for A = 68.9 is

horizontally shifted to align with the A = 0 curve. It indicates that the RUC shock obtained

for A = 0 is less pronounced with the presence of weak substrate curvature effects.

Previously, it has been shown that the RUC wave is unstable with respect to transverse

perturbations [Mun03]. As the wave destabilizes, the transverse perturbations enter the space

between the RUC wave and the rarefaction fan, which agrees with the wine tears being shed

downward from the rising circular wave in our experiment (see Figure 4.11). As time goes on,

the tears travel into the rarefaction fan and get elongated as the rarefaction wave expands.

The theory here suggests a mechanism for the onset of the wine tears. A fully nonlinear 2D

simulation of the model could be done in future work to understand the longer time dynamics

of the wine tears.
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4.7 Conclusion

In Part II of the thesis, we introduce a model for the tears of wine phenomena that describes

the balance between gravity and a Marangoni stress induced from alcohol evaporation. The

dynamic model is the same equation that has been used to describe thermally driven films

balanced by gravity. This work is the first to connect that literature to the tears of wine

problem. We argue that the actual wine tears, which drain down the glass, in contrast to

the well-known fingering instability of driven fronts, which travel in the same direction of

the front, arise from an instability of a reverse undercompressive shock. They can be easily

observed by prewetting the glass as one would do in the context of drinking a beverage or

swirling the wine around the glass. We are able to create fairly reproducible experiments of

this phenomenon by pre-swirling the glass, while covered, to suppress evaporation. Removing

the cover, after the initial pre-swirl, leads to a circular wave emanating from the meniscus

that quickly destabilizes into downward draining wine tears.

Our main model is for a flat substrate. This model allows for easy identification of different

wave forms because they have an exact self-similar structure. We also show that incorporating

the substrate curvature effects into the governing equation can lead to dynamic behaviors that

are qualitatively similar, and the difference can be quantified through numerical simulations.

It has been shown in the literature [BMS99, BMF98] that while the undercompressive

shocks are stable, the compressive shocks and reverse undercompressive shocks are unstable

to fingering [Mun03]. More work could be done to quantitatively predict the spacing of the

wine tears observed in these experiments. This would involve analyzing the linear stability of

the RUC ridge along with fully nonlinear 2D numerical simulations.

Prior experimental results presented in Section 4.4 illustrate the formation of different

shock structures under different experimental conditions. For example we observe that

the surface tension gradient τ and the precursor height b are pivotal to the formations

of different shocks. While a conical-shaped martini glass is easy to model because of its

constant inclination angle, one could also incorporate three-dimensional complex surface
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geometry to the model such as that observed in common wine glasses. We believe a more

accurate description of the phenomenon may be obtained via a careful consideration of the

three-dimensional geometry and the surface tension gradient. Finally, we note that our model

(4.7) assumes a constant surface tension gradient. As the film climbs up, this assumption

eventually fails, requiring a modification of the model to describe the full dynamics. Along

these lines, downward draining wine tears can also be observed from fluid that accumulates

at the top of the glass, forming a stationary capillary ridge [COM15, NWL18, VS15]. As a

future work, it would be insightful to investigate a model for the tear formation structure.
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4.A Appendix: Extended survey of prior experimental works

Here we review the existing experimental literature summarized in Table 4.2 and 4.3. The

works discussed are: (A) “Tears of Wine” [FC92], with alcohol concentration C = 70%, (B)

“Tears of wine: the stationary state”[VEN95] with experiments (BI) of data taken from Figure

5b of their paper with a curvature-driven film and C = 70%. and (BII) of data taken from

Figure 5b, now with a gravity-driven regime and C = 70%. As mentioned in section 4.4, (BI)

and (BII) refer to the same physical setting with different assumptions when calculating the

surface tension gradient τ . (C) “Evaporative Instabilities in Thin Films” [HB01] experiment

(CI) refers to the settings described in Table 3 and Figure 10 of [HB01]. Experiment (CII)

refers to Table 3 in [HB01] but in addition uses the experimental settings given in Figure 11

of the same paper. (D) “Tears of wine: new theory on an old phenomena” [VS15] presents

two experiments, for wine and cognac. We denote the experiments as (DI) and (DII). In the

tables, b∗ refers to the precursor thin film height measured in µm, h∗∞ (µm) refers to the

height of the film at the bulk (of the thin film), γ refers to the surface tension (N/m), τ (Pa)

refers to the surface tension gradient, α is the inclination angle measured in degrees, µ is the

dynamic viscosity of the film (mili- Pa s), and C is the volumetric water-ethanol fraction.

The collection of symbols and typical dimensional values are also presented in Table 4.1 for

convenience.

In the third column of the tables of the experiments we present dimensionless values for

(D, b) that appear in the PDE model in equation (4.7). We remark that some of the values we

present are interpolated from other experiments. For example, in Table 4.2, the dimensional

precursor value b∗ is only provided in the literature for experiment (A). For simplicity, we

use the dimensional precursor thickness b∗ = 2µm of (A) for the other experiments with high

alcohol concentrations and low inclination angles (experiments, (BI), (BII), and (CI)). For

experiments with higher inclination angles and lower alcohol concentrations (experiments

(CII), (DI), and (DII)), the authors did not report the precursor height and we may not

interpolate it since we do not have b∗ measurements for such settings.
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Table 4.1: Relevant dimensional groups used in Table 4.2

Physical Quantity Symbol Typical dim. value Dimensionless range

Upstream thickness h∗∞, h∞ 30µm–98µm 0–2.1

Precursor thickness b∗, b 2µm 10−2–10−1

Surface tension γ 22.39mN/m – 72.86mN/m

Surface tension gradient τ

Inclination angle α 7○–45○

Fluid dynamic viscosity µ 1.1mPa s§

Alcohol concentration C 0.15–0.7

Density ρ 784kg/m3 − 973kg/m3
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Table 4.2: Experimental results from literature and corresponding theory

Experiment Dimensional constants Dimensionless constants Images of experimental results

(A) Tears of Wine

(Fournier and Cazabat) [FC92]

h∗∞ = 55µm

b∗ = 2µm

γ = 0.0298N/m∗∗

τ = 0.055Pa

α = 9○

µ = 2.1mPa s§

C = 0.7

ρ = 852 kg/m3

b = 0.0317

D = 0.353

Experiment (A) settings at different times

(CI) Evaporative

instabilities

in climbing films

experiment I

(Hosoi and Bush) [HB01]

h∗∞ = 30µm

b∗ = 2µm†

γ = 0.027N/m

τ = 0.025Pa

α = 4○

µ = 1mPa s§

C = 0.65 − 0.7

ρ = 852 kg/m3

b = 0.031

D = 0.639

α = 4
○

Concentration as in (CI) Reprinted with permission from [HB01]

and the Cambridge University Press.

(DI) Tears of wine:

new insights on an

old phenomenon

(wine)

(Venerus and Simavilla) [VS15]

γ = 0.054N/m∗∗

τ = 0.08Pa

α = 45○

µ = 1.1mPa s§

C = 0.13

ρ = 973 kg/m3

D = 0.0338

Image of experiment (DI) ¶

Our experiment

shown in Figure 4.8

b∗ = 2µm†

γ = 0.0298N/m∗∗

τ = 0.055Pa

α = 9○

µ = 2.1mPa s§

C = 0.7

ρ = 852 kg/m3

Set-up matches (A)

b = 0.0317

D = 0.353

∗∗ refers to surface tension interpolated from [VAN95] § refers to viscosity interpolated from [Vis]

† refers to precursor thickness taken from [FC92] ¶ Reproduced from “Tears of wine: new insights on an old phenomenon”

[VS15] under compliance with the creative commons 4.0 licence.
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Table 4.3: Additional experimental results from literature and corresponding theory

Experiment Dimensional constants Dimensionless constants

(CII) Evaporative instabilities in

climbing films experiment II

(Hosoi and Bush) [HB01]

γ = 0.027N/m

τ = 0.025Pa, α = 20.05○

µ = 1mPa s§ , C = 0.65 − 0.7

ρ = 852 kg/m3

D = 0.072

(BI) Tear of wine:

The stationary state

experiment I

(Vuilleumier et al.) [VEN95]

h∗∞ = 98µm, b∗ = 2µm†

γ = 0.0298N/m∗∗ , τ = 0.033Pa

α = 6○ , µ = 2.1mPa s§

C = 0.7 , ρ = 852 kg/m3

b = 0.0353

D = 0.43

(BII) Tear of wine:

The stationary state

experiment II

(Vuilleumier et al.) [VEN95]

b∗ = 2µm†, γ = 0.0298N/m∗∗

τ = 0.10Pa, α = 6○

µ = 2.1mPa s§, C = 0.7

ρ = 852 kg/m3

b = 0.0106

D = 0.966

(DII) Tears of wine: new insights

on an old phenomenon

(cognac)

(Venerus and Simavilla) [VS15]

γ = 0.032N/m∗∗

τ = 0.06Pa, α = 45○

µ = 2.35mPa s§, C = 0.35

ρ = 926 kg/m3

D = 0.0346

∗∗ refers to surface tension interpolated from [VAN95] § refers to viscosity interpolated from [Vis]

† refers to precursor height taken from [FC92]
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