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Abstract

We have analysed the microstructure of a model alloy of FeCr irradiated with neutrons to a dose of 1.6 dpa at 325 °C. Helical dislocations comprise a major part of the damage; these formed from the interaction of pre-existing screw dislocations with irradiation-induced defects. We have investigated the process behind how these helices form, and how they cause local clustering of dislocation loops. Specifically, we have shown experimentally that the interaction of vacancy defects with pre-existing screw dislocations causes the formation of mixed screw-edge helical dislocations. Interstitials and vacancies were generated in equal numbers, which shows that the screw dislocations must have acted as vacancy-biased sinks.

Helical dislocations in general were analysed from a theoretical perspective, and three Dimensional Dislocation Dynamics (3D-DDD) was used to develop a model for the formation and growth of a vacancy-fed helical dislocation.

Since the helical dislocations cause the removal of vacancies from the local microstructure, this leaves a higher supersaturation of interstitials close to the dislocations. We argue that this supersaturation is responsible for enhanced interstitial loop coarsening, leading to a higher proportion of visible interstitial clusters in the vicinity of helical dislocations. These findings offer a new perspective on how dislocations affect the spatial homogeneity of radiation damage.

© 2019 Acta Materialia Inc. Published by Elsevier Ltd.
This is an open access article under the CC BY license. (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Ferritic-martensitic (FM) steels with chromium content close to 9 at% are prime candidates for use as radiation-tolerant structural materials in both Gen-IV fission and fusion reactors. They are designed to exhibit low activation and display good resistance to swelling and corrosion [1,2]. However, irradiation at temperatures below 500 °C leads to hardening, loss of ductility, and an increase in the brittle to ductile transition temperature [3,4]. These macroscopic mechanical changes are caused by the defects that form during irradiation; neutron irradiation inside a fission or fusion reactor can change the microstructure of FM steels through the production of dislocation loops, alpha-prime precipitates, voids and gas bubbles, and segregation of alloying elements, including solute defect cluster complexes [1–7].

The response of FM steels, and their simpler FeCr binary-alloy counterparts, to irradiation is influenced by irradiation dose, temperature, dose-rate, composition, impurity content, grain size and dislocation density [5,6,8–10]. Grain boundaries and network dislocations in particular have been shown to have a strong effect on the homogeneity of the spatial distributions of dislocation loops [11–16], and vast defect-free zones are often observed. Robertson et al. [11] showed vast defect free regions exist in high and low purity iron irradiated with neutrons to a dose of ∼0.06 displacements per atom (dpa) at 80 °C. At a higher dose of ∼0.2 dpa, the high purity iron contained a uniform distribution of small dislocation loops in regions that had been absent in damage at the lower dose. Matijasevic et al. [17] found no visible defects in single crystal Fe15Cr irradiated to 0.2 dpa at 300 °C, but a uniform dislocation loop spatial distribution in single crystal iron. Hernandez-Mayoral et al. [12], who studied FeCr alloys ranging from 2.53Cr to 12Cr irradiated with neutrons to 0.6 dpa at 300 °C, found a uniform distribution of loops in Fe2.5Cr, but vast defect-free regions in all other alloys, with loop clustering at dislocations and
grain boundaries. Since defect mobility is reduced by impurity and alloying elements, these studies all indicate heterogeneous spatial distribution of dislocation loops is more significant when defects are less mobile (and do not necessarily correlate with the formation of chromium-rich $\alpha’$-phases [12,16]). While the phenomenon appears to be dose-dependent, the residual dislocations and grain structure were considered by English [13] to be pre-requisites for such heterogeneous distributions.

Schäublin et al. [18] showed that $\sim$1 nm dislocation loops can nucleate at very low doses ($\sim$10$^{-3}$ dpa) in Fe14Cr during an in situ irradiation experiment (room temperature, 500 keV Fe$^+$ ions and 6 $\times$ 10$^{-3}$ dpa/s) to give a defect density of $\sim$1 $\times$ 10$^{21}$/m$^2$. This suggests that so-called defect-free zones seen in prior studies [11,12,17] may actually contain small defects, below the resolution of those experiments. Chen et al. [16] also saw dislocation loops in Fe10Cr irradiated to 0.01 dpa with neutrons at 300 °C, but at a larger size ($\sim$3.5 nm) than those seen by Schäublin et al. in the Fe14Cr, and at a much lower density of $\sim$2 $\times$ 10$^{19}$/m$^2$.

The mechanism behind how radiation-induced dislocation loops come to decorate dislocations is unclear. A suggested explanation by Trinkaus et al. [19,20] is that the one-dimensional movement of interstitial clusters is biased towards dislocations due to their strain field, which leads to an increase in density of observable interstitial loops in these regions. An issue with this argument is that it should be more significant for circumstances where the defects are more mobile, which is against what has been observed experimentally [12].

Irradiation induced point defects and loops may also combine with pre-existing dislocations by inducing climb [14,21,22]. Defect-mediated climb on screw-dominated dislocations can cause the formation of helical dislocations during irradiation, similar to those often seen in quenched materials [23]. Such helical dislocations have been seen in irradiated materials [11,13,21,24,25], but they are rarely acknowledged or discussed in detail in the general irradiation effects literature, including most modelling studies of damage accumulation that include dislocations as point defect sinks.

The formation mechanism of helical dislocations during irradiation is unclear, as is their influence on the surrounding microstructure. Since vacancies and self-interstitials are produced in equal quantities under neutron irradiation, the observation of helical dislocations in irradiated materials implies the screw dislocations must bias one defect type over the other.

As self-interstitials are often the more mobile of the two defect types [26], it might be expected that they would dominate the defect accumulation close to the dislocations. This is suggested as an explanation by Schäublin et al. [21] for helical dislocation formation during irradiation. Higher densities of interstitial clusters close to the dislocation would then be expected, some of which may react with the screw dislocation to produce a helix. The theory behind the prismatic loop/screw dislocation interaction has previously been studied [27–29]; however, these examples consider the interaction in the context of plastic deformation, where the prismatic dislocation loops act as obstacles for screw dislocations gliding through the crystal, instead of dislocations acting as sinks for loops and other defects (as would be the case during irradiation).

Schäublin et al. [21] reason that the movement of interstitial (111) dislocation loops towards the screw dislocations would also increase the rate of dislocation loop coalescence, leading to an increase in (100) loop formation via the 111/mechanism [30]. However, recent calculations by Chang et al. [31] suggest that screw dislocations in iron have an overall bias towards being vacancy sinks, casting doubt over whether interstitial loops are responsible for the formation of helical dislocations during irradiation.

The evolution of BCC alloy pre-existing dislocation structures is critically important to a wide range of radiation effects work, including sink strengths in rate theory (RT) and kinetic lattice Monte Carlo (KLMC) models [32,33]. Here we report on a comprehensive investigation into the formation of helical dislocations in a neutron-irradiated alloy of Fe9Cr, and of the irradiation-induced defects that were found close to the dislocations. Our analysis has led to new insights into the source of these helical dislocations, with implications for the process behind heterogeneous spatial distributions of dislocation loops and the defect bias of screw dislocations in iron-based BCC alloys.

2. Methods

A model alloy of Fe9Cr was studied for this work; the same alloy was also studied by Gelles in the 1980s as part of the fast breeder reactor program [5], and more recently by Bachhav et al. [6] and Bhattacharyya et al. [34]. In atomic-percent, the alloy comprises 9.36% Cr, 0.05% Ni, 0.02% V, and 0.01% each of C, Si, P and Mn (see APT study by Bachhav et al. [6]). Prior to irradiation, the material was cold rolled, then annealed in an argon atmosphere at 950 °C for 15 min and at 750 °C for 1 h, with air-cooling after each anneal. This resulted in a ferritic grain structure with sizes from a few microns up to 100 μm, and a low dislocation density ($\sim$6 $\times$ 10$^{12}$ m$^{-2}$).

The Fe9Cr was irradiated in the Advanced Test Reactor (ATR) at Idaho National Laboratory at a temperature of 315–335 °C (min-max) over 202 days [35,36]. The neutron fluence was 1.2 $\times$ 10$^{25}$ n/m$^2$ (E=1 MeV) which corresponds to a dose of 1.6 dpa at a rate of 9.4 $\times$ 10$^{-8}$ dpa/s, as calculated using FISPACT-2 with the TENDL-2014 neutron cross-section library [37] and SPECTER-modelled [38] ATR neutron-fluence spectrum [35]. The conditions of this irradiation differ to the study by Bachhav et al. [6] and Bhattacharyya et al. [34] only in dose rate.

The sample was prepared post-irradiation by electropolishing the surface to remove surface deformation, followed by TEM sample preparation via the Focused Ion Beam (FIB) lift-out method [39] at the Center for Advanced Energy Studies in Idaho USA, and the UKAEA Materials Research Facility in the UK. Jet-electropolishing was not used since the volume of material available was too small. To remove 30 kV Ga+ FIB damage, a final thinning from $\sim$180 nm foil thickness to $\sim$100 nm was conducted using 2 kV Ga+ ions.

The samples were examined at the University of Oxford by a JEOL 2100L TEM operating at 200 kV with a LaB$\delta$ source. The time between sample preparation and examination was less than a day for the first imaging in order to minimise oxidation, but in spite of this, the formation of a thin oxide layer could not be avoided. Micrographs were captured using dark-field conditions with deviation parameters varying from $\sim$0.07 to $\sim$0.25 nm$^{-1}$. Precise of the electron beam was used to capture 10 exposures with slightly varying deviation parameter (approximately $\pm$0.017 nm$^{-1}$) automatically, in a similar manner to the technique demonstrated by Prokhorov et al. [40]. Use of electron beam precession via scripted beam control allows the acquisition of several deviation parameters (as recommended by Kirk et al. [41]) without the need to calibrate the crystal orientation. This process is shown in supplementary material 1 (SM-1), and further discussion can be found in [42]. The images were aligned and stacked in FIJI [43] to produce a single micrograph with reduced extinction distance-related absences of defects.

A three-dimensional discrete dislocation dynamic (3D-DDD) method [44,45] was employed to provide insight into the combined glide/climb processes which occur under neutron irradiation. As a time and temperature dependent process, diffusion-controlled climb occurs over a timescale that is too long to be captured by atomistic simulation, and the characteristic length-scale of detailed dislocation configurations is much smaller than is accessible with continuum theory [46]. As an alternative, the 3D-DDD method di-
3. Experimental results

Fig. 1 shows a kinematical bright field image of a single grain at low magnification. A low angle sub-grain boundary is visible in the central grain (separating the light and dark regions of the grain), around which dislocation loops have segregated. The short bands of contrast visible inside the grain result from pre-existing dislocation lines, around which dislocation loops have clustered. No dislocation loops were found segregated around the high-angle grain boundaries.

Fig. 2 shows two higher magnification micrographs of one of the dislocation lines, around which dislocation loops are visible. The images were captured with the electron beam oriented close to [100] (Fig. 2a) and [110] (Fig. 2b) in order to show the 3D geometry of the dislocation. The micrographs show that the dislocation line is helical, and that within the helix is a high density of visible dislocation loops. The helical dislocation is shown graphically also in the insert in Fig. 2a. The helix has an average diameter of 72.5 ± 5.0 nm, ignoring the ends of the helix where it narrows due to surface effects. The periodicity of the helix is 66.7 ± 6.8 nm on average. Convergent Beam Electron Diffraction (CBED) indicates a foil thickness [52] in this region of 103 ± 10 nm. Fig. 2 also shows that while dislocation loops are found inside the helical dislocation, their density is very low outside the helix. Although some black-dot damage was visible outside the helix, this was mostly indistinguishable from FIB damage or oxide (examples shown in SM-2 and SM-3).

3.1. Dislocation Burgers vector analysis and loop density

Fig. 3 shows additional g-vector conditions used to identify the Burgers vector b of the helical dislocation. To satisfy the g·b invisibility criterion [53], the Burgers vector of the dislocation must be ±[111]. The core of the helical dislocation points close to ±[554], which is ~6° from the [111] direction, indicating the dislocation is initially mostly screw type.

By the same g·b method [53], we deduce that all dislocation loops inside the helix are (111) type, since no loops were visible in both 011 and 011 conditions (assuming all 100 variants are equally probable). Furthermore, none appear edge-on and oriented with (100) directions, as would be expected of such loops viewed close to a (100) zone axis. These dislocation loops were then counted in weak-beam conditions g = ±011, ±011, ±112, ±121, ±112 and ±121 (deviation parameter ~0.2 nm⁻¹), with 80–100 loops counted in each condition (see SM-4). We only considered loops larger than 2 nm for the number density and Burgers vector analysis because counting was very ambiguous for loops smaller
than this, and because such small features are often indistinguishable from FIB damage or surface oxide.

By considering the volume enclosed by the helical dislocation, the number density of dislocation loops was determined by statistical analysis [40] (shown in SM-4) to be $1.2 \pm 0.3 \times 10^{23}$ loops/m$^3$ (for loops $>2$ nm). This analysis also suggests that dislocation loops with $b=\langle 111 \rangle$ are $\sim 15\%$ more frequent than other ⟨111⟩ variants. Far from the helical dislocations and low-angle sub-grain boundaries, the microstructure was absent of loops distinguishable from background noise for hundreds of nanometers. A region measuring 680 $\times$ 320 nm was considered as a typical low-loop-density region, and was found to contain only one loop greater than 2 nm in size, which makes the number density in this region of the order of $2 \pm 1 \times 10^{20}$ loops/m$^3$ (for loops $>2$ nm).

3.2. Inside–outside contrast analysis of dislocation loops

The inside–outside contrast method [54] was used to determine the nature of the dislocation loops, as shown for example loops in Fig. 4. Dislocation loops were defined by the right-hand/finish-start convention for this analysis [54,55]. Inside–outside contrast analysis was conducted for 11 dislocation loops and all were found to be interstitial-type. From this analysis, and considering previous analyses of dislocation loops in neutron-irradiated iron (for example, [56]), it is reasonable to assume all visible dislocation loops are interstitial-type. The majority of loops were close to pure edge, since the loop normals were aligned close to ⟨111⟩ directions, although there were some examples of loops lying closer to ⟨100⟩ directions.

3.3. The size of dislocation loops within the helical dislocation

To make an accurate measurement of the dislocation loop size, rather than simply the image size, the size was taken as the average major diameter of the loop as seen in plus and minus $g$ conditions. The mean dislocation loop diameter was found to be $5.1 \pm 3.6$ nm.

The number of atoms inside a dislocation loop (the cluster size) can be calculated as $N_0 = A(b \cdot \mathbf{w})/v_4$ [57] where $A$ is the area projected by the loop, $\mathbf{w}$ is the unit vector normal to the loop habit plane, and $v_4$ is the atomic volume. By assuming the visible defects are circular and prismatic (111) dislocation loops, $b \cdot \mathbf{w}$ becomes $\sqrt{3}a_0/2$, and for a body-centred cubic (BCC) lattice ($v_4 = a_0^3/2$), the equation for cluster size becomes a simple function of the measured loop diameter $d$,

$$N_0(d) = \sqrt{3}\pi \left( \frac{d}{2a_0} \right)^2$$

where $a_0=0.286$ nm is the lattice parameter. The cluster sizes were calculated for each loop, and these were then binned as $0 \leq Y < 0.1$, $0.1 \leq Y < 0.2$, etc. where $N_0=10^{-Y}$ (i.e. logarithmically-spaced bins), and frequencies of occurrence were normalised against their respective bin-width. This approach was also used by Yi et al. [58] and Sand et al. [59] to ensure each bin contains at least a few data points.

This treatment was used to produce Fig. 5, which shows the size distribution of the dislocation loops by cluster size. Overlaid on the distribution is a power-law function fitted to the distribution for clusters $>100$ atoms; this power law is a good fit to the experimental distribution for clusters in this range. The total number of interstitial atoms contained by dislocation loops larger than 100 atoms was calculated as $7.7 \pm 1.5 \times 10^{25}$ interstitials/m$^3$, or $2.0 \pm 0.4 \times 10^{10}$ interstitials per helical turn. If we assume the power law is valid for cluster sizes $<100$ atoms, then the difference between power law and experimental data corresponds to an additional $4.3 \pm 0.8 \times 10^{10}$ interstitials per helical turn. This then gives a total of $2.5 \pm 0.5 \times 10^{10}$ interstitials per helical turn (9.4 $\pm 1.8 \times 10^{25}$ interstitials/m$^3$), assuming no vacancy loops were present (as implied from the analysis in Section 3.2).

3.4. Inside–outside contrast analysis of the helical dislocations

The helical dislocations are a product of the radiation damage, since only straight screw dislocations were observed in the unirradiated material. Helical dislocations take shape when a near screw or mixed character segment bows out by dislocation climb due to absorbing or emitting point defects, resulting in a mixed screw/edge helical dislocation. Theoretical analyses of the formation of such helices have been extensively discussed in the literature, for example [23,60,61].

It is possible to verify whether the flux of defects that produced the helical dislocation in the neutron-irradiated Fe9Cr13 was predominantly interstitial or vacancy by using the same inside–outside contrast analysis used to determine the nature of the loops [62]. The inside–outside technique can measure whether the material within the helix is in compression or tension. If we treat the helix as an array of non-edge dislocation loops, we can determine whether the “loops” are interstitial or vacancy, and hence whether the helix formed from vacancies or interstitials. Fig. 6(a) and (b) shows the inside–outside contrast behaviour for the helix when $g=0\overline{1}1$ and $g=0\overline{1}1$.

Fig. 6(c) depicts the contrast schematically for an analogous prismatic loop, from which it can be concluded that the helical dislocation must have been produced by vacancy-mediated climb. Since the helical shape was produced by vacancy absorption, and it is a left-handed helix, the initial screw dislocation must also have been left-handed [23,63].

This analysis was conducted on two other helical dislocations, including a helix with a steeper inclination in the foil to rule out unsafe orientation effects [54] (shown in SM-5). In all instances,
Fig. 4. Nature analysis of a selection of dislocation loops in the neutron irradiated Fe9Cr using weak-beam dark field conditions (shown with inverted contrast). The Burgers vectors were determined by correlating the same feature through a full g b series and by tilting to observe the inclination. All loops were found to be interstitial.

Fig. 5. Dislocation loop size distribution by atomic volume. The blue points indicate those used to fit a power-law. The points represent bins that are logarithmically spaced, and the frequency of counts within each bin has been normalised to loop number density (loops/m$^3$) and the bin-width (atoms). Error bars are calculated as $\sqrt{N}$, where $N$ is the number of loops counted. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

the helical dislocations were found to be of vacancy type. Therefore, in the presence of equal numbers of vacancies and self-interstitials produced continually by irradiation, the screw dislocations must be acting as vacancy-biased sinks.

Each turn of a helix will have absorbed the same number of defects as those contained by a prismatic dislocation loop of equivalent diameter [23]. From this, it can be calculated from

Fig. 6. (a) and (b) show the inside-outside contrast of the helical dislocation. (c) is a diagram depicting the “inside” condition for a vacancy dislocation loop. This analysis shows the turns of the helical dislocation are akin to vacancy dislocation loops, so the climb-mechanism that produced the helical dislocation must have been caused by vacancies.
(1) that $8.8 \pm 1.2 \times 10^4$ vacancies per helical turn $(3.3 \pm 0.5 \times 10^{26}$ vacancies/m$^3$) were required to cause the climb observed. Since this sample was neutron irradiated, the number of interstitials and vacancies produced by irradiation should be equal, yet we have already estimated from the interstitial loops a population of $2.5 \pm 0.5 \times 10^4$ interstitials per helical turn. The difference implies there must be $6.7 \pm 1.3 \times 10^4$ interstitials per helical turn $(2.6 \pm 0.5 \times 10^{26}$ interstitials/m$^3$, and $3.0 \pm 0.6 \times 10^{-4}$ interstitials/atom) “missing” from the volume within the helical dislocation; they could be either genuinely no longer present, or present as defects below experimental resolution, or a combination thereof.

4. Analysis of helical dislocation formation

4.1. Theoretical overview and analysis of the formation of helices

A general solution for the energy of a helix with a uniform pitch $\lambda$ and a radius $r$, as shown in Fig. 7 was proposed by De Wit [61] based on asymptotic limits of loose winding ($\lambda \gg r$) and tight winding ($\lambda \ll r$).

The equilibrium configuration of a helical dislocation is reached when the energy change due to the growth, $\Delta W$, is balanced by the chemical potential caused by the supersaturation of the point defects. According to the theoretical analysis in Hirth and coworkers [63], the total energy change for a general helix of length, $L$, can be expressed as,

$$\Delta E = \frac{\Delta W}{L} - \frac{G}{1} N \lambda$$

(2)

The first term, $\Delta W/L$, denotes the increase in energy per unit length of helix, which is contributed from the line tension $\Gamma_{\text{line}}$ and the elastic repulsive force $F_c$ between helical turns. De Wit [61] derived the general solution for the energy of a uniform helix and demonstrated that the solution is intractable except in the limits of tight-winding and loose-winding. For a general helix, as demonstrated in Fig. 3, with a pitch $\lambda=66.7$ nm and a radius $r=36.3$ nm, no explicit expression for $\Delta W$ is available and numerical calculation is needed.

The second term in Eq. (2), $\tilde{G}$, is the chemical potential per point defect. It creates a thermodynamic driving force – the chemical force $F_c$ [64] – which acts to remove the supersaturated defects from the solution and promotes dislocation climb-related processes. $\tilde{G}$ is given as [60],

$$\tilde{G} = kT \ln \left( \frac{c}{c_0} \right)$$

(3)

where $c$ is the concentration of the point defects, $c_0$ is the reference-state concentration of point defects, $c_0 = \exp(-E_f/kT)$, with $E_f$ denoting the formation energy of the point defect. Eq. (3) does not specify a vacancy or interstitial supersaturation. Therefore, in the absence of a dislocation-bias, the vacancy and interstitial supersaturations should both contribute to the dislocation climb, and a helix will not develop. Since helical dislocations did form during irradiation in our experiment, and the results in Section 3.4 confirm these helices are vacancy-type, the following discussion about helical dislocations only considers vacancies as the source for screw-dislocation climb. The interaction between interstitial loops and helical dislocations is considered at the end of Section 4.2.

The equilibrium condition of the helix is achieved when,

$$\frac{\partial \Delta E}{\partial r} = 0$$

(4)

By substituting Eqs. (2) and (3) into Eq. (4), one may find that it is the balance between the chemical force and the configurational force (including the line tension and elastic repulsion) that determine the shape of the helix.

To derive the vacancy supersaturation $c'/c_0'$ associated with the geometric parameters which define the shape of the equilibrium helix, $\lambda$ and $r$, a discrete dislocation analysis [49] is employed. In this calculation, the total elastic energy of the helix is calculated using a double linear integral [45]. The driving forces are defined as the negative derivative of the total energy with respect to the dislocation positions.

A large enough chemical force $F_c$ applied to a perfectly straight near-screw dislocation line will cause it to grow into a helix. As the helix grows, the ordinary force (composed of line tension and the elastic interaction) also increases. We define a configurational force $F_{\text{con}}$ to express the ordinary force per length caused by the configuration of dislocation line. An equilibrium helical configuration is obtained when the chemical force $F_c$ is balanced by the configurational force $F_{\text{con}}$. The chemical force $F_c$ is approximately [52],

$$F_c = \frac{kTb}{v_b} \ln \left( \frac{c'}{c_0'} \right)$$

(5)

The direction of the chemical force $F_c$ is,

$$\hat{n} = \frac{\hat{t} \times \hat{b}}{|\hat{t} \times \hat{b}|}$$

(6)

with $\hat{t}$ denoting the unit line direction and $\hat{b}$ representing the Burgers vector. Therefore, it is the final equilibrium configuration that matters in calculating the corresponding vacancy concentration, which is calculable via static DD analysis. For details about how to calculate these forces in DD, please refer to [39].

A plot of configurational force per length versus different helical radius, $r$, for the case where the wavelength $\lambda=66.7$ nm, is shown by the blue curve in Fig. 8. The red line indicates the chemical force necessary to balance the configurational force when $r=37.0$ nm or 83.0 nm. Only the curve for $r=37.0$ nm gives stable equilibrium because of the lower energy state. Therefore, the vacancy supersaturation, $c'/c_0'$, needed to maintain a helix with $\lambda=66.7$ nm and $r=36.3$ nm at $T=600$ K (such as that shown in Fig. 3), is $\sim 900$.

4.2. 3D-DDD modelling of the formation of helical dislocations

To illustrate the detailed creation process of the helix, a 3D-DDD simulation for a vacancy supersaturation $c'/c_0'=900$ was also conducted.
The 3D-DDD method used here has been described in detail in [49], and to accelerate the 3D-DDD simulation, a Graphical Processing Unit (GPU) was used [65,66]. Both dislocation glide and climb were considered in the model, using a dislocation glide mobility law for a BCC crystal [45]. In BCC crystals, there is a significant difference between the mobility of screw and edge dislocations. The drag coefficient of a pure edge dislocation, $B_e$, is smaller than that of the pure screw, $B_s$. In addition, screw dislocations are assumed to have an isotropic mobility in all directions perpendicular to the line, while the drag coefficient for non-screw dislocations is anisotropic (glide being usually rapid, while climb is generally slow and controlled by diffusion). The drag coefficient of a mixed dislocation segment was calculated based on an interpolation function [44],

$$B(\xi) = b \left[ B_s^{-2} \left| b \times \xi \right|^2 + B_e^{-2} \left| b - \xi \right|^2 \right]^{1/2} (m \otimes m)$$

(7)

where $\xi$ is the unit vector of the line direction, $b$ is the Burgers vector with magnitude $b$, $m$ is the slip direction, $B_s$ is the drag coefficient of pure edge dislocations and $B_e$ is for pure screw dislocations. The glide velocity $v_s$ can then be expressed as,

$$v_s = B(\xi)^{-1} \cdot f_s$$

(8)

where $f_s$ is the glide component of the mechanical driving force on a node. The Peach–Koehler force, $f_{PK} = (\sigma \cdot b) \times \xi$, was integrated along the segments connected to the node, where $\sigma$ is the local stress caused by externally applied tractions and the elastic interactions between every segment pair.

A phonon–drag mobility law was used for dislocation glide, while a lattice diffusion controlled dislocation climb mobility law [64] was used to simulate the climb process, where the climb velocity $v_c$ was derived based on a steady-state diffusion assumption,

$$v_c = \frac{2\pi D_0^0 c_0}{b \sin \theta \ln(r_c/r)} \left( \frac{c_{eq}}{c_0} - \frac{c_{\infty}}{c_0} \right) \frac{b \times \xi}{b \times \xi}$$

(9)

where $D_0^0$ is the lattice diffusion coefficient, and $\theta$ is the angle between $b$ and $\xi$ which defines the character of the dislocation. The term $\sin \theta$ in Eq. (9) was used because only the edge component of a dislocation segment climbs, and the screw part follows by a quick glissile rearrangement of the atoms [67]. The climb rate was set to zero once the character angle of any segment falls less than 0.01° in order to avoid a singularity occurring. The $r_c$ term is the average distance between dislocation segments, $r_c$ is the radius of the cross-section of the area of the dislocation core, and $c_{eq}$ is the equilibrium vacancy concentration,

$$c_{eq} = c_0 \exp \left( \frac{f_c v_0}{RTD} \right)$$

(10)

where $f_c$ denotes the climb component of the mechanical driving force $f_c$, and $c_{\infty}$ is the average vacancy concentration in the surrounding area.

The time scale separation between (rapid) glide and (slow) climb was bridged in the simulation by a sequentially coupled time scheme [49], in which the increments of dislocation climb per time step were accumulated until at least one slip plane interval was reached [49], defined here as the distance between adjacent (111) planes. The elastic fields were calculated for an infinite domain.

The topology of the dislocation configuration was updated at every increment to deal with the dislocation evolution and determine the type of motion occurring (glide or climb). A straight mixed dislocation with a significant screw component, pinned at two ends, was introduced as the initial configuration, as shown in Fig. 9(a). The Burgers vector was set as [111], parallel to the longitudinal axis. The length of the screw component $L_s$ was 300 nm, and the edge component $L_e$ was 18 nm. The temperature was set to be 600 K. The input vacancy supersaturation was set as $c_{eq}/c_0 = 900$, as derived from the theoretical analysis in Section 4.1. Other parameters used in the simulation are given in Table 1.

Snapshots of the profiles of the helix at different times during its evolution are illustrated in Fig. 9(b)-(d). A complete video of the formation of the helix is shown in SM-6. The simulation shows the supersaturated vacancy concentration driving the climb of the edge component, which gives rise to a decrease in the wavelength of the helical turns. The growth of helical turns increases the line tension and the interaction between dislocations. The final equilibrium configuration is reached when the osmotic force balances the line tension and the elastic interaction between dislocations. Meanwhile, the elastic interactions between different helical turns also promotes prismatic glide to produce a uniform pitch of the...
helix along the dislocation length. Fig. 9(d) shows the equilibrium final configuration with four helical turns. The average wavelength \( \lambda \) was 75.0 nm; the average radius of the loops was also derived from the projection on the (111) plane as \( r = 39.6 \) nm. This final configuration agrees well with the experimental results (\( \lambda = 66.7 \) nm and \( r = 36.3 \) nm), and the theoretical solutions based on the analysis of de Wit [61] and Hirth and coworkers [63] presented in Section 4.1.

Having modelled the vacancy/screw-dislocation interactions, we will now model the interaction between interstitial loops and helical dislocation, to explain why loops are located inside of the helical turns. The helix modelled in Fig. 9 contains a volume that is vacancy-rich, and hence there is a strong tensile stress field above the slip plane of the dislocation (inside the helix). Interstitial loops would be attracted and approach the helix by a self-climb plus glide mechanism [68], and then interact to form small jogs on it. This interaction is shown in SM-7, and schematically in Fig. 10(a). In SM-8, a different result is obtained when a set of interstitial dislocation loops are already distributed randomly within the volume enclosed by the helix. In this case, the helical dislocation still attracts the approaching interstitial loop, but the loop finds either an equilibrium state inside the helix, positioned among the other interstitial loops; or it will coalesce with another interstitial loop within the helix. The interstitial loops contained by the helix at the start are modelled statically here in order to increase the computational efficiency. The approaching interstitial loop therefore moves rapidly within the helix between a set of static loops as it tries to find an equilibrium state. This is depicted schematically in Fig. 10(b).

5. Discussion

The discussion is divided into two sets of arguments. The first considers the formation of the helical dislocations and the origin of the high density of interstitial loops close to such dislocations. The second considers why the dislocation loop population is so low in regions far from dislocations or grain boundaries.

5.1. Helical dislocation formation in FeCr and local effects

The analyses above explores the origin of helical dislocations in FeCr alloys during neutron irradiation. Experimental data show that the dislocation loops decorating the helical dislocation were of interstitial type, while the helix itself formed from dislocation core interactions with the vacancy population. It is not surprising that interstitials should agglomerate as dislocation loops. The formation energy of an isolated interstitial is larger than that of a vacancy [26]. This leads to a larger osmotic force to remove interstitials from solution, which will agglomerate into stable clusters (interstitial loops) [69]. What is surprising is that these interstitials do not also interact with the screw dislocations to form helices. This implies the screw dislocations act as vacancy-biased sinks.

Edge dislocations generate a tensile/compressive stress field above/below the slip plane, depending on the sign of the dislocation. It is thus easy to understand that interstitials are attracted to the tensile region, and vacancies to the compressive region. This usually leads to the observation of interstitial dislocation loops on one side of an edge dislocation’s slip plane [13], since vacancies tend to remain as clusters below the visibility limit (at this temperature and \(<2\) dpa [16]). A screw dislocation does not generate a hydrostatic stress field, but once it gains edge component as a (proto-) helix, then a bias of one defect type should follow. It might seem that which bias – interstitial or vacancy – is active on a particular screw dislocation would be a matter of chance, with both biases equally probable, leading to the formation of equal numbers of helices formed by the two processes. However, our results imply a defect bias exists prior to the screw dislocation gaining any edge-character.

Chang et al. [31] reasoned that the strong compressive fields very close to a screw dislocation core repel interstitials, whilst vacancies are unaffected. This would allow for a vacancy-driven helix formation process. Chang et al.’s argument follows from their calculations of the bias factors for point defects onto a screw dislocation, where they found that screw dislocations absorb vacancies more efficiently than interstitials. Our experimental measurement of the vacancy-nature of the helical dislocations is thus evidence in favour of Chang et al.’s bias calculations that vacancies are more easily absorbed by screw dislocations.

Interstitials clusters form mostly in-cascade (a fast process), whereas the less mobile vacancies cluster more slowly. Freely migrating interstitials are highly mobile, and so can migrate to sinks away from the cascade region (dislocations, boundaries, or interstitial clusters) or recombine with a vacancy. If interstitial loops are prevented from coalescing with the screw dislocation core, then their presence will exaggerate the vacancy bias by acting as strong sinks for interstitials. This would reduce the amount of recombination occurring after subsequent cascades near screw dislocations,
and leave more vacancies available to drive climb on the screw dislocation. Vacancies are most stable as voids, with vacancy loop nucleation a rare event [70]; we expect the vacancies to interact with the dislocation core as point defects, before they reach post-cascade equilibrium as clusters or recombine with an interstitial. Gilbert et al. [70] estimate the length scale a vacancy migrates before reaching equilibrium as the width of a cascade, typically on the order of 5 nm. This would suggest that the initial vacancy jogs on screw dislocations form from cascades overlapping with the dislocation core.

Though we have included a DD model of helical dislocation growth in this work, further modelling is required to fully understand the interaction between cascades and screw dislocations in iron and other BCC metals. In previous molecular dynamics studies [71,72], it has been shown that cascades overlapping dislocations can stimulate the formation of large vacancy clusters in FCC aluminium [71] (screw dislocation interaction) and HCP zirconium [72] (edge dislocation interaction). In the study of overlap with screw dislocations, interstitial helical segments were also seen.

As the vacancy helix grows, the continued removal of vacancies from the local microstructure will enhance coarsening of the interstitial clusters close to these helical dislocations. Such a mechanism explains the higher density of visible interstitial loops within the confines of the helical dislocations compared to regions far from dislocations and grain boundaries. We have shown that there are more vacancies removed by the helix than there are interstitials contained within visible dislocation loops. This confirms that there is more than enough interstitials available to justify this as an explanation. Interstitials and vacancies were produced in equal numbers, yet the vacancies absorbed by the dislocation outnumber the interstitials contained by visible loops by a factor of 4.3. This implies that there is a large population of interstitials that either escape the helix (which may be easier when the helix is small), or are not visible from the TEM analysis. It may be a combination of the two, where a large fraction of the interstitials exist as either small dislocation loops, or alternative cluster structures such as C15 laves phases [73].

The interstitial nature of the dislocation loops is in agreement with previous analyses of dislocation loops in ferritic materials [11,17,56,74,75], though we note that no (100)-type dislocation loops were found in our experiments. The dominant Burgers vector of dislocation loops in ferritic materials undergoes a transition from (111)-type to (100)-type between 300 and 400 °C [8,76]. The material studied here was irradiated between 315 and 335 °C, and so some (100) loops might be expected; Bhattacharyya et al. [34] studied the same alloy irradiated during the same irradiation experiment (only differing in dose-rate) and also reported mostly (111)-type loops. The (100) dislocation loop has been seen experimentally to form from single (111)-loops via the rotation of its habit plane [77] and, by Molecular Dynamics modelling, from coalescing (111)-loops [78] of different Burgers vectors; which of these mechanisms is more dominant remains unanswered. A lack of (100)-loops may indicate a low frequency of loop-loop coalescence, and thus low loop mobility.

Determination of the Burgers vectors by statistical analysis (Section 3.1) suggests a slightly larger fraction of dislocation loops share a Burgers vector with the helical dislocation than other (111) variants (see SM-4). Many of those that have the same Burgers vector as the helix are angled ~6° from the prismatic plane, and are mostly normal to the core of the helix. Some other (111) variants lie closer to (110) planes than (111). This suggests there could be a tendency for loops to align themselves with the stress field of the helical dislocation, which may also explain the lack of (100)-type loops; the rotation mechanism [77] will be suppressed by there being a preferential alignment, and the coalescence mechanism [78] since loops are more likely to have the same Burgers vector.

The next section will discuss possible reasons why the visible defect population far from the helical dislocations and grain boundaries is so low.

5.2. On the absence of visible damage far from defect sinks

The regions between dislocations and far from sub-grain boundaries contain almost no visible dislocation loops, despite the displacement damage that has occurred. Although a few defects <2 nm in size are visible, this damage is indistinguishable from the 2 kV Ga+ FIB damage visible in unirradiated foils, and in unirradiated electropolished foils containing surface debris and oxide. For comparison, our estimate of the defect density in these regions (~2 × 10²⁰ loops/m²) is similar to the density of defects seen by Chen et al. [16] in Fe10Cr irradiated with neutrons at 300 °C to only 0.1 dpa.

Three possibilities are considered to explain the lack of visible damage:

1. The interstitials and vacancies that survive cascades in these regions have recombined.
2. Point defects or defect clusters have migrated from these regions and were removed by defect sinks (grain boundaries or dislocations), or have clustered around them.
3. Many of the interstitials and vacancies that survive after cascades in these regions still exist, but in clusters too small to be resolved.

These will each be discussed, but it should be noted that KLMC and RT calculations are ideally required to fully evaluate which is most likely, or whether they all play a role.

The first possibility that the defects have simply all recombined is not unrealistic given the slow dose rate of the neutron irradiation. For a displacement rate of 9.4 × 10⁻⁹ dpa/s, a volume of 5 × 5 × 5 nm would see an atom displaced every ~2 min. Considering that atoms are displaced in large cascades, not as uniformly distributed Frenkel pairs, the time for a cascade to overlap with a previous cascade in the same region is much longer than 2 min (cascade overlap is typical for ~0.01 dpa, which would take ~1 day). This is a very long time for primary defects to evolve. If the defects do not migrate far from the cascade core (as may be the case for impure and/or alloyed materials [79,80]), then the surviving defect fraction may be very low when a cascade eventually overlaps. This will inhibit the accumulation of visible damage, and so it may take much higher doses for visible damage to emerge in these regions. This explanation is also argued by Matijašević et al. [17] and Terentyev et al. [81].

The second possibility seems reasonable on the basis that the visible damage present in the neutron irradiated Fe9Cr is concentrated around sinks – dislocations and sub-grain boundaries. As discussed with respect to the first possibility, the long time for cascade overlap to occur allows for the primary damage to evolve over a relatively long time scale. If interstitial clusters formed in cascades are mobile enough to migrate far away from the core, then they may be able to reach extended sinks such as grain boundaries or dislocations. It is unlikely that the interstitials have migrated far to reach the helical dislocations, as already discussed in Section 5.1, but the origin of the dislocation loops clustered at the low angle sub-grain boundaries has not yet been considered. This population of loops presumably originates from some defect migration towards the boundary. The high angle grain boundaries have no segregation of visible damage, nor any depletion zone. This may indicate that the high angle grain boundaries are very effective at clearing out damage from the bulk. The Fe9Cr material studied here is not ultra-high purity, and contains both substitutional and interstitial impurities. Since defects are easily trapped by such impurities [79] (and are also slowed by chromium [80]),
the length scale over which the grain boundary effects are significant is unclear; thus, further modelling is required to fully evaluate how much the boundaries are responsible for the low density of loops throughout the grain.

The third possibility that the damage still exists, but as defects too small to resolve clearly in the TEM has been suggested previously as an explanation for defect-free zones in iron and FeCr alloys irradiated with neutrons [11,17,82]. For our analysis, we assigned a conservative minimum size of counted defects to 2 nm in order to reduce ambiguity over loop counting and exclude FIB-damage and oxide. Thus, there may be small dislocation loops (as small as 7 Å [18]) not visible in the micrographs simply due to the foil-quality (see SM-2 and SM-3 for examples of how the contrast from “empty” regions can vary).

In the present study, the visible defects within the helical dislocation were found to contain fewer interstitials than the vacancies absorbed by the helical dislocation core (7.7 ± 1.5 × 10²⁵ interstitials/m² and 3.3 ± 0.5 × 10³⁰ vacancies/m², respectively). If interstitial loss from the helix is not significant, then this would mean a large population of interstitial defects remain in this region, existing as clusters too small to be resolved. These could be small dislocation loops, or other configurations such as C15 clusters [73] (which are not visible in weak-beam TEM). If the areas containing visible loops contain a large population of defects not visible to TEM, then it is reasonable to suggest there is a significant invisible population of interstitial (and vacancy) defects in the “empty” regions too.

At higher dose rates, visible loops may nucleate more easily if less damage has recombined, or been lost to sinks. Bhattacharyya et al. [34] studied the same Fe9Cr alloy irradiated at the ATR with the same dose and temperature, but at a slightly higher dose rate of 3.1 × 10⁻⁷ dpa/s. The microstructure contained a much more uniform distribution of visible dislocation loops, implying the dose rate effect has a significant effect on the dislocation loop microstructure for only a factor of 3.3.

6. Conclusions
Weak beam dark field TEM examination has been used to investigate the microstructure of a neutron irradiated alloy of Fe9Cr. The microstructure contained irradiation-induced dislocation loops located exclusively around pre-existing dislocations and low angle sub-grain boundaries. Helical dislocations are prominent in the irradiated alloy; these formed from defect-mediated climb of screw dislocations.

We have shown, for the first time, the origin of these helical dislocations in irradiated FeCr is from a vacancy-biased mechanism (at least in the Fe9Cr alloy studied here and for the irradiation parameters used). This supports previous theoretical measurements of the defect bias of screw dislocations that show vacancies should be absorbed more efficiently [31]. The removal of vacancies by the helical dislocations enhances coarsening of interstitial clusters during helical dislocation growth, since less vacancies are available to annihilate with the interstitials. This causes heterogeneity in the spatial distribution of the observable dislocation loops. These findings present a new mechanism for the origin of heterogeneous spatial distributions of interstitial dislocation loops in neutron-irradiated ferritic materials.
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