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Abstract

This dissertation details the context and methods involved in the analysis conducted to search

for excited tau leptons (τ ∗) using data collected during Run II of the Large Hadron Collider

(LHC) by the Compact Muon Solenoid (CMS) experiment. The dataset used corresponds to

138 fb−1 of integrated luminosity in proton-proton collisions at 13 TeV center-of-mass energy.

The analysis selects events with two tau candidates, at least one of which is a hadronic

decay, and a high energy photon. The mass of the excited tau lepton is reconstructed by

also accounting for the contribution from the invisible neutrino component. Expected limits

are set at 95% confidence level excluding mτ
∗ up to 4.5 TeV for a compositeness scale equal

to the mass of the τ ∗ and up to 2.75 TeV for a compositeness scale of 10 TeV.
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Chapter 1

Introduction

Scientists have always tried to discern what makes up the world around them. There have

been various points in history where certain objects were thought to be the smallest building

blocks of matter. From atoms to protons to quarks, new energy frontiers allow probing the

compositeness of objects at smaller and smaller length scales. At the compositeness scale Λ

for a given object, the object can break apart into its smaller components. Anything which

has substructure must have a length scale at which the substructure can be observed. The

length scale that may be probed is inverse to the energy scale used. At the compositeness

scale, the energy imparted to the components of the object is enough to overwhelm the force

holding the object together. The standard model (SM) of particles describes a broad range

of observed interactions between particles. It has been tested through decades of experiment

and has predicted discoveries such as the Higgs Boson [1]. Currently, leptons and quarks

are the limit of the building blocks that have been observed. Leptons exhibit properties of

point-like particles in the ways they have been observed them and, therefore, do not seem to

be composite. This analysis probes the idea that leptons may have substructure, focusing

specifically on the study of τ lepton, the heaviest of the leptons.

Compositeness models [2, 3, 4, 5, 6, 7, 8, 9, 10] aim to explain why quarks and leptons

have a similar generational structure, as well as the mass hierarchy of these particles among
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other things. The models introduce a unifying building block, called a preon, as a component

of all fermions. To not have been observed yet, the compositeness scale (in terms of energy)

must be quite large. Therefore, fermions could exchange these preons only via a contact

interaction. One of the possible results of this contact interaction is an excited state of a

lepton or a quark. This exhibits itself as a higher mass resonance. This excited state would

then decay into a normal lepton and a gauge boson via a gauge interaction or into three

fermions via another contact interaction.
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Chapter 2

Theoretical Foundations

2.1 Natural Units

Most researchers in the field of particle physics use a peculiar system of units in equations and

calculations called “natural units”, which involves setting the values of ℏ and c to 1, including

their units. In this system, the units for mass, energy, and momentum are all identical. This

can be seen by thinking about equations like the famous mass-energy equivalence E = mc2

and the relationship between the energy and momentum of a photon E = pc. In fact, this

reduces the Lorentz invariance from E2 = m2c4 + p2c2 to E2 = m2 + p2. Planck’s constant

ℏ also comes up frequently in quantum mechanics and when discussing the properties of

individual particles, so it is much easier to perform calculations without worrying about

these factors. The factors can be put back in by considering the difference between the units

of a quantity in another unit system and natural units.

The common unit of energy (and, therefore, of mass and momentum in natural units) is

the electron volt (eV). An electron volt is the energy gained by an electron accelerated across

a 1V potential. The energy scales relevant to this thesis are on the order of GeV or 109 eV.

Other units can be derived in natural units in a similar manner to mass and momentum: by

looking at standard equations that involve energy. Taking length as an example, E = 2πℏc
λ
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is the equation for the energy of a photon with λ having units of length. Therefore, length

in this measuring system has units of eV−1. The cross section is another quantity that will

be discussed in more detail in Section 3.2. This has units of area and could be represented

in natural units using eV−2. An area of 1 cm2 would be equivalent to 6.5×1011 eV−2 by

removing two factors of ℏc. The cross sections relevant to this analysis are on the order of

10−28 eV−2.

2.2 Early Particle Physics

The field of particle physics, as this area of study is often referenced, is often cited to have be-

gun in 1897 with the discovery of the electron by J.J. Thomson [11]. Thomson observed that

cathode rays, which we now know is simply a stream of electrons that have been separated

from atoms by the introduction of an electric potential, could be deflected by a magnetic

field, implying that they possessed electric charge. Thomson was able to determine the

charge-to-mass ratio of these “corpuscles” by using a combination of electric and magnetic

fields that would achieve zero deflection of the beam by balancing the electromagnetic force

on the particles of the beam in the transverse direction. Thomson believed that the elec-

trons were scattered throughout a positively charged medium that was the rest of the atom.

Experiments by Rutherford in 1911 revealed that the positive charge in an atom was con-

centrated in a very small region at the center of the atom based on the fact that positively

charged particles being shot at the screen mostly were deflected at large angles instead of

passing straight through, as would be the case if the charge were uniformly distributed. By

1933, protons and neutrons were also understood to exist and, along with electrons, to make

up the types of matter that people saw in everyday life.

The next slew of discoveries came with deep inelastic scattering between electrons and

protons. When the energy scale of the electron was greater than the mass of the proton,

the proton was observed to break apart into constituent pieces that would then create new
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particles not previously observed.

2.3 Standard Model

Quantum field theory and group theory form the basis of the Standard Model. Quantum

field theory is a framework that combines the classical field theory of field equations with

quantum mechanics and special relativity. [12] It is used to allow for the representation of

particles as fields with well defined equations and properties. The group theory comes in

to represent the properties of particles through inclusion in symmetry groups. Belonging

to a symmetry group is expressed as carrying a “charge” of that group. From Noether’s

theorem, every differentiable symmetry generated by local actions corresponds to a conserved

current. These “charges” carried by particles are therefore properties that are conserved in

the universe. The standard model can be represented using the following structure:

SU(3)c × SU(2)L × U(1)Y (2.1)

Each of these symmetry groups controls a type of interaction and has associated force

carriers, or bosons. SU(3)c represents the strong force and the associated “color charge”,

originally named for having three types of charge that were associated with the primary

colors of light (red, green, and blue). The bosons associated with this force are the gluons.

SU(3) has 8 group generators, a fact which can be derived from the properties of special

unitary groups in 3 dimensions. The Gell-Mann matrices are a set of 3 × 3 matrices that

provide a basis for this group and can be used to represent the 8 types of gluons. The SU(2)L

symmetry could be described by the Pauli matrices and produce 3 massless bosons that act

only on the left-handed chirality of fermions. This is represented by the weak force. Finally,

U(1) could be represented by a single complex number and produce just one massless boson

and represents hypercharge. The interesting thing about these symmetries is that they are

not observed to be mediated by massless bosons. The reason for this is explained by the
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Higgs field.

The key takeaway from the Higgs mechanism is that a gauge transformation can be

applied that turns a complex field into a massive scalar field with massive gauge bosons.

The Higgs mechanism predicted that there would be massive vector bosons to accompany

the weak force. The Higgs mechanism also allowed for the unification of the electromagnetic

and weak sectors into the electroweak sector by allowing for the mixing of the weak isospin

with the hypercharge. In the end, this theory predicted the existence of the massive W

bosons and Z boson and the orthogonal connection between the Z boson and the massless

photon. In 1983, the truth of these predictions was substantiated by the discovery of these

particles at the Super Proton Synchrotron through the UA1 and UA2 experiments. The

existence of the Higgs boson itself was not proven until 2012 [1].

The matter in the universe is subject to the interactions described above. Different

types of matter experience different subsets of these interactions. Protons, neutrons and

other hadrons are composed of quarks. Quarks experience both the strong force and the

electroweak force. The strong force works on such a small scale that quarks are always

confined because it would take more energy to separate them by a large distance than to

produce more quarks out of the vacuum. Matter in everyday life is composed of up (u)

and down (d) quarks, which are the valence quarks in protons (uud) and neutrons (udd).

The other quarks exist as sea quarks. The distinction between valence and sea quarks is

only relevant for determining the probability that a specific quark would appear in a proton

interaction. The probability that a particular quark or a gluon will participate in a proton

interaction for two values of Q2, the four-momentum transfer in the interaction squared, is

shown in Figure 2.1. The leptons are the e, µ and τ , along with their companion neutrinos.

The leptons do not interact via the strong force. The neutrinos only interact via the weak

force, but the other leptons also interact with the electromagnetic force. All of these particles

and their interactions can be seen in Figure 2.2.

Currently, leptons and quarks are the limit of the building blocks that have been observed.
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Figure 2.1: The probability that a given product will be involved in a proton interaction
depends on the fraction of proton energy involved in the interaction. The parton distribution
functions for the proton is shown for two different values ofQ2, the amount of four-momentum
transfer squared in the interaction. [13]

Figure 2.2: The particles of the standard model can be organized into quarks, leptons, and
bosons. Quarks and leptons are fermions that are the building blocks of matter and the
bosons are the force carriers that lead to interactions between the fermions. [14]
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Figure 2.3: Feynman diagram depicting the standard model interaction of a τ decaying via
the weak interaction into hadrons or lighter leptons and antineutrinos.

Leptons exhibit properties of point-like particles in the ways we can observe them and,

therefore, do not seem to be composite. This analysis probes the substructure present in

leptons, if any, and more specifically through the study of τ leptons, the heaviest of the

leptons.

This dissertation focuses on τ leptons as an important part of the final state in the search,

so it important to understand τ properties in more detail. The τ has a mass of 1.78GeV and

can decay via the weak interaction into a ντ in addition to hadrons or lighter leptons and their

respective antineutrinos. The Feynman diagram for this interaction is shown in Figure 2.3.

A summary of the decay modes of the τ can be seen in Table 2.1. The reason an analysis

might separate τ leptons from the other leptons for an analysis is that the τ s will decay

within the volume of the detector and in so doing, some of the energy will leave undetected

with the neutrinos and it will be difficult to reconstruct a mass peak from this. This analysis

uses the collinear approximation to navigate around that problem. This technique will be

described in more detail in Section 5.1.1.

2.4 Compositeness of Fermions

This analysis uses the formalism presented in [8]. Other sources that define and discuss the

theory of compositeness can be found in Ref. [2, 3, 4, 5, 6, 7, 9, 10]. The Lagrangian for the
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Decay mode Branching fraction (%)
Leptonic 35.2

τ → e νe ντ 17.8
τ → µ νµ ντ 17.4
Hadronic 64.8

τ → h−ντ 11.5

τ → h−π0 ντ 26.0

τ → h−2π0 ντ 10.8
τ → h−h+h−ντ 9.8

τ → h−h+h−π0 ντ 4.8
other 1.9

Table 2.1: List of decay modes for the τ . The final states of interest to the analysis will have
at least one hadronic decay, represented here with an end product of h for hadron.

contact interaction is given by

LCI =
g∗2

2Λ2 j
µjµ (2.2)

where g∗2 is chosen to be 4π, Λ is the compositeness scale and jµ is the fermion current given

by

jµ = ηLf̄LγµfL + η′Lf̄
∗
Lγµf

∗
L + η′′Lf̄

∗
LγµfL + h.c.+ (L → R) (2.3)

where f and f ∗ represent the SM fermions and excited fermions respectively, the η factors are

scale factors and the γµ are the gamma matrices. For simplicity, the η factors are set to one

for left-handed fermions and to zero for right-handed fermions. In addition to this contact

interaction, the excited lepton may also undergo a gauge-mediated interaction governed by

LGM =
1

2Λ
f̄ ∗
Rσ

µν

[
gsfs

λa

2
Ga

µν + gf
τ

2
Wµν + g′f ′Y

2
Bµν

]
fL + h.c. (2.4)

where Λ is the compositeness scale, f ∗
R is the excited fermion, fL is the standard model

fermion, σµν is an anti-symmetric rank two tensor used to represent fermion interactions,

λa are the Gell-Mann matrices, Ga
µν represent the SU(3) tensor field, τ represent the Pauli

matrices, Wµν represents the SU(2) gauge field, Y is weak hypercharge, Bµν is the U(1) gauge

field, the g factors are known factors derivable from the mass of the W and Z bosons and the

vacuum expectation value of the Higgs boson, and the f factors in the square brackets are
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Figure 2.4: Feynman diagram representing excited τ produced in conjunction with a SM τ
via contact interaction and its subsequent decay to τ and γ in the final state.

unknown scaling factors relating to the relative strength of the coupling between the bosons

and the excited fermions. The first term here represents mediation by a gluon and the

second and third terms represent an electroweak process mediated by a photon, W boson,

or Z boson. Each of these terms is slightly modified from the standard processes by the

inclusion of the excited fermion (f ∗) and by each term’s individual coupling factor (fs, f, f
′).

Putting these possible types of interactions together, we arrive at the possibility of a final

state with a photon and two τ leptons, as can be seen in Figure 2.4, which will be the focus

of this analysis.

Other analyses have been conducted by CMS at
√
s = 13TeV in 2016 data for electrons

[15] and in 2016 and 2017 data for muons [16]. The limits from that search can be seen in

Figure 2.5. Other experiments, such as LEP [17, 18, 19, 20], and ATLAS at
√
s = 8TeV [21],

have searched for excited leptons including τ leptons. None of these searches has found

evidence for excited leptons. For τ ∗, the most stringent limits set are at 2.5 TeV for a

compositeness scale equal to the mass of the τ ∗.

10



Figure 2.5: The limits from the search for excited electrons and muons are presented here.
For the case where the mass of the excited lepton is equal to the compositeness scale, the
limit is set at 3.9 TeV (electron) and 3.8 TeV (muon). [15]
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Chapter 3

Experimental Apparatus

This chapter discusses the experimental apparatus pertinent to the analysis, including its

broader context in collider physics. The chapter begins with a broad overview of collider

physics, then moves to the Large Hadron Collider (LHC), the specific collider involved in the

experiment, and then ends with an in-depth discussion of the detector setup of the Compact

Muon Solenoid (CMS).

3.1 Coordinate System

In CMS, a particular local coordinate system is used to standardize the directions of particles

passing through the experimental apparatus. The origin of this coordinate system is placed

at the nominal interaction point where the proton beams collide (described in more detail

in Section 3.4). The positive z-axis points parallel to the beam pipe counterclockwise when

viewed from above. The x-axis points to the center of the LHC and the y-axis points straight

up. Using these axes, it is possible to define angular measurements. The azimuthal angle

ϕ is measured in the x − y plane, such that ϕ = 0 is coincident with the positive x-axis

and ϕ = π/2 radians is coincident with the positive y-axis. The radial component of this

measurement is denoted as r. The x − y plane is also referred to as the transverse plane

because it is transverse to the direction of accelerating protons. This plane is very useful for

12



determining quantities such as momentum, since the initial momentum in this plane is zero,

so the final momentum of all particles should balance. The same cannot be said in the z

direction because it is the quarks and gluons inside the protons (described in more detail in

the next chapter) carrying some unknown fraction of the proton’s momentum that actually

interact.

Furthermore, an angle can be defined in the r − z plane and this angle is called θ. This

angle is measured such that θ = 0 is coincident with the r-axis and θ = π/2 is coincident with

the positive z-axis. Another variable is generally used in place of θ called pseudorapidity, or

η, where η = ln(tan(θ/2)). This variable proves useful because even particles with very high

Lorentz boost in the lab frame, such as the colliding protons, are expected to have uniform

distribution of outgoing particles in η on average after the collision.

3.2 Collider Physics

When discussing the search for new forms of matter such as an excited τ lepton, it is

important to review the basics of collider physics, since any such particles will only be

produced at the high energies achieved by particle colliders. There are two standard ways of

constructing a collider experiment. The first is to accelerate a beam of particles into a target

and the second is to accelerate two beams of particles and collide them with each other at

specific interaction points. It is easier to construct the first kind of collider, but the second

kind provides a much greater center-of-mass energy. This energy is the amount available

to new particles created in the collisions. It can be related to the new particles’ mass and

momentum via

E2 = m2 + p⃗ · p⃗. (3.1)

Therefore, in order to discover particles of high mass, it is important to increase the center-

of-mass energy to a level where those particles can be produced.

Even with enough energy to produce a given particle, some processes occur more fre-

13



quently than others, so it is important to produce a large number of collisions in order to be

able to observe rare processes of interest. The number of events of interest that are expected

to be observed is given by

Nevent = L σeventϵ (3.2)

where L is the luminosity, σevent is the event cross section, and ϵ is the detection efficiency.

The luminosity L is the rate of potential collisions within the detector per unit area and

is given by

L =
N2f

A
(3.3)

where N is the number of particles contained in one of the beams that are being collided at

one time, f is the frequency of the machine, and A is the area of overlap of the two beams

during the collision. The beams are organized into bunches of particles that are collided at a

specific frequency. Therefore, the number of interesting events can be increased by increasing

the rate at which particle bunches that are densely packed pass through each other. To give

a concrete example of the luminosity involved here, the total integrated luminosity, or the

instantaneous luminosity from above integrated over time, of data collected by CMS is shown

in Figure 3.1. The event cross section σevent is the theoretical prediction of the frequency

of occurrence of the desired event. The total cross section for all processes at the LHC is

approximately 70 mb1. The cross section of the events of interest to this analysis are on

the order of pb or fb depending on the exact parameters. The efficiency ϵ is a description

of the fraction of events that the detector will detect depending on various factors like area

coverage and reconstruction efficiency of the final products of the event.

1A barn (b) is a unit of area equal to 10−24cm2, approximately the cross-sectional area of a uranium
nucleus

14



Figure 3.1: The integrated luminosity represents that amount of data collected by CMS.
Image is available from CMS public results.[22]

3.3 Large Hadron Collider

The LHC is a synchrotron capable of colliding same-sign particles at various points around

its roughly circular ring, including for the CMS experiment. The machine itself is located

underground on the border of France and Switzerland at CERN near Geneva with a diameter

of 26.7 kilometers. In 2010, the first collisions were performed at 7TeV center-of-mass

energy2. At the end of 2011, the beam energy was increased to 4TeV per beam. The

current center-of-mass energy of the collider is 13TeV and the instantaneous luminosity is

1034 cm−2s−1.

The LHC accelerates beams of protons up to a design center-of-mass energy of 7TeV

using RF cavities tuned to 400 MHz. The bunches of protons are kept in a circular tra-

jectory using superconducting dipole magnets and are focused to low cross sectional area

by superconducting quadrupole magnets. The bunches of protons are tuned to collide with

2The center-of-mass energy is often referred to as
√
s in reference to the Mandelstam variables.
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Figure 3.2: The LHC is a large circular underground ring that is 26.7 km in diameter and
home to several experiments, such as CMS, ATLAS, ALICE, and LHCb. Image provided
courtesy of CERN.[23]
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each other at various interaction points throughout the ring every 25 ns. The next section

describes the specific detector located at one of those interaction points involved with this

analysis.

3.4 Compact Muon Solenoid

The Compact Muon Solenoid (CMS) detector is located at Point 5 of the LHC (described

in Section 3.3). CMS has many subdetectors that are responsible for detecting various

different types of particles produced in the collisions. Different particles interact in different

ways and cannot be detected with one universal method. The following subsections describe

the subsystems of the detector starting closest to the interaction point and working outwards.

Figure 3.3 shows a slice of the barrel region of CMS and what it looks like in three dimensions.

This figure also diagrams the various types of particles relevant to the analysis and which

subsystems are responsible for measuring properties of those particles. The solid (dotted)

lines represent particles with (no) electric charge.

3.4.1 Pixel Detector

The pixel detector provides “hits”, or a pulse above threshold that is associated with charged

particles passing through the sensors. The layout can be seen in Figure 3.4. It is composed

of 4 layers in the barrel that extend out to 160 mm from the interaction point and 3 rings

in the endcap that extend out to 50 cm in the forward and backward directions. The barrel

layers are cylindrical and the endcap rings look like turbines because they have tilted blades

as opposed to being a flat disk. The tilt of the modules in the rings optimizes radial and

azimuthal resolution. Across all the layers and rings there are 1856 individual modules each

with 66560 individual pixel sensors. The sensors are 100 microns × 150 microns and use an

n-on-n pn-junction for signal detection that is 280 microns thick. This means that n-type

silicon, which is a silicon lattice doped with atoms of an element with one more valence

17



Figure 3.3: (Top) A slice through the CMS experiment [24]. The various subdetectors
described in the chapter are shown starting with the innermost on the left moving to the
outermost on the right. Example particle signatures are also shown. (Bottom) The CMS
experiment in 3D [25]. This diagram demonstrates the sheer size of the experiment and how
the subdetectors are arranged cylindrically around the beam pipe.
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Figure 3.4: The layout of the CMS pixel modules [26]. The top half shows the current system
with upgrades and the bottom half shows the original design.
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electron, is used as the substrate, or the bulk of the sensor. Then highly doped implants

are placed around the charge collecting aluminum strips. To actually create a pn-junction,

a highly doped p-type silicon, or silicon doped with atoms with one fewer valence electron,

is inserted in the backplane. Then the excess electrons in the n-type substrate migrate to

the p-type backplane and combine with the holes (net positive charge that can migrate by

accepting an electron and making a net positive charge in the atom it received the electron

from) in that region. This creates a region where there are no free charges and this is called

the depletion zone. Even though the charges are not free to move around, the original sharing

of electrons between the p- and n-type silicon created a net electric field in the depletion

zone. A bias voltage can be applied to the junction to increase the size of the depletion

zone. The layout of the specific junctions used in the pixels can be seen in Figure 3.5. This

can be used to detect ionization of the substrate when a charged particle passes through

the material. The liberated electrons will migrate to the edge of the detector under the

influence of the electric field. The holes will also migrate to the backplane. The charges

also experience Lorentz drift from the magnetic field. Depending on the depth at which the

charges are produced, they will experience a different amount of drift. The amount of drift

can be larger than the size of an individual pixel. Charge interpolation allows for a final

spatial resolution of 15-20 microns. The signal is based on the number of electrons collected

at the n+ (highly doped n-type silicon) region guarding the aluminum strips. Signals greater

than 1900e (electron charges) are read out as a “hit”. The signals are read out by a 250-nm

CMOS ASIC and undergo on-chip digitization using an 8-bit ADC. A readout chip (ROC)

is responsible for an 80 × 52 region of pixels. When the ROC receives a message from the

token-bit manager (TBM) that an event at a specific timestamp passed a trigger and should

be recorded, it adds its hits to the message and passes the message on to the next ROC.

When the loop through the ROCs is complete, the TBM sends the data on to the front-end

driver (FED) at a rate of 400 Mbit/s. One TBM is responsible for 8 or 16 ROCs, which

is either half a module or a whole module. The FED then puts together the hits from the
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Figure 3.5: The n-on-n pn-junction is used in the pixel sensor to maintain high signal charge
at moderate bias voltages up to 600 V [27].

different modules and sends all the data to the central CMS data acquisition system.

3.4.2 Silicon Strip Tracker

The silicon tracker performs a similar function to pixel detector in that it provides hits for

charged particles passing through the detector. The main difference is the resolution and

the volume of the detector. The detector is arranged in long strips that each have a readout

channel instead of individual pixels with a readout channel. Fewer readout channels and

greater spacing between the layers keeps the cost from becoming prohibitive by sacrificing

some resolution. The sensors themselves are p-on-n type microstrip sensors. The layout

of the strip tracking system can be seen in Figure 3.6. The total active area of the silicon

tracker varies from 6243.1 mm2 in the endcap to 17202.4 mm2 in the outer barrel.
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Figure 3.6: The layout of the CMS strip tracking system [28]. Red and blue strips indicate
one-sided and two-sided strips respectively.

3.4.3 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is composed of lead tungstate crystals that scin-

tillate when ionized. This scintillation light is guided along the crystal to a photodetector

that is calibrated to report the amount of energy deposited in the crystal by a particle. Par-

ticles that interact via the electromagnetic interaction and have relatively low mass will be

stopped by the ECAL. These particles include electrons and photons. The electrons undergo

bremmstrahlung, or “braking radiation”, when they come near a nucleus in a material. This

means that they exchange a photon with the nucleus and release a photon with some of their

energy. Photons will convert into an electron and a positron (anti-electron) when they come

close to a nucleus. Thus there is a cycle of photons produced from the electrons and electrons

produced from the photons. Electrons can also deposit energy in the detector by ionizing

the material and through Cherenkov radiation. Energy lost to ionization is most significant

at low energies. Cherenkov radiation occurs for high energy electrons moving through the

crystals at speeds faster than the phase velocity of light in the crystals.[29] This produces
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what is called a shower. The scintillation light and Cherenkov radiation from all the various

pieces depositing energy in the detector will be used to reconstruct the energy of the original

photon or electron. Photons can be distinguished from electrons in this way because they

do not produce tracks in the silicon tracking system described above. The very forward (or

backward) region has a preshower that has better resolution for detecting the two photons

that come from a π0 and are often merged to look like one photon in the forward direction.

The resolution of this detector is given by

( σ

E

)2

=

(
2.8%√

E

)2

+

(
12%

E

)2

+ (0.30%)2 (3.4)

This corresponds to about 0.5% at 120 GeV.

3.4.4 Hadronic Calorimeter

The hadronic calorimeter (HCAL) is important for measuring energy from hadronic particles.

These particles organize into jets which are discussed in Section 4.5. This calorimeter is also

very important for determining the amount of missing transverse momentum (MET) that

can be used to determine the presence of particles that CMS does not detect. The resolution

of the detector is ∆E/E ≈ 100%/
√

E[GeV ] ⊕ 5%. The HCAL can be organized into four

distinct pieces, shown in Figure 3.7. They are barrel (HB), endcap (HE), outer (HO), and

forward (HF).

The barrel (|η| < 1.3) is made of alternating layers of brass and plastic scintillator that

acts as a sampling calorimeter. The use of brass provides an increased number of nuclear

interaction lengths, such that particles which experience the strong force undergo a nuclear

interaction and deposit their energy in the calorimeter through ionization. The number of

interaction lengths experienced by particles traveling through the calorimeter is equal to 5.82
sin θ

,

where θ is the polar angle. This leads to a maximum of 10.6 interaction lengths at |η| = 1.3.

The plastic scintillators produce light that must be wavelength shifted through secondary
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Figure 3.7: The layout of the various parts of the HCAL are shown here, including the barrel
(HB), endcap (HE), outer (HO) and forward (HF) [30].

scintillation before being sent via fibres to a hybrid photodiode (HPD). The scintillator is

segmented into units of 0.087 × 0.087 in η and ϕ.

The endcap covers the range 1.3 < |η| < 3. This means that it must be radiation tolerant

to experience the high particle flux at these angles and be non-magnetic to operate inside a

large magnetic field. The absorber material was chosen to be C26000 cartridge brass. The

material is arranged in a staggered geometry to prevent dead zones and to minimize cracks

between HB and HE. The granularity of the energy towers in HE is 0.087 × 0.087 in η and

ϕ up to |η| = 1.6 and 0.17 × 0.17 after that.

The HO subdetector covers |η| < 1.3 just as HB, but it is located outside of the solenoid

to absorb any showers that could not be contained by the amount of material that particles

had already passed through, including 1.4
sin θ

interaction lengths from the solenoid itself. The

presence of HO reduces the amount of shower leakage that would otherwise not be measured,

which will in turn improve the calculation of missing transverse momentum.

The HF subdetector covers 3.0 < |η| < 5.0 and must withstand incredibly high amounts
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of radiation. At |η| = 5, the detector has experienced 3-4 MGy of radiation over an integrated

luminosity of about 150 fb−1. Therefore, quartz fibres were chosen as the active medium for

their radiation hardness. These fibres are inserted into steel absorber. The detector measures

the Cherenkov radiation produced from the particles through the quartz at phase velocities

higher than the speed of light in quartz. This threshold is about 190 keV for electrons. Since

the quartz is very radiation-hard, the activation of the absorber from high particle flux has

little effect on the measurement quality of the quartz.

3.4.5 Superconducting Solenoid

The superconducting solenoid weighs 220 tons and spans 12.5 m along the length of the

detector and cold bore diameter of 6.3 m. The diameter must be so large in order to

house the calorimeters and tracking system, which are closer to the interaction point. The

magnet is kept at 4.5 K during operation to be able to maintain a large field and stay in the

superconducting regime. The solenoid provides a 3.8-T magnetic field at all points within

its volume and approximately a 2-T field outside by employing a return yoke. This allows

for the determination of the charge and momentum of charged particles by measuring the

radius of curvature of the tracks made by charged particles.

3.4.6 Muon Chambers

The muon chambers provide hits that allow the reconstruction of the muon trajectories.

The muons are not stopped in the calorimeters because they are much more massive than

electrons and aren’t moving fast enough to lose energy to ionizing the material in the ECAL

and they do not interact via the strong force and so are not stopped in the HCAL either.

There are three different types of chambers that are used in the muon system. They are drift

tubes (DT), cathode strip chambers (CSC), and resistive plate chambers (RPC). Different

chambers are used in different parts of the detector to balance detection efficiency and

interaction with the magnetic field with the cost of the chambers.
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Drift Tubes

Drift tubes are used in the barrel up to |η| = 1.2. The drift tubes include an anode wire

stretched through the middle of the cell held at 3600V, electrode strips at the top and bottom

of the cell held at 1800V, and cathode strips on the sides held at -1200V. The top and bottom

of the cell are held at ground potential. When a muon passes through the cell and ionizes

the gas (85/15% Ar/CO2), the drift time provides a location measurement for the passing

muon. The drift tube is used in the barrel because it is relatively inexpensive to manufacture

and is expected to have good performance since the rate of muons is expected to be low in

the barrel region and the magnetic field will not interfere with the detectors in this region

since it is mostly contained in the steel yoke interspersed with the muon chambers. The

layout of the individual cells of the drift tubes can be seen in Figure 3.9. The drift tubes

are organized into 4 layers of tubes that are offset by half a cell from each other to provide

redundancy in measurement and to provide better resolution. These sets of layers are called

superlayers (SL). Depending on the orientation of the SL, the drift tube will measure either

the z position along the beam pipe or the ϕ angle. There are 4 stations in each of the 12

sectors in the barrel of the detector. Each station has two SLs that measure ϕ and the inner

three stations also have a SL that measures the z position.

Cathode Strip Chambers

The CSCs are used in the endcap region where the magnetic field is large and nonuniform.

The CSCs cover a range of 0.9 ≤ |η| ≤ 2.4. The actual layout can be seen in Figure 3.10.

Each chamber contains alternating layers of anode wires and cathode strips. The chamber

is put together in sets of seven panels, four cathode and three anode. This creates six gaps

for the gas mixture of 40/50/10% Ar/CO2/CF4. A passing muon will create an avalanche

near the anode wires that then creates an induced charge on the cathode strips. Through

interpolation based on the induced charge, precise locations can be determined for the muon.

This can be seen in Figure 3.11.

26



Figure 3.8: There are 12 sectors for the muon system. In addition there are 5 identical
wheels that look like the one shown here that cover the length of the barrel [30].
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Figure 3.9: The drift tubes include an anode wire stretched through the middle of the cell
held at 3600V, electrode strips at the top and bottom of the cell held at 1800V, and cathode
strips on the sides held at -1200V. The top and bottom of the cell are held at ground
potential. When a muon passes through the cell and ionizes the gas (85/15% Ar/CO2), the
drift time provides a location measurement for the passing muon [30].

Figure 3.10: A slice through the detector parallel to the beam direction. The CSCs are
highlighted in red [30].
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Figure 3.11: The left shows the trapezoidal CSC chambers with alternating layers of cath-
ode strips and anode wires. The right shows the induced charge used for position measure-
ment [30].

Resistive Plate Chambers

The RPCs provide good timing and momentum resolution for muons. Their quick response

time allows for an unambiguous determination of the specific bunch crossing in which an

interesting muon signature took place. The RPCs cover up to |η| = 1.6 and provide a good

trigger even at the high rates of background at the LHC, which can get up to 1 kHz/cm2.

The RPCs can achieve a timing resolution of 1 ns with bunch crossings occurring every 25 ns.

The RPCs themselves are composed of two gaps containing a gas mixture of 96.2% R134a

(C2H2F4), 3.5% iC2H10, and 0.3% SF6 with pick-up readout strips in between. Water vapor

is added to the gas mixture until the humidity of the gaps is about 45%.

3.4.7 Triggering and Data Acquisition

The trigger system is responsible for reducing the number of events that occur at the lumi-

nosity of the LHC to a number that can be saved and analyzed later. After an event passes

the triggering step, it is saved to be processed further by the data acquisition system. The
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trigger is organized into two levels, L1 and HLT. The Level-1 (L1) trigger reduces the data

rate of 40 MHz (corresponding to the bunch crossing frequency of 25 ns) with 20 pp collisions

per bunch crossing to a rate of 100 kHz through the use of programmable hardware such as

field-programmable gate arrays (FPGAs), application-specific integrated circuits (ASICs),

and look-up tables (LUTs). The FPGAs provide the flexibility to be reprogramed when nec-

essary and the ASICs and LUTs provide speed and better density and radiation resistance

requirements when located within the detector volume. The L1 trigger makes its decisions

based on coarsely segmented data from the calorimeters and muon systems while holding the

high-resolution data in memory in the front-end electronics. The latency allowed between a

bunch crossing and the decision about that bunch crossing is 3.2 µs. The full trigger diagram

for L1 Accept can be seen in Figure 3.14. The L1 trigger has local, regional, and global levels.

There are also different components coming from the calorimeters and the muon system.

For the calorimeter, trigger primitives start as individual energy towers of a 5×5 region

of crystals at the local level and then those are passed to the Regional Calorimeter Trigger

(RCT). At the regional level, electron/photon candidates and transverse momentum sums

are determined, as well as information about the isolation of muons and whether they meet

standards for minimally ionizing particles. The electron/photon algorithm determines the

tower with the largest energy deposit across the entire ECAL. Isolated and non-isolated

candidates are limited to 8 trigger towers clustered together to minimize the impact of pile-

up energy deposits. A total of 5 towers in the ϕ direction and 2 in the η direction are

allowed. A shape veto is applied to discriminate electron and photon showers from jets.

Isolation is then decided by looking at the 5 × 9 region around the seed tower excluding

the footprint of the candidate (see Figure 3.12). Each region of 4 × 4 trigger towers sends

four isolated and four non-isolated candidates to the Global Calorimeter Trigger (GCT).

The GCT provides the jets, total transwerse momentum, missing transverse momentum,

the scalar tranverse energy sum of all jets known as HT, and a ranked list of isolated and

non-isolated electron/photon candidates. Jets stemming from τ s are determined using the
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Figure 3.12: A depiction of the electron/photon algorithm. A shape veto is applied to
discriminate from jets. The isolation is determined by thresholding the energy in the sur-
rounding region [31].

HPS (hadrons-plus-strips) algorithm. The algorithm starts from the reconstructed jets and

looks to reconstruct the energy from neutral pions by clustering the photon and electron

constituents of the jets into strips of a dynamic size. The determination of these strip sizes

is based on simulation and the desire to contain 95% of the decay products of the τ within

the strip between a minimum strip size of 0.05 in ∆η and ∆ϕ and a maximum size of 0.15

in ∆η and 0.3 in ∆ϕ. The algorithm makes a strip starting with the highest pT electron or

photon not already associated with a strip. The next highest constituent is then tested to

see if it should be added to strip currently being constructed according to a formula shown

graphically in Figure 3.13. If added, the strip location is then reweighted by pT to include

the new constituent.

For muons, all three subsystems described in Section 3.4.6 contribute to the trigger.

The DTs provide track segments in the ϕ-projection and hit patterns in the η-projection.

The CSCs provide 3D track segments. The Regional Muon Trigger (RMT) combines these

track segments with the excellent timing of the RPCs to determine muon candidates. The

track segments from individual stations are grouped together by extrapolating the trajectory
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Figure 3.13: Simulation using a τ gun to determine the maximum distance allowed between
an existing strip and a potential addition to that strip. The dotted points show the 95th
quantile of the data and the line shows the final fitted equation [32].

originating at the vertex and passing through the source segment into another station. If

there is a compatible segment in that station based on location and bending angle, then

the segments are grouped together. The RMT then sends up to four candidates from the

barrel and four fron the endcap on to the Global Muon Trigger (GMT) after determining

the tranverse momentum and quality of the reconstructed tracks. The candidates with the

highest transverse momentum and best quality tracks the sent on. The GMT then combines

the tracks with the isolation information that comes from the calorimeters. The GMT then

sends four candidates on to the Global Trigger.

The Global Trigger uses the information from the GCT and GMT to finally accept or

reject an event. At this level, things like transverse momentum thresholding is applied to

individual objects. A single trigger mask is applied and events passing the mask are accepted.

When an accept trigger is reached, that is communicated to the sub-detectors through the

Timing, Trigger and Control (TTC) system.

The data is then sent on to the HLT for more processing. The HLT (High Level Trigger)

further reduces the rate to 1 kHz. The HLT is based in software. The HLT algorithms have
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access to the full readout data and can, therefore, perform calculations similar to those that

would be performed in an offline analysis setting on the reduced set of interesting events.

The events that still pass the requirements of at least one of the many trigger conditions in

the HLT are saved off to disk, assuming the trigger does not need to be prescaled. Prescaling

is a process used to take only a fraction of events from a type of trigger that might produce

a large volume of events. These HLTs can be used during analysis processing to select

for events of particular interest to that analysis, such as a muon that passes a momentum

threshold or the presence of a tau lepton meeting certain criteria, for example.

For this analysis, the many different decay modes of the tau leptons produce various

possible final states (see Section 2.3). Since the HLT can select events that have specific

characteristics such as types of particles in the event, many different triggers are used in the

analysis to select the appropriate final state. Muons are the most efficiently reconstructed

objects in the detector, so channels involving muons rely on the IsoMu24 or IsoMu27 trigger

depending on the year. This trigger passes when there is an isolated muon that has a

pT ≥ 24 or 27 respectively. The electron trigger is used for the electron+hadronic tau

final state and is of the form Ele{pT} WPTight Gsf, where {pT} can be 25, 27, 32 or 35,

depending on what trigger is available. Finally, for the two hadronic tau final state, the

trigger is DoubleMediumCombinedIsoPFTau35 Trk1 eta2p1 Reg.
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Figure 3.14: The possibilities for accepting an event at the Level-1 Trigger [30].
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Chapter 4

Physics Event Reconstruction

With so many subdetectors in the CMS experiment, as described in the last chapter, a

great deal of data can be gathered about what types of particles are traversing the detec-

tor. However, each subdetector individually would not provide a complete picture of the

final-state particles that are the interesting features to analyses. Even after events have

triggered the data acquisition system, much work is still required to reconstruct what hap-

pened in the event from the recorded data. The Particle Flow (PF) algorithm is central to

identifying, reconstructing and calculating kinematic variables for the particles in an event.

In previous hadron collider experiments, physics objects were mostly delegated to individ-

ual subsystems to identify. [33] However, this system can be greatly improved by looking

at different subsystems simultaneously. Extrapolating connections (or lack of connection)

between measurements in different subsystems can enhance the resolution of the kinematic

measurements of the reconstructed objects. The concept for this algorithm was originally

developed for the ALEPH experiment at LEP, which was an e+ e− collider. An e+ e− col-

lider is a much cleaner environment since there aren’t interactions happening that were not

part of the hard scattering. With proton colliders, the debris from the parts of the protons

that were not involved in the collision create many background signatures that must be

separated out. Hadron collider experiments before CMS did not have the required spatial
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resolution to resolve the particles of interest. CMS has a finely segmented ECAL, a hermetic

HCAL, a strong magnetic field, and a high-resolution tracking system, which all combine to

produce better particle identification. Every physics object reconstructed by CMS requires

input from multiple detector subsystems. A “link algorithm” [33] is used to evaluate all

PF elements simultaneously and identify groups of PF elements that are compatible with a

physical object when combined. Elements are excluded from further consideration once they

have contributed to a PF object. The following sections describe how various particles and

interesting observables are reconstructed.

4.1 Charged particle tracking

In the original design of CMS [34], charged particle tracking was intended to be used to

identify energetic isolated muons, energetic isolated τ decays, and secondary vertices related

to b quark jets. Its function has since been expanded to include electrons and muons. Track

construction is based on a Kalman filter [35] that reconstructs tracks in three stages: first,

with initial seed generation from a few hits compatible with the trajectory of a charged

particle; second, adding in hits from all tracker layers that match the trajectory; and finally,

fitting the track to obtain the origin, pT, and direction of the track. To reduce the overall

number of tracks being kept for analysis, tracks must additionally have been seeded with

hits from two consecutive layers in the pixel detector and have at least eight hits in total,

none of which contributes more than 30% to the track’s goodness-of-fit χ2, and not having

more than one layer along the track missing a hit. Finally, tracks are only saved if they

originated within 3.5 cm of the beam axis and have pT > 0.9GeV.

The efficiency of track reconstruction and the misreconstruction rate of this process was

tested with Monte Carlo simulation. The efficiency is defined as the fraction of simulated

tracks that are reconstructed and have at least 50% of the hits simulated for that track and at

least 50% of the hits in the reconstructed track belonging to the associated simulated track.
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Figure 4.1: The tracking efficiency (left) and misconstruction rates (right) for a single itera-
tion (black), all iterations involving seeds with at least one hit in the pixel detector (green),
and all iterations (red). [33]

The misreconstruction rate is the fraction of reconstructed tracks that cannot be associated

with a simulated track. The measured efficiency of this process is 99% for isolated muons and

70-80% for charged pions with pT > 1GeV. This level of inefficiency would be unacceptable

for the charged pions because those that were missed in tracking would be reconstructed as

neutral hadrons that have a biased direction (or not reconstruct them at all). This would

cause the PF algorithm to have poorer jet energy and angular resolutions by about 50%. To

mitigate this inefficiency, the tracking is run in multiple iterations. The different iterations

have different quality criteria applied to them based on what type of track is trying to be

recovered in that iteration. All hits that are associated with a track in one iteration are

removed from consideration in all future iterations. This process allows the loosening of

criteria in later iterations to recover efficiency while maintaining a low misreconstruction

rate. The efficiency and misreconstruction rates for this process can be seen for charged

hadrons in Figure 4.1.
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4.2 Muons

Muons are reconstructed from compatible tracks in the inner tracker and the muon detec-

tors [36]. Tracking for muons can arise in three different pieces. There are standalone muon

tracks resulting from fitting the hits in the DTs and CSCs into track segments and then using

those as seeds to collect all the hits in the muon system associated with that muon’s tra-

jectory. Tracker muons result from tracks from the tracking system that have pT > 0.5GeV

and total momentum greater than 2.5GeV being extrapolated to the muon system. If at

least one muon segment matches to the extrapolated track, the track qualifies as a tracker

muon. Matching is performed by using a local coordinate system transverse to the beam

direction. If the distance between the extrapolated track and the muon segment is less than

3 cm in the better measured coordinate or if the ratio of this distance to its uncertainty is

less than 4, then the two are matched. Global muons are the combination of standalone

muons with tracker muons when they have compatible tracks. Global muons improve the

momentum resolution at large pT. Matching tracks measured in the inner tracker and the

muon detectors results in a relative pT resolution, for muons with pT up to 100GeV, of 1%

in the barrel and 3% in the endcaps, and of better than 7% in the barrel for muons with

pT up to 1TeV [36]. Some muons will not be reconstructed as global muons if they undergo

multiple scattering in the steel return yoke, which is common for muons with pT < 10GeV.

Even with this, approximately 99% of muons within the acceptance of the muon system are

reconstructed as either global muons or tracker muons.

After tracks have been established, muons are the first objects to be identified by the

PF algorithm and their signatures are then removed from further consideration. Additional

track fit and matching quality criteria suppress the misidentification of hadronic showers

that punch through the calorimeters and reach the muon system. Isolated global muons are

only accepted if the sum of the pT of the inner tracking tracks and the calorimeter energy

deposits within ∆R of 0.3 is less than 10% of the muon pT. For nonisolated global muons,

the tight muon selection [36] is applied and there must be three track segments in the muon
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Figure 4.2: The amount of material of the tracking system is shown in terms of nuclear
interaction lengths (left) and radiation lengths (right) as a function of pseudorapidity. The
probability of an interaction leads to a loss of efficiency in the tracking. [33]

system or calorimeter deposits consistent with the muon hypothesis. Standalone muons may

also be selected if they have a high-quality track associated with many hits in the muon

system.

4.3 Electrons

Electrons are reconstructed by geometrically matching charged-particle tracks from the track-

ing system with clusters of energy deposited in the ECAL. [37] The electron momentum is

estimated by combining the energy measurement in the ECAL with the momentum mea-

surement in the tracker. The momentum resolution for electrons with pT ≈ 45GeV from

Z → ee decays ranges from 1.7 to 4.5%. It is generally better in the barrel region than in

the endcaps, and also depends on the bremsstrahlung energy emitted by the electron as it

traverses the material in front of the ECAL. Figure 4.2 shows on the right-hand side the

number of radiation lengths that an electron would have to traverse before even reaching the

ECAL. Since a large fraction of electrons will emit bremsstrahlung photons before reaching

the ECAL, the energy of the electron is measured in what is called a supercluster of ECAL

clusters that have a small range in η and a large range in ϕ to account for bending of the
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trajectory from the magnetic field in the azimuthal direction. This reconstruction method

assumes that the electron is well isolated from other particles, which does not hold for elec-

trons in jets. To recuperate efficiency for these types of electrons, as well as for low-pT

electrons that are bent significantly by the magnetic field, electrons are also seeded in the

PF algorithm with charged-particle tracks, as described in the previous section. The later

iterations of the tracking can recover these electrons with their reduced requirements for the

tracks, and all tracks with pT > 2GeV are used to seed the electrons.

Electrons can be distinguished from charged hadrons because they are much more likely

to radiate in the tracker. When they don’t radiate very much in the tracker, they can still

be distinguished from charged hadrons because they will have a track with a well behaved

χ2 and a corresponding ECAL energy deposit. These kinds of electron seeds are required

to have a momentum measured from the track and an energy deposit in the ECAL close

to unity to be considered. When the electrons do radiate, the pattern recognition may not

be able to piece together the whole track or the fit may have a large χ2. These kinds of

situations are fit again with a Gaussian-sum filter (GSF), which is better suited to dealing

with sudden loss of energy (as by the emission of a photon) than a Kalman filter. Figure

4.3 shows how efficiently electrons can be reconstructed through this process and how often

charged hadrons are confused for electrons.

4.4 Photons

Photons are reconstructed similarly to electrons, but they lack the charged tracks from

tracking system, so the energy is just determined by the shower in the ECAL. However, the

tracker-based seeding as described for the electrons is also useful for photons because the

electrons and positrons resulting from conversions in the tracker material can be correctly

associated with the parent photon using a dedicated conversion finder. A prompt photon

can then be distinguished from a bremsstrahlung photon by summing the momenta of the
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Figure 4.3: The efficiency for electrons and charged hadrons to give rise to an electron
seed with and without the tracker-based seeding added for a sample of b quark jets with
80 < pT < 170GeV and a semileptonic decay.

conversion tracks and seeing if the resulting trajectory coincides with a track tangent of

a different GSF track. If it does, it will be linked to that track as part of the electron

shower. In the end, an isolated photon candidate is seeded from an ECAL supercluster

with transverse energy greater than 10GeV that does not have a link to a GSF track and is

isolated from other tracks and calorimeter clusters. Additionally, the HCAL cells within 0.15

in the (η, ϕ) plane must not have more than 10% of the ECAL supercluster energy when

summed together. The energy finally assigned to the photon is the energy of the ECAL

clusters corrected by analytical functions of E and η to account for energy not correctly

associated to the object.

4.5 Jets

After the muons, electrons, and photons have been reconstructed and their signatures have

been masked by the PF algorithm so as not to be used in later reconstructions, the particles

that remain to reconstruct are the hadrons. The process of hadronization leads to many
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hadrons being created in close proximity to each other. The signature of these hadrons

is energy clusters in the ECAL and HCAL. These hadrons are clustered in jets using the

anti-kT algorithm [38] with a distance parameter of 0.4, as implemented in the FastJet

package [39]. Jets are composite objects made up of several particles, hence the momentum

is determined as the vectorial sum of all particle momenta. Additional pp interactions within

the same or nearby bunch crossings can contribute additional tracks and calorimetric energy

depositions, increasing the apparent jet momentum. To mitigate the effect of the charged

particle contribution from pileup (uninteresting products not involved in the hard scatter)

on reconstructed jets, a charged hadron subtraction technique is employed, which removes

the energy of charged hadrons not originating from the PV [33]. In addition, the impact of

neutral pileup particles in jets is mitigated by an event-by-event jet-area-based correction

of the jet four-momenta [40, 41, 42]. Aside from pileup contamination removal, additional

quality criteria are applied to each jet to remove those potentially mismeasured because of

instrumental effects or reconstruction failures [43].

4.6 Missing Transverse Momentum (MET)

The vector p⃗miss
T is defined as the negative vector pT sum of all the PF candidates in an event,

and its magnitude is denoted as pmiss
T [44]. The p⃗miss

T is computed from the PF candidates

weighted by their probability to originate from the PV, and is modified to account for cor-

rections to the energy scale of the reconstructed jets in the event. Jet energy measurements

have a resolution of approximately 15%, so that dominates the uncertainty on the p⃗miss
T

measurement. After applying these corrections, this observable is referred to as the Type-I

Missing Energy Transverse (or Type-I MET). However, this name is a misnomer because

one of the major components of this variable is that it is a vectorial sum of components.

This dissertation will, therefore, use the more modern term of p⃗miss
T for the vector and pmiss

T

for its magnitude to reference the quantity of momentum on which it is based.
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4.7 Hadronically decaying Taus

Hadronically decaying τ lepton candidates (τ h) are reconstructed from jets using the hadrons-

plus-strips algorithm [45], which combines one or three tracks with energy deposits in the

calorimeters, to identify the corresponding one- or three-prong τ lepton decay modes. The

main τ decay modes can be seen in Table 2.1. Here the number of prongs refers to the

number of charged hadrons involved in the decay. Neutral pions from τ lepton decay are

reconstructed as strips with variable size in η-ϕ from reconstructed electrons and photons,

where the ϕ is azimuthal angle in radians and the strip size varies as a function of the pT of

the electron or photon candidate. The decay of a τ lepton differs from generic hadronization

in the multiplicity, isolation and collimation of its decay products. Because the products

are the result of a decay, the momentum of the original τ determines the boost of the decay

products, which leads to the more characteristic features.
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Chapter 5

Background and Signal Modeling

Models can be used to create artificial events that ideally have the same properties as data

events collected through collisions. Understanding the properties of a particular process

being modelled is important for the success of the model. This chapter details important

properties of the signal used for the analysis and describes how the simulated events used in

the analysis (both signal and background) were generated.

5.1 Signal Properties

Signal events are simulated using PYTHIA [46] with a compositeness scale of Λ = 10TeV

and τ ∗ masses ranging from 175 GeV to 5000 GeV. Other small datasets were also generated

for a few compositeness scales equal to the mass of the τ ∗ and values for f and f ′ other

than 1 that showed no significant deviations in the properties described in this section, and

therefore, all limits at different compositeness scales are simply calculated from the limits

found at Λ = 10TeV.
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5.1.1 Collinear Approximation

As mentioned in Section 2.4, the τ leptons produced in the signal events decay into various

final states, including electrons, muons, and hadrons (pions). Each decay also includes

at least one neutrino. The neutrino is not detected by any of the subdetectors of CMS

and its momentum contributes to the missing tranverse momentum pmiss
T , also called MET

(for missing energy transverse). If it is assumed that all the missing momentum in an

event comes from the τ neutrinos, then the MET is simply a sum of those momenta. The

collinear approximation states that given a sufficiently high Lorentz boost (or momentum)

of the τ lepton, the resulting neutrino’s trajectory will be essentially parallel to the original

τ direction. The simulation was checked for the validity of this assumption. The ∆R

between the τ and its daughter neutrino is well within the reconstruction cone of the τ ,

so the approximation can be used. To further give a sense for the benefit of applying this

approximation in our analysis, we turn to the properties of the individual τ s in the event.

Because there are two essentially indistinguishable final state τ s, an ambiguity arises over

which one to pair with the photon. The proximity of the correct pair is not uniform for all

mass points. The momentum of the τ s is also not sufficient to narrow down the pairing.

Therefore, the correct pairing can only be obtained by making both pairings and selecting

events that are sufficiently close to the correct mass in one of the pairings. The magnitude

of each neutrino transverse momentum is calculated according to the following equations:

ν0 = |MET|sin(ϕM − ϕ1)

sin(ϕ0 − ϕ1)
(5.1)

ν1 = |MET|sin(ϕ0 − ϕM)

sin(ϕ0 − ϕ1)
(5.2)

The subscripts 0,1, and M represent each of the two leptons and the MET, respectively.

These equations are simply the result of solving the linear system of equations to decompose

the MET along the two tau directions. The four-momenta of the neutrino (assuming a
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Figure 5.1: 2D mass plot of both pairings of the photon with a τ before (left) and after
(right) the collinear approximation is applied in the e+τ h channel.

massless neutrino) is added to its respective tau when applying the collinear approximation.

The two mass combinations are then obtained by adding each modified tau four-momentum

to the photon four-momentum and finding the mass from the equation m2 = E2 − p⃗ · p⃗.

The 2-dimensional mass plot obtained from doing this is shown in Figure 5.1. The need for

the collinear approximation is apparent from these graphs based on the much more sharply

defined signal shape after applying the approximation and restoring the missing momentum.

Another example of a graphical representation of this can be seen in Figure 5.2, where the

difference between the simulated momentum and the reconstructed momentum is plotted.

After applying the approximation, that distribution is centered around 0 and more sharply

peaked, allowing for a more accurate and precise reconstruction of the τ ∗ mass.

5.1.2 Important Signal Properties

In making the some of the decisions in Section 6, the signal properties informed the method of

making the decision. For example, the signal events have a high-pT photon. Other important

properties include the expectation of an oppositely charged τ pair. From simulation, we

expect less than 10% of our signal events to be misreconstructed as same-sign events. We
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Figure 5.2: Momentum difference between simulated τ s and their reconstructed counterparts
for a τ ∗ mass of 175 GeV in the e+τ h channel, with and without the collinear approximation
applied. The corrected curves are more sharply peaked and centered around zero, given a
better representation of the τ momentum.

also use b tagging to discriminate from some of our backgrounds. When choosing a working

point for eliminating b tags, we considered both the medium and the tight working points.

The final choice came down to maintaining as much relative signal as possible.

The final key feature to discuss is the selection of the binning of the 2D mass plane.

Because the signal has such a distinct shape in this plane, we divide the plane up into bins

based on that shape, as shown in Figure 5.3. Bin 2 is then taken as the Accept region and

all other bins are combined into a Reject region. The width of Bin 2 is a free parameter to

choose and we choose 10% of the hypothesis mass to either side of the central mass based on

the behavior of the signal. The acceptance rate for choosing different bin widths is shown in

Figure 5.4. A balance must be struck between acceptance of signal vs. acceptance of other

backgrounds. Backgrounds are discussed in more detail in Section 6.9.
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Figure 5.3: Binning scheme used to increase signal sensitivity.

Figure 5.4: Scan of acceptance rate for various bin widths in the e + τh channel.
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5.2 Data and simulated samples

The data corresponds to 138 fb−1 collected between 2016 and 2018 and recorded by the CMS

experiment in pp collisions at
√
s = 13TeV. Monte Carlo simulation is used to model the

Standard Model backgrounds that contain real τ s in the final state and other leptons that

are misreconstructed as τ h. Backgrounds involving fake taus arising from jets are estimated

using data-driven methods, as described in Section 6.9.

MadGraph5 amc@nlo [47] 2.6.5 at LO using the MLM [48] jet matching scheme is

used to generate Drell-Yan samples and W + jets samples. Zγ samples are generated us-

ing MadGraph5 amc@nlo 2.6.5 at NLO and using the FxFx [49] jet matching scheme.

Samples of tt and single top s-channel samples are generated using powheg 2.0 [50, 51, 52].

Single top t-channel samples are produced using powheg 2.0 in combination with Mad-

Spin [53], a package provided as part of the MadGraph5 amc@nlo framework. WW, ZZ,

and WZ samples are produced using pythia 8.240.

Parton distribution functions (PDFs) from the NNPDF3.1 next-to-next-to-leading-order

(NNLO) set [13] are used for all background and signal samples. pythia 8.240 is used to

perform parton showering, fragmentation and hadronization in all simulated samples with

the CP5 [54] event tune. The simulation of the response of the CMS detector to incoming

particles is performed using the Geant4 toolkit [55]. Additional inelastic pp interactions

from the same or nearby bunch crossings (pileup) are simulated and incorporated in the MC

samples.

49



Table 5.1: Cross section for various signal sample masses.

Mass of τ ∗ [GeV] Cross section [pb]

175 2.90E-02
250 2.16E-02
375 1.56E-02
500 1.18E-02
625 9.14E-03
750 7.07E-03
1000 4.26E-03
1250 2.55E-03
1500 1.53E-03
1750 9.07E-04
2000 5.37E-04
2500 1.87E-04
3000 7.51E-05
3500 2.72E-05
4000 9.88E-06
4500 3.63E-06
5000 1.36E-06
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Chapter 6

Event Selection

The reconstruction and identification of individual particles in an event is based on the

particle-flow (PF) algorithm [33], with an optimized combination of information from the

various elements of the CMS detector. In each event, the candidate vertex with the largest

total physics-object p2T is taken to be the primary pp interaction vertex (PV). The energy

of photons is obtained from the ECAL measurement. The energy of electrons is determined

from the electron momentum at the PV as determined by the tracker, the energy of the

corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially

compatible with originating from the electron track. The momentum of muons is determined

from the curvature of the corresponding track, and the energy is obtained from the momen-

tum. The energy of charged hadrons is determined from a combination of their momentum

measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for

the response function of the calorimeters to hadronic showers. Finally, the energy of neutral

hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

6.1 Electrons

Electron identification is achieved using a multivariate approach (MVA) which combines

multiple parameters related to the electron reconstruction (e.g. isolation) into a single vari-
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able to discriminate signal (prompt) from background (non-prompt or unmatched) electrons.

Selected electrons are those which pass a cut value corresponding to 90% signal efficiency.

A scale factor, further discussed in Section 7.1, is applied to the simulation to correct the

MVA tagging efficiency compared to that in data. The electron is required to have a mini-

mum pT of 20 GeV and fall within the silicon tracker acceptance of |η| < 2.5. The electron

is required to not fall within the small gap region between the ECAL endcap and barrel

(1.444 < |ηsc| < 1.566). For the Z veto, discussed later in this section, we select electrons

using the loose working point of the MVA-based tagger without isolation variables included

in the training.

6.2 Photons

Photons are reconstructed similarly to electrons, but they lack the charged tracks from track-

ing system, so the energy is just determined by the shower in the ECAL. Photon identification

is achieved using a multi-variate approach which combines multiple parameters related to

the photon reconstruction into a single variable to discriminate signal from background. Se-

lected photons are those which pass a cut value corresponding to 90% signal efficiency. In

addition to the MVA identification, additional selection is applied to the photon candidate

to discriminate against electrons. There are two options: a “conversion safe electron veto”

to be used when the analysis is not sensitive to photons faked by electrons and a “pixel seed

veto” to be used when the analysis is sensitive to photons faked by electrons. For our anal-

ysis, we choose the former for the channels with no electrons (µ+µ, µ+τ h, τ h+τ h) and the

latter for the channels with electrons (e+e, e+µ, e+τ h). Two scale factors, further discussed

in Section 7.1, are applied to the simulation to correct for differences in tagging efficiency

for both the MVA identification and electron veto compared to that in data. The photon pT

cut is set at 20 GeV in the e+e, µ+µ and e+µ final states as this is the lowest pT value for

which POG-provided scale factors are provided for Photon mvaID WP90. The photon pT cut
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is increased to 100, 100, 75 GeV in the µ+τ h, e+τ h, τ h+τ h final states to have an improved

signal to background ratio. The lower threshold of 75 GeV is used in the τ h+τ h final state

to increase event statistics in our signal and sideband regions. In order to discriminate from

electrons (which produces a reconstructed track), the photon is required to fall within the

silicon tracker acceptance of |η| < 2.5. The photon is additionally required to not fall within

a gap region between the barrel and endcap electromagnetic calorimeters with no coverage.

6.3 Jets

Jet energy corrections are derived from simulation studies so that the average measured

energy of jets matches that of particle level jets. In situ measurements of the pT balance in

dijet, photon+jet, leptonically decaying Z +jet, and multijet events are used to determine any

residual differences between the jet energy scale in data and in simulation, and appropriate

corrections are made to the jet pT [42].

The reconstructed jets originating from b hadrons are identified using the tight working

point of the DeepJet b tagging algorithm [56]. This working point has an identification

efficiency of 60–75% for b quark jets, depending on jet pT and η, and a misidentification

probability of about 0.1% for identifying light jets as b jets. Selected jets are required to

have a minimum pT of 20 GeV. In order to fully reconstruct the tracks produced in the decays

of b hadrons, the jets are required to fall within the silicon tracker acceptance of |η| < 2.5.

Finally, the qualifying jets must lie outside a cone of ∆R ≡
√
(∆η)2 + (∆ϕ)2 = 0.4 around

a selected muon, electron, or τ h candidate, where ∆ϕ is the ϕ angle between the jet and

lepton. A scale factor, further discussed in Section 7.1, is applied to the simulation to correct

for differences in the DeepTau tagging efficiency compared to that in data.

Once these jets are selected, any event containing such a jet is vetoed to reduce back-

ground levels.
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6.4 Missing Transverse Momentum (MET)

The vector p⃗miss
T is defined as the negative vector pT sum of all the PF candidates in an

event, and its magnitude is denoted as pmiss
T [44]. The pileup-per-particle identification

algorithm [57] is applied to reduce the pileup dependence of the p⃗miss
T observable. The p⃗miss

T

is computed from the PF candidates weighted by their probability to originate from the PV,

and is modified to account for corrections to the energy scale of the reconstructed jets in the

event.

6.5 Muons

Muons are reconstructed from compatible tracks in the inner tracker and the muon detec-

tors [36]. Additional track fit and matching quality criteria suppress the misidentification of

hadronic showers that punch through the calorimeters and reach the muon system. Match-

ing tracks measured in the inner tracker and the muon detectors results in a relative pT

resolution, for muons with pT up to 100GeV, of 1% in the barrel and 3% in the endcaps,

and of better than 7% in the barrel for muons with pT up to 1TeV [36]. Muon identifici-

ation is achieved using a cut-based approach with selection applied to parameters related

to the muon track and detector geometry. Selected muons are those which pass a set of

cuts denoting the tight working point. Muon isolation is characterized with a momenta sum

of particle flow candidates within a cone of size ∆R = 0.4 about the muon axis. Selected

muons are those which pass the tight working point corresponding to 95% signal efficiency.

Two scale factors, further discussed in Section 7.1, are applied to the simulation to correct

the tagging efficiency for both the identification and isolation variables compared to that

in data. The muon is required to have a minimum pT of 15 GeV and fall within the muon

detector acceptance of |η| < 2.4. For the Z veto, discussed later in this section, we select

muons using the loose working point of the cut-based ID and no isolation cuts.
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6.6 Hadronically decaying Taus

Hadronically decaying tau lepton identification uses a neural network named DeepTau [58] to

discriminate hadronically decaying tau leptons from those faked by jets, electrons, or muons.

For discrimination against jets the signal region utilizes the tight, tight, and medium working

points for the e+τ h, µ+τ h, and τ h+τ h channels respectively. The medium working point

is used in the τ h+τ h final state to increase statistics. For discrimination against muons we

use the tight working point for all channels. For discrimination against electrons we use the

tight, very-loose, and very-loose working points for the e+τ h, µ+τ h, and τ h+τ h final states

respectively. The very-loose working point for discrimination against electrons (instead of

tight) is used in the µ+τ h, and τ h+τ h final states as electrons faking τ h is not a concern

and we benefit from increased statistics. Three separate scale factors, further discussed in

Section 7.1, are applied to simulation to correct the tagging efficiency for each of these 3

classifiers compared to that in data. Reconstruction of τ h candidates includes special “2-

prong” τ h decays which aim to reconstruct (true) 3-prong decays in which only 2 tracks

were reconstructed – these are not considered in this analysis. The τ h is required to have a

minimum pT of 20 GeV and fall within the acceptance of |η| < 2.3, well within the silicon

tracker such that isolation sums about the central τ h axis may be adequately calculated.

6.7 Triggers

An overview of the CMS trigger system can be found in Ref. [59]. A single electron trigger

requiring the presence of an electron with an offline pT of at least 29 (34)GeV for 2016 (2017

and 2018) is used to select events for the e+τ h and the e+e final states. Additionally, for

those channels we also accept a single photon trigger requiring a photon of 175 (200)GeV

for 2016 (2017 and 2018) because that was shown to increase the efficiency of these types

of final states passing the selection. A single isolated muon trigger requiring a muon with

offline pT of 26 (29)GeV for 2016 and 2018 (2017) is used to populate the µ+µ and µ+τ h

55



final states. A suite of triggers requiring an electron and a muon are used for the e+µ final

state. The pT thresholds of the triggers vary between 8 and 23GeV for the electron and

between 8 and 23 for the muon depending on which particle had a higher pT in the event.

For high trigger efficiency, the higher pT object is required to have an offline pT of 25GeV

and the lower pT electron (muon) must have an offline pT of 20 (15)GeV. A ditau trigger

requiring the presence of two τ h leptons with offline pT of 40GeV and |η| < 2.1 is used for

the τ h+τ h final state.

The trigger is used two different ways in simulation depending on the final state. In the

e+τ h, µ+τ h, τ h+τ h and e+µ final states, the HLT decision is used to select simulated events

and the remaining yields are corrected using scale factors, further discussed in Section 7.1.

In the e+e and µ+µ final states, the HLT decision is not used to select simulated events

but all simulated events are weighted by the trigger efficiency on an event-by-event basis.

As there are two objects that could prompt the trigger to fire, the probability for at least

one lepton passes the trigger is p1p2 + p1(1− p2) + (1− p1)p2. Because of the combinatorics,

proper application of trigger scale factors is complicated and requires knowledge of the trigger

efficiency in data, the trigger efficiency in simulation, and the scale factors to correct the

simulated efficiency to match that in data. Direct application of the trigger efficiency, as

calculated in data, simplifies the procedure. The trigger efficiency is calculated in data and

parameterized in pT and η of the lepton. The applied uncertainty related to this method is

seen in Section 7.1.

6.8 Event Selection Criteria

All reconstructed objects are required to be separated by ∆R ≥ 0.4. For a given channel,

the appropriate final state τ objects are selected from the objects identified above along

with a photon. Additionally, the leptons are required to have opposite electric charge must

have a combined visible mass greater than 100GeV in the signal channels (ones containing
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Figure 6.1: Signal efficiencies after all event selection. The left plot shows that relative to
inclusive τ τ decays, the right plot is normalized to the branching fraction of its particular
final state.

τ h) to eliminate background from Drell-Yan events. Visible mass is specified because the τ h

will have some invisible decay products. In the control regions with two identical leptons

(e+e and µ+µ), the combined mass must be between 50 and 140GeV since these regions

are hoping to constrain the normalization on Drell-Yan events and, therefore, are hoping

to include as many as possible. An addition veto is applied in the signal channels that

looks for non-isolated electrons and muons that would reproduce a mass consistent with the

Z boson (between 50 and 140GeV) when paired with one of the selected isolated leptons.

For this identification we use an MVA-based discriminator for non-isolated electrons with

pT > 20GeV and a cut-based discriminator for muons with pT > 15GeV. To suppress top

quark events in the signal channels, we veto events that have tight b tagged jets. Additional

filters are applied to check that the subdetectors were working properly for the data taking

period and that there are no spurious contributions to pmiss
T . Final states are kept orthogonal

by requiring exactly the number of electrons or muons passing the cuts that are required

for that final states. No requirement is placed on the number of τ h to maintain efficiency.

Figures 6.1 and 6.2 show the expected signal efficiencies and yields after the above event

selection is applied in the signal region A.
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Figure 6.2: Expected signal yields after all event selection. Reference cross sections are found
in Section 5.2
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6.9 Background Estimation

As mentioned in Section 5.2, the backgrounds are categorized according to the source of

the reconstructed τ h candidate. When simulated events meet the criterion of having re-

constructed τ h candidates matched to a lepton in the initial hard scattering, those events

contribute to the MC estimate of background processes. Simulated events in which one or

more of the reconstructed τ h candidates is matched to a jet or unmatched are discarded

because those events are estimated by a data-driven approach described in Section 6.9.2.

The expected background yield taken from simulation is corrected by defining additional

control regions in data, as detailed in Section 6.9.1.

6.9.1 Control regions to correct MC yields

To correct the normalization of the background taken from simulation, three control regions

are defined from the final states that do not include τ h. These regions are included in the

statistical analysis and thus help constrain the normalization of the SM processes in the

signal regions. These regions make no use of τ h reconstruction but are sensitive to most

other nuisance parameters which simultaneously affect the signal region. Two Drell-Yan

enriched control regions are defined by requiring the presence of two oppposite-sign same-

flavour leptons (e or µ) and a photon of pT > 20GeV. As in the signal region, these channels

make use of the relevant single-lepton trigger and is briefly discussed in Section 6. A single

control region enriched in WW and tt is defined by requiring the presence of one opposite-

sign electron-muon pair and a photon of pT > 20GeV. The floating normalization of these

control regions is implemented as three multiplicative scale factors affecting the individual

normalizations of the Drell-Yan, tt, and diboson processes.

To help distinguish the WW and tt processes from each other, the fit is performed using

histograms of the number of reconstructed (AK4) jets with pT ≥ 30GeV. This procedure

is also implemented in the low-pT photon sideband used for the corrections to the ABCD
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background estimation described in Section 6.9.2.

6.9.2 ABCD estimation

The background arising from events in which a jet is misreconstructed as a τ h is estimated

with what is called an ABCD approach. Control and sideband regions are defined by invert-

ing requirements on a) the relative charge of the selected leptons and b) the isolation of the

τ h. These sideband regions allow for calculation of transfer factors which are used to scale

the control region yields to produce and estimate of the background in the signal region.

The background estimation method in e+τ h and µ+τ h final states are identical. A

control region (B) is defined by inverting the isolation of the τ h to create a region enriched

in events in which a jet fakes a τ h. This region as well as the signal region are parameterized

by the binning scheme shown in Figure 5.3. The anti-isolated τ h candidate must satisfy

the loosest working point of the DeepTau anti-jet discriminator but fail the tight working

point. Sideband regions (C, D) are defined by requiring the charge of both leptons to have

the same sign. These regions are defined as simply a total count of all events in this region.

These regions are summarized in Figure 6.3. The background estimate in the τ h+τ h final

state follows similarly, but the presence of two τ h presents the complication of inverting the

isolation on one or both τ h. We have chosen to define the control and sideband regions

in this final state to consist of events with at least one anti-isolated τ h, using the medium

working point of the DeepTau anti-jet discriminator for the nominal selection.

Before performing the estimate, the yields observed in these three regions (B, C, D) are

corrected by subtracting the event yields from backgrounds taken from simulation to ensure

that the ABCD method captures only those events in which a jet fakes a τ h. The transfer

factor is calculated by dividing the observed yields in the C region by that of the D region.

The transfer factor is calculated separately for the 1 and 3-prong τ h decay modes. In the

τ h+τ h final state, the decay mode of the sub-leading τ h is used. Each event in Control

Region B is then scaled by the transfer factor appropriate for the decay mode of the τ h.
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Figure 6.3: Definitions of control and sideband regions used in the jet background estimation.
The τ h+τ h final state requires at least one anti-isolated τ h for the B and D regions.
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Chapter 7

Data Fitting and Results

7.1 Systematic Uncertainties

Systematic uncertainties arise from corrections applied to background and signal simulation.

These corrections are often represented by scale factors applied to the simulation to deal

with mismodeling of the simulation with respect to the data. Such scale factors arise to

correct things such as a Level-1 prefiring issue for ECAL and muons; the anti-e, anti-µ, and

anti-jet DeepTau discriminator; trigger efficiencies; the pileup distribution; reconstruction,

identification and isolation efficiencies for muons; reconstruction and MVA identification

efficiencies for electrons; MVA identification, electron veto and pixel seed veto efficiency for

photons; the ditau trigger HLT decision; and b tagging efficiencies. Additionally there is

an uncertainty associated with the luminosity for all years of data taking. Unless otherwise

stated, all nuisance parameters across different years are taken as uncorrelated. Table 7.1

summarizes the size of these uncertainties. More detail is about the scale factors in the

following paragraphs.

The systematic uncertainties enter into the maximum likelihood fit as nuisance parame-

ters. The variance of these parameters as they affect the final optimization is estimated by

taking a shape uncertainty obtained by taking the nominal value for the scale factor and
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varying it up and down by one standard deviation. Those new values are then applied to

the appropriate samples and the results form the up and down histograms for the fit. Sep-

arate nuisance parameters are maintained for individual data-taking years and are treated

as uncorrelated. Additionally, there a problem arose due to saturation in the preamplifier of

the APV chips in early 2016. The setting were eventually changed to prevent the saturation,

but this resulted in two independent data-taking periods in 2016 that would also require

separate nuisance parameters in the fit.

Some parameters only affect certain channels or affect different channels in different

ways. Often the scale factors are applied for individual objects being present in an event, so

multiple final state objects of the same kind in an event can change the significance of the

uncertainty.

Most scale factors are adequately described above, but a few require more description.

For the anti-jet discriminator in the DeepTau algorithm, scale factors used by CMS are

divided either by pT or by the decay mode of the τ h, which is described by the number of

charged and neutral hadrons involved in the decay. Scale factors organized via decay mode

are only available starting at pT > 40GeV, so the pT-based scale factors are used below that

range.

7.2 Maximum Likelihood Fit

A maximum likelihood fit is performed simultaneously for all regions referenced in Section

6.9. The individual Poisson-distibuted probability density functions for all bins and all

samples are included. Each hypothetical mass point listed in Table 5.1 is profiled separately

because only one mass of the excited τ would be expected to exist at a time. This fit is

performed using the asymptotic formula for likelihood tests as described in Ref. [60]. These

methods are far less computationally intensive and, in the limit of large datasets, the results

would be the same. The fit is optimized for sensitivity using an Asimov dataset, which is a
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Table 7.1: Summary of systematic uncertainties. Values are in % of inclusive background
yield and rounded to the nearest whole number. For the τ h containing columns the second
number is the value for signal (mτ

∗ = 1750GeV).

e+e µ+µ e+µ e+τ h µ+τ h τ h+τ h

luminosity 2 2 2 2, 2 2,2 2,2
L1PreFiringWeight ECAL 0 0 0 1,0 0,0 0,0
L1PreFiringWeight Muon - 0 1 - 1,0 -
DeepTau anti-e - - - 0,0 0,0 0,0
DeepTau anti-µ - - - 0,0 0,0 0,0
DeepTau anti-jet - - - 6,7 6,7 13,13
τ h+τ h trigger - - - - - 10,13
pile-up 1 0 0 2,1 1,1 2,1
µ reco - 7 5 - 1,1 -
µ id - 0 0 - 0,0 -
µ isolation - 1 0 - 0,0 -
µ trigger - - - - 0,0 -
µµ trigger - 0 - - - -
e reco 1 - 1 1,1 - -
e id 7 - 3 3,3 - -
γ id 2 2 1 1,2 1,2 1,2
γ pixel-veto 1 - 0 0, 0 - 0
γ csev - 0 - - 0,0 0,0
e trigger - - - 1, 1 - -
ee trigger 0 - - - - -
eµ trigger - - 1 - - -
btag light - - - 0,0 0,0 -
btag light corr - - - 0,0 0,0 -
btag bc - - - 1,0 1,0 -
btag bc corr - - - 1,0 1,0 -

dataset in which the expectation value for all parameters are used to generate the dataset.

This dataset is profiled using the distribution of events expected to fall into the regions

from Section 6.9 while additionally dividing the events into those that fall into the L-shaped

window on the 2D mass plane of τ + γ mass combinations, as seen in Figure 5.3 as the red

Bin 2. The other bins in that figure are combined into one Reject bin for statistical reasons

when performing the maximum likelihood fit. The amount of parameter space belonging to

each of the Bins 1, 2, 3 and 4 depends on the mass of the τ ∗. As previously stated in Section

5.1.1, the width of bin 2 is equal to 10% of the τ ∗ mass, and it is centered around the τ ∗
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mass in each dimension. Therefore, Bin 1 can be quite small at low masses and Bins 3 and

4 may have a paucity of events at very high masses. Combining these 3 bins into one Reject

bin reduces problems with fitting from bins containing no events.

The systematic uncertainties are included as nuisance parameters and bin-by-bin methods

for the uncertainties introduced by Barlow and Beeston [61] are employed. In fact, this

approach takes it one step farther by combining all the independent sources of uncertainty

into a single overall parameter, as described in [62]. Additionally, many of the parameters are

also subject to shape uncertainty, or template morphing. This is also handled by methods

described in Ref. [62]. The maximum likelihood method allows these parameters to float

and the final value selected for these parameters in the fit is the one which maximizes the

overall likelihood by also taking into account the probability of the parameter taking that

value.

7.3 Results

In the end, the useful quantity to extract is the signal rate observed in the data. Given the

ambiguous nature of pairing of the photon with the correct tau, it can also be difficult to

extract an understanding of the results through plots. The following is an attempt to distill

that information. The final dataset in the signal region was not available at the time of

the completion of this dissertation, so what will be shown are the various cross checks that

would give us confidence on our ability to see the signal when the data are available. All

limits shown here are expected limits based on the Asimov dataset.

As described in the previous section, the distributions are submitted to the maximum

likelihood fit as histograms separated into Accept and Reject bins in each region. The

individual regions are divided according to the presence of a high- or low-pT photon, the

region of the ABCD method, and the number of prongs in the decay of the hadronic τ in the

event. Figures 7.1-7.9 show the event totals for three different masses of the τ ∗ (175, 1000
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and 2500GeV) for each of the signal final states. The figures do not show the data for the

A region of high-photon-pT because that is where the bulk of the signal events are expected

to fall. To comply with the current blinding policy of the analysis, that data is withheld at

this stage. These plots show the level of agreement for all regions between data and number

of expected events from Monte Carlo and data-driven prediction.

To focus more specifically on the A region, the canonical 2D plot can be reduced to

one dimension by just selecting the pairing of τ with γ that is closer to the τ ∗ mass under

hypothesis and looking for the difference between the reconstructed mass and the hypothesis

mass. Figures 7.10-7.18 show the results of looking at that. Even though the data isn’t

shown for the high-photon-pT region, the plots show that signal peaks in the center bin,

which is equivalent to the Accept region described previously. The number of signal events

expected would clearly show over the background events present. The number of expected

signal events dwindle as the mass of the τ ∗ increases, such that for the last few plots at

2500GeV, fewer than one signal event is expected.

Figure 7.19 shows where the limit falls at the 95 % confidence level using the Asimov

dataset to generate the expected limit for the data. The solid theory curve represents the

compositeness scale Λ = 10TeV, which is the same scale used to produce the previous plots.

The limit in such a case is approximately 2750GeV, or 2.75TeV. The dashed theory curve

represents another natural scale to choose, making the scale equal to the hypothesis mass of

the τ ∗. Doing so increases the limit, since it should be easier to observe events that could

be produced at a lower energy scale. The limit in this case is closer to 4500GeV, or 4.5TeV.

Previous analyses that looked at excited leptons have also placed limits on mass of an excited

lepton. The CMS analysis looking at excited electrons and muons places the limit at 3.9

and 3.8 TeV, respectively, for a compositeness scale equal to the mass of the excited lepton.

Previous searches for τ ∗ have set the limit at 2.5 TeV with the compositeness scale equal to

the mass of the τ ∗.
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Figure 7.1: Final event totals for the e + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 2500GeV. Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.2: Final event totals for the µ + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 2500GeV. Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.3: Final event totals for the τ h + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 2500GeV.Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.4: Final event totals for the e + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 1000GeV. Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.5: Final event totals for the µ + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 1000GeV. Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.6: Final event totals for the τ h + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 2500GeV.Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.7: Final event totals for the e + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 2500GeV. Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.8: Final event totals for the µ + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 2500GeV. Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.9: Final event totals for the τ h + τ h channel for low-photon-pT sideband (top) and
high-photon-pT region (bottom). Bins labeled Accept (Reject) represent events in (outside)
the L-shaped window on the 2D mass plane of τ + γ for a τ ∗ mass of 2500GeV.Bins are
also separated by ABCD region and by prong. The A region of the high-photon-pT region
is blinded.
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Figure 7.10: Final event totals for the e + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 175GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.11: Final event totals for the µ + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 175GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.12: Final event totals for the τ h + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 175GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.13: Final event totals for the e + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 1000GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.14: Final event totals for the µ + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 1000GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.15: Final event totals for the τ h + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 1000GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.16: Final event totals for the e + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 2500GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.17: Final event totals for the µ + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 2500GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.18: Final event totals for the τ h + τ h channel in Region A of the ABCD method.
The L-shaped window on the 2D mass plane of τ + γ is reduced to one dimension by taking
the closer reconstructed mass to 2500GeV of the two possible pairings. The four plots show
the results for one-prong τ h decays (top row) and three-prong τ h decays (bottom row) as
well as low-photon-pT sideband (left) and the high-photon-pT region (right). Event totals
in the A region of the high-photon-pT region are masked to stay consistent with the current
blinding policy of the analysis.
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Figure 7.19: Expected limits on τ ∗ mass when performing a simultaneous fit of all three
signal channels (e + τ h, µ + τ h, τ h + τ h) in the high- and low-photon-pT regions and
the non-hadronic (e + e, e + µ, µ + µ) low-photon-pT regions. For the case where the
compositeness scale Λ = 10TeV, this analysis would exclude masses below around 2750GeV
(2.75TeV) at the 95% confidence level. For Λ = mτ

∗ , or the scale equal to the resonant
mass of the τ ∗, the exclusion would rise to around 4500GeV (4.5TeV) at the 95% confidence
level.
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Chapter 8

Summary and Conclusions

The Standard Model has produced several important predictions that have been verified

through experiment. Many questions still linger about what the Standard Model does not

have the tools to answer. The theory of compositeness of quarks and leptons attempts to

provide an answer to some of those unaddressed questions. One such particle that would be

produced in the event of compositeness is the excited τ , or τ ∗.

This analysis, and this dissertation, search for the presence of such a particle using the

data collected by the CMS experiment at the LHC. These events span three years of data

collection (138 fb−1) from 2016-2018 at a center-of-mass energy of 13TeV. This increased

energy of Run II allows analyses to push the envelope even farther in search of new particles,

and if failing to find them, the limits that can be set on their properties and their existence.

This dissertation presents the expected findings of an analysis whose compositeness scale was

unattainable previously. The simulation of both signal at various mass points and various

background processes compared to the data collected shows the effectiveness of the analysis

techniques employed here to search the τ ∗. In the end, the limits for a τ ∗ can be set at

around 2750GeV once the unblinding of the analysis has taken place. For direct comparison

with previous limits set for electrons and muons whose limits from other previous analysis

is 3.8 or 3.9 TeV when Λ = mτ
∗ , the limit from this analysis is expected to be 4.5 TeV.
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