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Abstract 
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Cis–trans relationships govern gene regulation: it is the interactions between diffusible proteins 
and chromatinized DNA that dictate nuclear functions. The nature of those interactions must allow 
for the great regulatory complexity needed for eukaryotic function and particularly of multicellular 
development. However, many of the current models of cis–trans relationships in the nucleus either 
lack biophysical rigor or have gone untested. This thesis of three chapters addresses three shortfalls 
in the current conceptualization of how gene-regulatory proteins function. 
In the introductory chapter, it is argued that there is a widespread over-reliance on qualitative 
descriptions of biomolecular behaviors and functions. Because biochemistry is inherently 
stochastic, the way in which such behaviors and functions are described must eventually be 
probabilistic and quantitative. Simplistic 1:1 relationships between molecules need to be dropped 
in favor of probabilistically constituted ensembles of factors with different affinities. Furthermore, 
because the cell interior is literally fluid and molecular interactions quite transient, the temporal 
dynamics of the system must always be kept in mind, which largely forbid the use of static 
structures and monolithic series of events. 
The second chapter issues a challenge to the notion that an important cis relationship, that between 
enhancers and promoter, is mediated by a direct interaction between the two elements—a striking 
instance of the structure–function paradigm questioned in the first chapter. It has been assumed for 
decades that a complex of proteins forms a bridge connecting enhancer to promoter even over large 
genomic distances. However, neither evidence nor reason rules this assumption in, and other 
models have hardly been considered, much less ruled out. Here it is proposed that diffusible 
biochemical species in the form of modified proteins are generated at the enhancer and can affect 
the promoter via diffusion. What determines the scale of the gradient of signal emanating from the 
enhancer is the balance of the local generation rate and the ubiquitous degradation rate.  
Finally, an imaging study is presented in which the question is asked, how are transcription 
coactivators (trans factors) distributed among the plethora of cis elements? Through single-
molecule tracking of p300 and many mutants thereof, it is shown that direct cis interaction—i.e., 
binding modified histones—is not responsible for coactivator targeting. Rather, p300 depends on 
a combination of transcription factor–interaction domains to associate with chromatin, indicating 
that atop the regulatory layer of cis–trans interactions between transcription factors and chromatin 
is another in the form of trans interactions between transcription factors and their cofactors.  
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Chapter 1: Reconsidering Models of Biomolecular Interactions 
Macroscopic analogies are at once indispensable and inimical to understanding things at the 
molecular scale—indispensable because our language is not so abstract as to be able to jettison 
them entirely, yet inimical because the intuitions they engender are usually wrong. It requires 
deliberate mental effort to disabuse oneself of such false intuitions. This essay along with the thesis 
which it introduces represents a nascent (and therefore stumbling) attempt at understanding nuclear 
function with fewer macroscopic biases than are in evidence throughout the present literature.  
The prevailing framework for understanding eukaryotic gene regulation is rife with intuitions 
derived from common experience in the macroscopic world. Salient linguistic examples include 
speaking of molecules as components of “machines”, as being “recruited” by other molecules, as 
having “structure”, as “assembling”, as having an assignable “function”, as carrying out 
“programs”. Molecules are erroneously conceptualized as purposive players moving from place to 
place to perform their role in the greater narrative (see “Is the cell really a machine?”1).  
It must be acknowledged at the outset that such informal language belies a great deal of 
sophistication ready to the molecular biologist’s hand. It is well known, for instance, that molecular 
motion is random and diffusive, not purposive or directional. It is quite understood that the 
interactions of biomolecules are governed by statistical mechanics, that they are probabilistic and 
not deterministic, that they are dynamic instead of static, and so on. It is for the sake of simplicity 
and intuitiveness that much informal language has been adopted. But indulging in such linguistic 
conveniences has come at a cost.  
Consider the current understanding of the sequence of events which results in a gene being turned 
on. (Consider first that it is entirely permissible to speak of a singular sequence of events in this 
context and of a gene being “turned on.”) It is understood that a transcription factor—a molecule 
whose “function” it is to turn certain genes “on” or “off”—“searches” until it “finds” a “target” 
promoter by “recognizing” a specific DNA sequence where it will “bind” and “recruit” other 
regulatory factors until eventually the transcriptional “machinery” is “assembled” to initiate 
transcription (quotes here denote not sarcasm but deliberate usage of macroscopic phraseology 
common in the academic literature). Elaboration of this template narrative with context-specific 
details constitutes the “mechanism” of a particular gene-regulatory pathway. 
All the terms in the previous paragraph bracketed by quotation marks arguably run afoul of 
principled molecular-scale thinking, or at least have the potential to; yet they are used ubiquitously 
in formal publications to interpret data and are even translated into pictorial models representing 
up-to-date conceptualizations of molecular processes. It is therefore difficult to maintain that they 
are mere conveniences and not functional concepts in the minds of active researchers. Hopefully, 
conscious recognition of one’s dependency on such language will provide new and less 
problematic conceptual avenues. It is with such hope in view that the following attempt is made at 
articulating some familiar processes with somewhat less familiar words. 
A useful starting point for this project is the recently published work from the Hager group showing 
that transcription factor (TF) dwell times on chromatin are power-law distributed, implying a 
continuum of affinities rather than a set of discrete affinities.2 As the authors argue forcefully, this 
finding negates the widespread notion that there are two discrete categories of TF–DNA binding: 
specific and non-specific. Instead, it suggests that while a TF is diffusing in the nucleus, it will be 
temporarily detained to various degrees by all DNA sequences. That is, its rate of diffusion will be 
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non-uniform depending on the strengths of interactions in different chromatin regions. It is not 
“recruited” to any DNA sequence; it binds all DNA sequences with continuously varying affinities. 
It is not “searching” for “targets”; when it collides with a DNA sequence, it is temporarily detained 
for a length of time that is related probabilistically to its affinity for that sequence. With respect to 
a given TF, the chromatin is a diffusion-modifying landscape, with certain DNA sequences 
seemingly evolved to detain it for longer—that is, to achieve a higher relative time-averaged 
occupancy—such as at promoters of genes whose transcription depends on the TF. However, the 
TF and its associated biochemical activities are not limited to such sites, which differ only 
quantitatively from what are regarded as non-specific or off-target binding sites. Nor is evolution 
concerned with human classifications of correct and incorrect binding events; it can—and indeed 
must—operate on the whole probabilistic landscape of TF–DNA interactions. 
According to the canonical understanding, once a TF “finds its target,” it functions to “recruit” a 
cadre of additional factors via specific protein–protein interactions (PPIs) ultimately to “assemble” 
the transcriptional “machinery”. In reality, those PPIs will behave much like the protein–DNA 
interactions that determine the distributions of TFs in the nucleus: they do not consist of exquisitely 
specific, one-to-one biomolecular recognition events resulting in static recruitment; rather, the 
PPIs will detain the randomly diffusing coactivators for shorter or longer intervals (microseconds 
to seconds) depending on their mutual affinities. And the so-called transcriptional machinery is not 
a stereotyped and stoichiometric mechanical structure but a probabilistic ensemble of various and 
partially redundant molecules which likely do not even have to be simultaneously present.3–5  
Embracing rather than ignoring the stochasticity and intrinsic promiscuousness of biomolecular 
interactions yields a conceptualization of the nucleus as a swarm of diffusing molecules that are 
being detained for different lengths of time in a spatially biased manner determined by a sequenced 
and heritable substrate—DNA. The proteins that interact with DNA sequences with differential 
affinities—the TFs—will secondarily bias their PPI partners to also be detained for varying 
intervals at different DNA sites in a probabilistic manner. Consequently, even at steady state, when 
the nucleoplasm is well mixed, there is not a homogenous mixture of molecules; rather, there is a 
spatially biased probabilistic distribution of DNA-binding TFs and their interactors throughout the 
nucleus. (Notice how difficult it is to draw a picture of this conceptualization or to assign discrete 
relationships between different molecular “players.”) 
Under the prevalent molecular biology paradigm, when such a spatial pattern is observed, it is 
assumed to arise from structure—that is, from a molecular assembly whose constituents have 
evolved to ensure its reproducible and stable configuration. That cognitive bias is arguably the 
underlying reason for the explosive enthusiasm throughout the past decade over phase-separating 
phenomena: they provided what is essentially a structural explanation for inhomogeneous 
distributions of molecules in liquid phases in the form of a meshwork of multivalent interactions. 
Because TFs often exhibit such distributions in vivo, and because there were in vitro 
demonstrations that spatial inhomogeneities could arise spontaneously through phase separation 
from homogeneous mixtures of TFs and DNA, it became popular to ascribe the spatial patterns 
observed in the nucleus to large structures held together by networks of multivalent interactions.6 
Likewise, when it was observed that accessible regions of chromatin had inhomogeneous nuclear 
distributions, it was assumed that such arose from protein-scaffolded structures.7  
The more parsimonious and flexible alternative to such structural models is that inhomogeneous 
distributions of nuclear factors are patterns emerging from positionally retarded diffusion of TFs 
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due to their interactions with chromatin. If there is something in that which could be called a 
structure, it is not at all like a macroscopic building with its fixed components in rigid relationships; 
it is a probabilistic ensemble of dynamically exchanging biomolecules. Those molecules have 
evolved not as components of one structure but as constituents of various ensembles that will arise 
in diverse contexts, which could be why nearly all of them have intrinsically disordered regions—
peptides capable of flexible (diverse) interactions.8  
However, it is not the mere distribution of molecules or their passive binding interactions that hold 
interest in understanding the chemical system that is the nucleus; it is the chemical reactions that 
are taking place and how the distributions of enzymes and substrates affect catalysis. Indeed, the 
spatial heterogeneity of the nucleus is suggestive of the potential to perform patterned and 
patterning reactions. Consider Turing’s remarkable demonstration that a mere discrepancy in 
diffusion rates of an activator and an inhibitor can suffice for forming stable patterns even from an 
initially homogenous system.9 Consider also Wolpert’s later realization that in a biological system 
with inhomogeneous starting conditions (such as the DNA sequence in the nucleus, which has rich 
variation across its vast length), the concentration of a morphogen could be converted into 
positional information—i.e., spatial patterns—via sensory thresholds.10 By extension, could DNA 
nucleate regulatorily meaningful spatial patterns in the nucleus via biased diffusion of TFs, 
localized activating and inhibiting reactions, and some manner of threshold-sensing?   
The immediate barrier to that proposition is the fact that in both Turing’s and Wolpert’s models the 
morphogens were being produced and degraded. Although protein metabolism and diffusion occur 
on a spatiotemporal scale relevant for morphological development, proteins are too long-lived and 
fast-diffusing to create gradients within a nucleus in a similar manner. Post-translational 
modifications (PTMs) could serve to fill this spatiotemporal gap (Chapter 2). Because PTM 
depositions, such as acetylation and phosphorylation, are widely catalyzed in the nucleus by TF-
interacting cofactors, whereas PTM removal is catalyzed by enzymes both ubiquitous and 
abundant, there is the theoretical potential for gradients to form in the nucleus, albeit at a scale 
difficult to probe experimentally. Hence, it seems there is a spatial–chemical regime in the nucleus 
that would enable reaction-diffusion mechanisms. 
Perhaps some would view the proposition of reaction–diffusion being a prevalent phenomenon in 
the nucleus with skepticism, but upon careful inspection the presumption of its absence or 
insignificance appears the more dubious alternative. To hold that reaction-diffusion is not at play 
requires embracing the implausible notion that the products of all reactions that occur at cis-
regulatory elements (CREs) are functionally confined to their immediate locale (within 10s of 
angstroms) because they are unable either to diffuse elsewhere or to exert any effect if they do. It 
could be that the longtime but mistaken focus on histones as the substrate of PTM depositors has 
disposed the field to thinking that reactions in the nucleus are so spatially confined. Little else 
would account for it. Once it is acknowledged that diffusible substrates—most notably TFs—are 
modified by so-called epigenetic writers (e.g. “histone” acetyltransferases, methyltransferases), 
the reaction-templating potential of chromatin is immediately appreciable.  
But what have all these considerations to do with gene regulation? What alternative understanding 
of TF function is being put forward? The thrust of the argument here is that current structure-
function mechanisms cannot but fail because they are inherently narrative and characterize 
molecular functions qualitatively: “Upon stimulation of the cell, TF-X translocates into the nucleus 
to bind promoter-Y and turn it on by recruiting cofactor-Z.” A more principled conceptualization 
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of a TF’s effect on gene regulation is that it has a finite occupancy at all DNA sites, scaled by their 
continuously varying affinities, and consequently there is a distribution of its associated catalytic 
activities over all DNA sites via similarly probabilistic PPIs with enzymatic cofactors. (Here I do 
not even address the competition for enzymatic cofactors, though that likely bears significantly on 
the system.) A TF (that is, the population of all the copies of a TF) applies something like a 
regulatory wave-function over the whole genome that interferes constructively and destructively 
with all the other wave-functions contributed by different TFs. When at a promoter the product of 
the probabilities contributed by various nuclear factors exceeds the threshold set by kinetic 
barriers, there is a response in the form of RNA synthesis. The well-documented “bursty” behavior 
of transcription reflects the probabilistic nature of this underlying regulatory phenomenon.11 

Such a probabilistic conception of gene regulation should inform epigenetics, which is perhaps the 
prime example of how saturated molecular biology is with notions of structure yielding function—
not just at the level of a biomolecule (as in protein folding) but fractally up the scale of complexity. 
In its fullest scope, the word epigenetic denotes the heritability of phenotype either through cellular 
propagation or organismal reproduction, and it has long been assumed that there must be a 
molecular structure underlying such heritability. The field found its structural platform in 
nucleosome-based chromatin, which seemed to be the literal realization of epigenetics as it is the 
complement of proteins upon (epi) DNA (the genetic material). So prevailing did that hypothesis 
become that epigenetics is now essentially synonymous with modifications to chromatin. Which 
is to say that epigenetics is widely presumed to operate in cis, at least by molecular biologists 
(systems biologists rely on regulatory networks to explain epigenetics).12 However, processual 
reasoning can account for epigenetic phenomena as well: The spatial distributions, chemical states, 
and abundances of all the molecules in a cell are consequential of its history and causal of its future 
(along with input from without). The reason there is the appearance of memory or inheritance is 
because trans factors are transmitted through cell division and are capable of self-perpetuation 
through autoregulation. From this view, phenotypic durability is not like macroscopic durability 
that arises from a static structure, be it ink on paper or a post in the ground; rather, it is something 
like neuronal connections, which depend on ongoing stimulus (trans factor activity) to be 
maintained.  
Is the cis environment therefore wholly irrelevant to epigenetics? Not at all, since it determines the 
kinetic barriers to regulatory processes. However, this does not imply that the cis environment is 
epigenetically instructive because trans factors regulate the cis environment.13 True, some of the 
enzymatic activities concentrated at transcribed promoters by virtue of their TF occupancy are 
DNA- or nucleosome-modifying, which could provide some fleeting hysteresis. However, those 
activities are balanced by passive and active processes continually tending toward repression, such 
that in the absence of trans factors, there will be relaxation back to the default state.14 The relevant 
regulatory or epigenetic question is what tips the (probabilistic) scale one way or another. Since 
trans factors operate upon the chromatin and not the other way around, the cis environment should 
be regarded as consequence, not cause, of regulatory signaling.  
It could be objected that the cis environment is instructive because where trans factors are operative 
depends on things such as promoter accessibility. Such reasoning works only superficially, 
however, since once it is asked what determines the accessibility of a promoter, the instructive role 
of trans factors is again affirmed. To say that a promoter must be accessible for TF-X to bind it is 
tantamount to saying that TF-X depends on TF-Y to bind the promoter because whether it is 
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accessible or not is just a reflection of the presence or absence of TF-Y. Hence, the epigenetically 
relevant information is not the state of the promoter (in cis) but the presence of TFs (in trans), 
though the former can be used to report on the latter.  
As an illustrative aside, “opening” DNA elements was once ascribed to a supposed subset of TFs 
dubbed “pioneer factors,” but apropos of the previously discussed continuum of TF–DNA 
affinities, it was recently shown that “pioneering” can be done by any TF depending on its affinity 
for a given DNA element.15 The role of the cis environment—especially the presence of generic 
DNA binders in the form of nucleosomes—is therefore to present a kinetic barrier by competing 
with trans factors, which allows for but does not of itself constitute regulation. For instance, when 
one TF displaces a nucleosome, another TF can bind the newly uncovered site, creating indirect 
cooperativity between the two TFs.16 The nucleosome’s position can in no way be construed as 
regulatory, however—only regulated. 
It is still important for epigenetics that kinetic barriers be present in cis for, otherwise, all nuclear 
function would be an instantaneous reflection of the trans environment with no information of the 
previous state retained (except arguably through network evolution). The fact that promoter 
accessibility, for example, can be altered in a durable way means that the kinetic barrier to TF 
function can store information. One way in which that might work is the following: Imagine that 
the current complement of TFs in a nucleus would not be able to “pioneer” a given promoter but 
are able to maintain that promoter once it has been opened. That means if a factor had pioneered 
the promoter in a previous state, it could leave a lasting imprint—an epigenetic mark—in the form 
of promoter accessibility. That accessibility is not a static structure but a dynamic state that reflects 
the trans environment. The cis–trans interaction therefore allows for memory of the past and 
plasticity in the present.  
All epigenetic phenomena can be abstractly understood as the self-perpetuation of trans factors as 
they interact with the cis structures that present kinetic barriers to their functions. At any given 
point in a cell’s history, there will be a complement of TFs present. Those TFs in combination will 
have differential affinities for all promoters and for all transcription cofactors. The likelihood of a 
promoter that is not being transcribed to begin being transcribed is a function of all the TFs and 
coactivators present and the current cis configuration. Certain balances of TF concentrations (and 
extracellular contexts) are capable of self-perpetuation and define a cell state, while others are not 
and so continue to evolve until a stable configuration is reached. Hence, cellular states are at once 
heritable yet sensitive to perturbations of the trans environment.  
Dramatic demonstration of that fact is provided by Yamanaka’s success in inducing pluripotency 
in terminally differentiated fibroblasts by ectopic expression of but four TFs. Indeed, inducible 
pluripotency is perhaps the greatest demonstration of all this essay is trying to make explicit. 
Yamanaka’s shocking results should have sufficed to dismantle the entire molecular biology 
paradigm. If there had been any doubt that the state of the cell is wholly determined by the 
complement of trans factors, it should have ceased as of August 2006.17 Apart from trans factors 
being able to exert effects across the entire genome that are dominant with respect to the cis 
environment, how could a handful of TFs effect a reversal of development—the same TFs, in fact, 
as are necessary for stem-cell maintenance? Hence, the structure-function model of epigenetics 
fails.  
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But this profound result also runs completely counter to a network-evolution model of epigenetics, 
in which differentiation progresses by programmed changes from one stable attractor state to 
another. Yamanaka did not discover an evolved “program” which takes a fibroblast and turns it 
into a stem cell. Rather, the combination of the four Yamanaka factors is sufficient to reverse 
differentiation and erase nearly all memory of past experience. This is possible because cellular 
states are plastic—so plastic, in fact, that they are fluid. They are not identities but metastable cis–
trans configurations which, with sufficient stimulus, can be completely altered. Such fluidity seems 
to be the basis of the phenotypic plasticity seen in T-cells18,19  as well as in malignancy.20–24  

Adopting the probabilistic view of protein–DNA and protein–protein interactions as well as the 
processual understanding of nuclear function that is its higher-order counterpart may at first seem 
impractical to the experimentalist. The scientific method of controlling variables to isolate and 
quantify individual influences on a system is inherently reductionistic; how can it cope with layers 
of continuous distributions underlying a literally fluid information-processing system? First, let it 
be pointed out that whatever the answer to that question is, it cannot be to pretend that reality is 
what it is not so as to hoodwink the scientific method. Second, never before has technology been 
so suited for dealing with systems of immense complexity. So-called artificial intelligence (AI) 
meets in the present day with rich, multidimensional, quantitative biological datasets—especially 
those derived from live-cell imaging, which preserve the dynamics which are not just part of the 
system but are the (processual) system. Neural nets in particular seem suited to the job of learning 
the small manifold contributions of a TF on all CREs, for instance. But regardless of how it is 
done, it is now incumbent upon the researcher not to turn a blind eye to the complexity of molecular 
biology but to capture as much of that complexity in as parsimonious a manner as possible. 
“Mechanism” may in many instances have to give way to prediction of input–output relationships, 
at least until theoretical and computational advances enable a degree of granularity currently 
obscured by intractable complexity. 
There are also intuitive lessons to be gleaned from facing the messy molecular reality that is the 
nucleus head-on. The addiction of certain cancers to certain TFs is a salient example. Because a 
cell state depends on a certain composition of trans factors, a cancerous cell cannot exist, much 
less grow and divide, without certain TFs any more than a stem cell can remained undifferentiated 
without its “master regulators.” In the case of breast and prostate cancers, it so happens that those 
TFs are ligandable through their hormone-binding domains, making such addictions easier both to 
identify and to exploit; but in principle, all cancer cells should have similar dependencies. 
Moreover, it might be possible to throw the transformed cell state off course by activating alternate 
pathways as much as by inhibiting those on which it actively depends. If the cell state can be 
destabilized, it is by no means guaranteed that it will readily find a new stable configuration, 
especially in the context of the whole organism and the surveillance of the immune system. Apart 
from cancer, it would be worthwhile to determine which of the trans factors present are necessary 
for any cell state—or which combination is sufficient—for self-perpetuation. From there, it would 
also be of both foundational and translational interest to map the paths of least resistance (fewest 
genetic or environmental changes) from one cell state to another.  
To contemplate the nucleus without the simplifying but illusory intuitions derived from 
macroscopic experience is to appreciate how fluid its organization is. The discovery of the structure 
of DNA generated the field of molecular biology as we know it, and as a result, the framework of 
function arising from structure was strongly imprinted on generations of its practitioners. But while 
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it makes sense that the genetic information be encoded in highly structured molecule in order to 
persist through countless transmission events, it does not at all follow that the living, breathing, 
dynamic cell with all its fluctuating parts need abide by the same principle. To insist on structure–
function relationships throughout the hierarchies of biology from DNA to cell, from cell to tissue, 
from tissue to organism, etc. would be to lose the living forest for so many embalmed trees. 
Switching metaphors, the DNA should not be conceptualized as an orchestral score dictating 
precise relationships between the different voices in the symphony. The music is far less 
determinate than that. The DNA does provide a necessary underlying structure—the song form—
but the style of life is, in the final analysis, improvisational. 
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Chapter Two: A New Model of Enhancer Function 
This chapter contains work carried out in collaboration. Sections of this chapter were previously 
published as:  
Karr JP, Ferrie JJ, Tjian R, Darzacq X. The transcription factor activity gradient (TAG) model: 
contemplating a contact-independent mechanism for enhancer-promoter communication. Genes 
Dev. 2022 Jan 1;36(1-2):7-16. 

Introduction 
Gene regulation involves the interplay of genetically encoded circuitry with dynamic input from 
cellular signaling. Cis-regulatory elements (CREs) provide the circuitry, while transcription factors 
(TFs) transmit the signals. CREs’ latent potential awaits realization by TFs, while TFs’ trans-
regulatory function depends on CREs to direct them to their target loci. The fundamental 
mechanism underlying this decoding of biochemical signals by TF-CRE interactions has been 
brought into question by recent data from live-cell microscopy experiments showing 
spatiotemporal dynamics at odds with current models. The unexpected results from such 
experiments have yet to be satisfactorily reconciled with the long-standing rules of CRE-promoter 
communication learned from decades of genetics, biochemistry, and genomics.  
We know that CREs operate by a sequence of molecular interactions. By being enriched in TF 
recognition sequences, CREs recruit TFs via protein-DNA binding. CRE-bound TFs recruit other 
TFs as well as transcriptional cofactors—proteins or protein complexes that typically bear histone-
modifying or nucleosome-remodeling enzymatic activities25—via protein-protein binding. CREs 
thereby assemble a combination of proteins and enzymes at a particular position on the 
chromosome, while TFs translate DNA sequence into local enzymatic activity (acetylation, 
phosphorylation, methylation, etc.) via their DNA-binding and protein-interaction domains, 
ultimately regulating RNA polymerase II activity at a target promoter. 
How such interactions at a proximal CRE could regulate transcription is conceptually much more 
straightforward than at a distal CRE, which can be many kilobases, or even a megabase, upstream 
or downstream from the target gene. There are at least three conceivable models by which a distal 
CRE could operate (Figure 2.1). Model 1—“Stable-contact model”: By the formation of a long-
lasting protein-DNA complex stabilizing a chromatin loop, the distal CRE and promoter 
effectively become a single compound CRE with properties that neither element possesses on its 
own. Model 2—“Kiss-and-run model”: By transiently contacting the promoter, the CRE could 
deposit some material onto the promoter—be it TFs, other components of the transcriptional 
machinery, or post-translational modifications (PTMs) of promoter-bound proteins—which persist 
beyond a transient CRE-promoter contact. Model 3—“Communication by diffusion model”: 
The CRE could communicate with the promoter in a distance-dependent manner through the 
diffusion of TFs activated by enzymes recruited to the CRE.  
Each model has distinct requirements and temporal predictions. Both Models 1 and 2 
fundamentally require direct contact between the CRE and promoter via DNA looping (note: by 
direct contact we mean an unbroken chain of molecular binding interactions, which we expect not 
to exceed 10s of nanometers). However, whereas Model 1 proposes that the promoter is active 
only when in contact with enhancer and therefore necessitates persistent DNA-protein complexes 
tethering the CRE to the promoter, Model 2 allows some memory of interaction and thus requires 
only transient CRE-promoter contacts at some frequency. Model 3, on the other hand, does not 
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necessitate contact between CRE and promoter, but does have a quantitative dependence on 
proximity and therefore predicts that sustained contact would strengthen the effect of the CRE on 
the promoter.  
 

 
Figure 2.1—Mechanisms of Enhancer-Promoter Communication: There are three different ways in which a 
distal enhancer could regulate a promoter. (1) Stable contact model: A “compound cis-regulatory” element is 
formed by a stable complex of TFs (tan), coactivators (green), and the transcriptional machinery (grey). (2) Kiss-
and-run model: Upon transient contact, enhancer-bound coactivators deposit PTMs at the promoter and TFs (red) 
are transferred. (3) Communication by diffusion model: TFs are activated (purple) at the enhancer and diffuse to 
the promoter.  

 
Model 1 hearkens back to bacterial gene regulation and offers an intuitive solution to the problem 
of distance between enhancer (a representative class of CRE) and promoter, making it the 
prevailing textbook picture of cis regulation. It further gained popularity as the previous decade 
saw marked advances in chromosome-conformation capture (3C) technologies, which have 
detected signal enrichments between enhancers and promoters.26,27 Although such 3C signal has 
been widely interpreted to indicate contact, it should be remembered that 3C does not actually 
report on contact between genomic regions in a single live cell, but rather the probability of cross-
ligation in a large population of fixed cells. That is to say, it reflects not temporal frequency but 
population frequency, captured under chemical crosslinking conditions, which are known to 
perturb both chromatin structure and TF-chromatin interactions.28,29 Hence, 3C data cannot be used 
to test different temporal predictions about the longevity of CRE-promoter contacts in vivo. 
Further, 3C methods cannot discern whether CRE-promoter contact is at all necessary for 
transcription in single cells, so they cannot verify or falsify any of the three models.  
To test temporal predictions, microscopy experiments are required to fill in the gaps in our 
knowledge concerning CRE-TF interaction dynamics and CRE-promoter distances in single cells. 
Such experiments have consistently surprised us by yielding results dissonant with expectations 
from Models 1 and 2, and even incompatible with their basic requirements. Single-particle tracking 
experiments measuring the diffusion of nuclear proteins have documented fleeting lifetimes of TF-
chromatin interactions, from hundreds of milliseconds to several seconds.30  Such rapid dynamics 
are obviously difficult to reconcile with Model 1. Moreover, recent experiments measuring both 
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distal CRE-promoter distances and promoter activity in single cells31 have not supported either 
Model 1 or 2. For enhancers removed by scores to hundreds of kilobases, promoter activity was 
shown to have dependence on proximity (~350 nm) in one case,32 an anti-correlation with 
proximity in another case,33 and no correlation with closer proximity in another case.34 A FISH 
method able to probe many interactions in a single cell likewise saw weak correlation between 
contact and activity in some enhancer-promoter pairs, and no correlation in others.35 The basic 
requirement for contact in Models 1 and 2 is not satisfied in these instances. Moreover, several 
experiments perturbing proteins involved in global 3D genome organization have shown at most 
mild effects on transcription output despite profound losses of 3C signal.36–39 It is theoretically 
possible to reconcile the kiss-and-run model with such weak or absent temporal correlations of 
promoter activity and enhancer-promoter proximity only if it is assumed that there is an enduring 
“memory” of interaction such that each contact contributes to an accumulating signal at the 
promoter, whether in the form of proteins or of protein PTMs.40 We find that to be a dubious 
assumption given the transience of protein-DNA interactions and of PTM lifetimes and note that 
it still strictly requires contact; indeed, the frequency of contact must be inversely proportional to 
the length of memory. Last, because the modeling from Xiao et al. (ref. 35) was done in arbitrary 
time, we cannot know whether the infrequency of contacts seen in recent microscopy experiments 
is reconcilable with the proposed theory.  
We are led then to one of two conclusions: either the recent studies from multiple groups were 
technically unable to observe the phenomenon of enhancer-promoter looping in single cells, or it 
is much rarer and of lesser regulatory importance than has been supposed. Therefore, although 
contact-dependent models have not been entirely disproven, to consider an alternative model may 
nonetheless be warranted by the new evidence at hand and could prove useful in instigating 
discussion of a broader range of mechanisms. The communication by diffusion model has largely 
been disregarded because it poses a fundamental problem believed to be irreconcilable with the 
physics of diffusion—namely, it depends on TF molecules visiting the CRE and subsequently 
binding promoters in cis with a higher probability than other DNA elements in the nucleus. 
However, we have conceived of what seems to be a plausible mechanism for CRE-promoter 
communication via diffusion. We call it the TF-activity gradient (TAG) model, since it consists of 
CRE-associated enzymes modifying TFs to create local 3D gradients of chemical signals. We 
find the TAG model attractive in that it derives naturally from longstanding but previously 
unconsolidated observations, and it grounds CRE-promoter communication in exquisitely 
regulable enzymology, without relying on the more topologically constrained and convoluted 
process of intrachromosomal contact.  

A New Model of CRE-promoter Communication 
The road to the TAG model began with recognizing that the substrate ranges of so-called histone-
modifying enzymes (or “epigenetic writers”) are actually not restricted to histone substrates, but 
invariably include TFs.25,41,42 Hence, positions along the chromosome enriched for histone PTMs 
represent likely sites for enhanced TF modification. This suggests the intriguing possibility that 
CREs, which bear a significant number and diversity of histone modifications, could act as 
inducible platforms for catalytic modification of TFs. CREs could thereby serve a function 
analogous to that of scaffold and targeting proteins for signaling kinases—namely, to bring 
together promiscuous enzymes with specific substrates in a regulable and localized manner, or to 
coordinate signal relays by clustering different enzymes in a pathway together.43 
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Take for example the transcriptional coactivator and lysine acetyltransferase CBP/p300 
(henceforth just p300), which has long been appreciated as a central player in gene regulation. 
Levels of histone H3K27 acetylation, its signature chromatin mark, at CREs have been used to 
predict nearby promoter activity44,45 and recruiting the catalytic core of p300 to enhancers via a 
dCas9 fusion is sufficient to activate target promoters.46 However, the precise mechanism by which 
p300 regulates transcription has remained unclear. Some puzzling reports have indicated that 
although p300 catalytic activity is necessary for enhancer function,47 H3K27 acetylation is not.48,49 
This discrepancy could be resolved if non-histone substrates were its functional targets and the 
histone mark only a collateral effect of its local activity. Since H3K27ac has never been causally 
linked to transcription and p300 does indeed exhibit a promiscuous substrate range, including 
scores of TFs whose regulatory activities are often modulated by acetylation50,51,50,51 we entertain 
and expand on this possibility here. (It should be noted that p300 was dubbed a histone 
acetyltransferase only because of the historical coincidence that histones were its first discovered 
substrates, not because they were demonstrated to be its specific or functional substrates.) 
If TFs are acetylated at p300-bound enhancers (Figure 2.2), the result will be spatially 
heterogeneous distributions of chemical signals in the form of acetylated TFs (ac-TFs). To see this, 
let us consider what happens immediately after a TF is acetylated by p300. As time passes, the 
further the ac-TF diffuses from p300, and the more likely it is to encounter a deacetylase—an 
abundant and ubiquitous class of enzymes also named after their histone substrates (“HDACs”) 
even though they have many others.52 As a result, p300 at a CRE becomes the point-source of a 
concentration gradient of ac-TF. If the point source is free to diffuse throughout the nucleus, local 
concentration gradients will not form. However, if active p300 is bound to chromatin while the 
TFs remain diffusible, then a gradient will arise centered on the enzyme-bound chromatin region—
i.e. an enhancer. Consequently, a promoter proximal to an enhancer is far more likely to encounter 
an ac-TF than a promoter distant in 3D space.  
Note that at equilibrium—in the absence of PTM deposition—there cannot be stable gradients of 
TFs arising from CREs. The existence of a nearby binding site for a TF in no way enhances its 
equilibrium occupancy at the promoter (in fact, the more competing sites there are, the lesser the 
occupancy will be at a given promoter). Even if we consider that the two elements contact one 
another at some rate (as in Model 2), the equilibrium remains unchanged by the contact. Although 
it is true that upon contact a CRE-bound TF would have a higher likelihood of unbinding the CRE 
and binding the promoter, reciprocally a promoter-bound TF would be more likely to unbind the 
promoter and bind the CRE. Without invoking non-equilibrium processes, therefore, the only way 
in which a distal binding site could increase the TF’s occupancy at the promoter is if simultaneous 
binding at both sites through DNA looping cooperatively strengthened the TF-promoter interaction 
(as in Model 1).  
It is the presence of an enzymatically generated gradient of activity that overcomes the major 
difficulty with Model 3 alluded to before: TAG requires proximity (acts in cis) but does not depend 
on contact between enhancer and promoter (can operate over hundreds of nanometers in 3D space, 
accounting for very distal CREs). Enzymatic deposition of PTMs on TFs at a chromatin site would 
give rise to such a gradient for two reasons: (1) the volume through which the signal spreads 
increases cubically with radial distance from the enhancer, rapidly diluting the concentration of 
ac-TFs, and (2) an approximately constant rate of deacetylation due to abundant HDACs leads to 
an exponential decay profile at steady state (similar to morphogen gradients). The cis relationship 
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between enhancer and promoter is therefore maintained not by the two cis elements physically 
associating, but by the biophysical and biochemical limitations on the extent of the signal diffusing 
from the enhancer. 
Unlike the kiss-and-run model, TAG does not rely on a coordinated, vectorial transfer of material 
from enhancer to promoter; it is mediated by the random motions of ac-TFs emanating from the 
enhancer, with a small subset finding the promoter. TAG therefore has an inherent inefficiency: 
since each ac-TF has a low probability of finding its target promoter, enhancer-bound p300 must 
modify many TFs over time. This inefficiency is “paid for” not in the currency of acetyl-CoA, 
which gets regenerated in situ by nuclear synthases, but in the ATP those synthases consume53.53 
The probability of the ac-TF finding its target can also be increased in two ways: by altering the 
mode of its diffusion or by effectively increasing its target’s size.54 If the ac-TF undergoes sub-
diffusion which causes it to more densely sample its immediate environment—for instance, by 
sliding or hopping on chromatin—it becomes much more likely to find a local target55.55 If at the 
target promoter there is even a transient hub of locally concentrated proteins (as have been 
observed in various systems56–61J. Chen et al. 2014; W.-K. Cho et al. 2018; Chong et al. 2018; Z. Liu 
et al. 2014; Mir et al. 2017; Tsai et al. 2017)) with affinity for the ac-TF, this could multiply the 
probability of each TF finding the promoter and thereby sensitize the promoter to the enhancer. 
Isotropic diffusion from the enhancer would result in a broad (if confined) range of enhancer 
influence and thereby allows for one enhancer to regulate multiple promoters—which is a 
documented property of enhancers.62,63  
 

 
Figure 2.2—Picturing the enhancer as a point-source of acetylated TFs. An unmodified TF (red) contacts an 
enhancer bearing activated p300 (green) recruited by a dimeric transcription factor (tan). The acetylated transcription 
factor (purple) departs from the enhancer and is recycled by being rapidly deacetylated in the nucleoplasm by 
abundant histone deacetylases (blue).  
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Based on published findings, we propose the following TAG-based mechanism for p300-mediated 
regulation of transcription occurring at a generic enhancer-promoter pair: (1) p300 is first recruited 
to the enhancer by a sequence-specific DNA-binding TF; (2) an allosteric regulator binds and 
activates p300; (3) active p300 acetylates nearby substrates, including both histones and TFs bound 
to the enhancer; (4) subsequently acetylated TFs (with typical residence times of a few seconds) 
disengage from the enhancer and diffuse outward; (5) when ac-TFs reach a target promoter, they 
increase transcriptional output; (6) diffusing ac-TFs are deacetylated at a high rate, limiting the 
spatial range of their action. We will now walk through this hypothetical realization of the TAG 
model and present some supporting evidence for each step while pointing out some of the 
unknowns. 

(1) p300 is recruited to the enhancer 
p300 is such a pervasive enhancer-bound coactivator that its ChIP-seq binding profile is routinely 
used to identify enhancers.64,65 Not much is known about the recruitment mechanism of p300, 
except that it depends on sequence-specific TFs and is subject to competition, as the number of 
p300 molecules per cell (approximately 7000) is on par with the number of active enhancers.66,67 
Thus, with respect to p300, the nucleus is indeed a heterogeneous landscape, with enhancers being 
rare landing pads to enable and direct its enzymatic activity. 

(2) An allosteric regulator of p300 binds the enhancer and activates p300 
The presence of H3K27ac, and not p300, differentiates active from poised enhancers,68,69 
indicating that at least in some instances recruitment and activation of the enzyme are separable 
events. Biochemical and structural studies have uncovered allosteric regulation of the catalytic 
activity of p300. Similarly to how some kinases dimerize and undergo trans-autophosphorylation, 
p300 is activated by trans-autoacetylation.70 Dimeric (and often phosphorylated) TFs mediate this 
trans-autoacetylation by bringing together two p300 molecules.71 This mechanism integrates 
cellular signaling in that many cytosolic signaling pathways lead to dimerization and nuclear 
translocation of TFs to affect gene expression.72 For many inducible TFs, signaling-mediated 
oligomerization has been shown to recruit active p300 at target enhancers and promoters.73–80 
Where these TF-p300 complexes bind is cell-type specific and depends on the prior establishment 
of accessible CREs by pioneer factors.81 

(3) Active p300 acetylates TFs bound at the enhancer 
To our knowledge, it has never been investigated whether p300 acetylates non-histone substrates 
on chromatin or throughout the nucleoplasm. However, it was found that p300 substrate specificity 
is higher in vivo than in vitro,51 indicating that its cellular context is important for restraining the 
action of this highly promiscuous enzyme. Additionally, the fact that known TF substrates of p300 
have ChIP-seq signals at chromatin loci enriched for H3K27ac suggests that at least some TF 
acetylation may occur on select chromatin sites. Furthermore, for many TFs, the dimerization that 
is required for p300 activation is typically required for their DNA binding as well, with nuclear 
receptors being an iconic example.82 Furthermore, in the case of the TF p53, consensus-sequence 
DNA acts as an allosteric ligand to promote acetylation by p300 through exposure of the 
acetylation motif,83,84 suggesting that p300 substrate specificity can also be mediated by the 
proximal DNA. Multiple lines of evidence therefore point to chromatin as a likely site of p300’s 
TF-modifying activity. 
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(4) Acetylated TFs disengage from the enhancer and diffuse outward 
Within seconds of landing at a CRE and possibly being acetylated, a TF will unbind and continue 
diffusing.30 Some acetyl-lysines are bound by bromodomains,85 which can, in turn, change TF-
chromatin interactions and thus alter TF occupancy at target sites.86 Other acetyl-lysines induce 
conformational changes to expose new surfaces for interaction or (de)stabilize existing ones.87 
Acetylation can also weaken protein-DNA interactions by neutralizing the positive charge on a 
phosphate-interacting lysine.88 Consequently, it is plausible that an ac-TF will exhibit distinct 
modes of diffusion from those of the unmodified TF.  

(5) When acetylated TFs reach a target promoter, they increase transcriptional output  

Increased transcriptional activity upon acetylation has been demonstrated for various TFs,89–99 
although the mechanism is not clear in most cases. One notable mechanism is through interaction 
with bromodomain-containing protein BRD4 to recruit P-TEFb to promoters and phosphorylate 
Pol II.100 However, it is possible that the mechanisms at play are as diverse as the TFs being 
acetylated. Acetylation, like many PTMs, need not have one outcome but rather provides a 
regulatory switch that can modulate protein activity positively or negatively. Such flexibility may 
be key to achieving combinatorial specificity and complexity, allowing the same enzyme to exert 
positive or negative regulatory effects on transcription depending on what substrates are present.  
(6) Acetylated TFs are deacetylated at a high rate, limiting the spatial range of their action 
Once modified at a CRE, an ac-TF has a lifetime dictated by the abundance and activity of 
deacetylases, of which there are 18 varieties in humans.101 Recently, a proteomics study of 
erythropoiesis documented what the authors described as a “vast quantitative imbalance” between 
the number of HDAC molecules—in the hundreds of thousands—compared to that of p300, at less 
than ten thousand.67 Although live-cell imaging of HDACs is lacking, by immunofluorescence 
these HDACs are predominantly nuclear and homogeneously dispersed.102 Evidently, the 
mammalian nucleus has evolved to keep global acetylation levels tightly controlled, which we 
speculate is to enable local signaling. Hence, we predict the extent of ac-TF signal to be exquisitely 
spatially restricted around the CRE point source. 

Conclusions and Outlook 
The TAG model offers a novel solution to the two key problems of CRE-promoter communication: 
what signal is transmitted from distal CREs to promoters, and by what mechanism does the 
transmission occur? We envision that the signal could be cofactor-deposited PTMs on TFs that 
alter their trans-activating/repressing potential, and the mechanism of communication is an 
enzymatically time-limited diffusion from the CRE point source. That TFs will be modified at 
CREs is a logical consequence of two established observations: CREs are TF-binding hotspots 
replete with histone signatures of cofactor activity, and those TFs are known substrates of cofactor 
enzymes. Chromatin-associated enzymatic activities, in turn, result in spatial heterogeneity of 
chemical signals given diffusible substrates and the profusion of de-modifying enzymes that limit 
the lifetime of the PTM. The requirement for distal CRE-promoter proximity is therefore met 
without necessitating direct or sustained contact between the two elements, and the parameter that 
tunes promoter activity is the PTM-TF flux from nearby CREs, not the frequency or stability of 
direct contact between two chromosomal regions.  
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Although it has long been known that CREs are hotspots of cofactor activity, the chemical 
ramifications of PTM-depositing enzymes being recruited to defined positions along the 
chromosome have largely gone unexplored. Perhaps this is partly due to the fact that TF-CRE 
binding interactions are widely treated as mere equilibrium-driven associations, instead of a 
platform for non-equilibrium modification of the TFs by CRE-associated enzymes—even though 
it has been appreciated since almost the beginning of the enhancer field that covalent modification 
of TFs was key to their regulation.103 Given that PTM-depositing enzymes are enriched at CREs, 
where we now know TFs rapidly bind and unbind within seconds, and that so-called histone-
modifying enzymes are vastly outnumbered by their corresponding de-modifying enzymes,67 we 
propose that CREs function as local “reactors” to generate tunable concentration gradients of 
modified and activated TFs that diffuse to nearby binding sites to regulate target promoters.  
Since PTMs have profound effects on TF interactions and function,104 the ability to locally and 
transiently concentrate them provides a mechanism for precise control of gene regulation. If, for 
instance, a TF is only 10% active in its unmodified state, an increase in its nuclear concentration 
will have relatively mild effects on target gene transcription except in regions where it acquires its 
activating PTM. Consequently, TF-responsive promoters with nearby CREs able to deposit the 
PTM will be much more activated than target promoters lacking such CREs. Conversely, a TF may 
activate transcription when unmodified but repress transcription when modified. The ensemble of 
active CREs and their associated enzymes would therefore determine the global transcriptional 
changes in response to the presence of a TF. Consistent with this notion, it has been shown that 
inducible TFs bind pre-existing CREs that are made accessible by lineage-determining TFs,105 that 
proximal promoter activity is correlated with recruitment of enzymatic coactivators to such pre-
existing CREs,81 and that DNA accessibility of CREs is just as determinative of TF occupancy as 
the presence of TF recognition sequences.106  
Different TFs therefore play different roles in the TAG model. Certain TFs are necessary to define 
which CREs are accessible, other TFs bind the accessible CREs to recruit cofactors, and perhaps 
still other TFs are the substrates of those cofactors that will carry the signal to nearby promoters. 
Importantly, specificity is attained by sequence-specific protein-DNA and selective protein-protein 
interactions at each of these steps. So-called master regulators or pioneer factors find recognition 
sequences to open up a subset of CREs;107 which TFs bind available CREs is determined by their 
specific DNA affinity;108 and what proximal genes respond to an active CRE depends on the PTM-
TF binding at the promoter—whether indirectly through protein-protein interactions with 
promoter-bound TFs or directly through the PTM-TF binding the DNA. Other mechanisms can 
also be at play due to the number of tunable parameters in the system. For example, disruption of 
TAD boundaries can, in some rare instances, lead to ectopic expression of a promoter,109 indicating 
that at certain loci in specific cell types, part of the CRE-promoter specificity can be influenced by 
the 3D organization of local chromatin. Hence, although the TAG model is not explicitly concerned 
with the question of specificity—that is, why a CRE affects certain promoters in its vicinity and 
not others—it nevertheless hints at a possible path to specificity mediated, satisfyingly, by 
sequence-specific DNA-binding proteins and their protein-protein interactions. 
Although it is conceptually helpful to imagine one PTM-TF communicating from a CRE to a 
promoter, it is likely that multiple protein species contribute to the PTM gradient, some of which 
may not be sequence-specific TFs. Because some active enhancers are transcribed, we can surmise 
that much of the transcriptional machinery is being recruited to them; components of that 
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machinery that are modified should also give rise to a local gradient due to diffusion from the CRE 
and deactivation by repressing enzymes. For instance, general transcription factors, the elongation 
factor P-TEFb, and RNA polymerase II (Pol II) are all acetylated by p300.110–112 Of these, P-TEFb 
is an especially intriguing candidate in that it is broadly required for Pol II transcription, depends 
on p300 for activation, exhibits sub-diffusion, and can be rapidly inactivated by the 7SK 
complex.54,112,113 The TF c-Myc may also be an important CRE-promoter relay molecule, in that it 
generally amplifies transcription from active promoters,114,115 and is known to be acetylated and 
activated by p300.116,117 
Since TAG depends on PTM of diffusible molecules, what role, if any, do histone modifications 
play in this model? It should be acknowledged that the respective contributions of histone PTMs 
and TF PTMs to gene regulation are challenging to disentangle—the fact that the same enzymes 
are likely modifying both substrates at the same locations makes correlations abound. However, it 
is difficult to imagine how PTMs at a CRE could participate in regulation of a distal promoter. It 
would seem that in order for histone modifications to be directly involved in CRE-promoter 
communication, a CRE-bound enzyme would need to modify promoter-bound histones, 
necessitating at least transient contact between these two elements. Even if it is granted that CRE-
promoter contact is a requisite for regulation, there is no obvious mechanism for achieving 
specificity. If an active CRE-bound enzyme modifies any histones it contacts, how are promoters 
selectively modified over intergenic regions, or some promoters activated while others in the 
vicinity are not? Moreover, as noted above, the histone PTMs would need to have a lifetime much 
greater than that of the CRE-promoter contact, which is difficult to imagine given the 
pervasiveness of HDACs. This difficulty could perhaps be surmounted if a CRE-promoter contact 
initiates a feed-forward loop in which a histone mark deposited by the CRE-bound enzymes 
recruits more histone-modifying enzymes to the promoter. However, such a system seems 
alarmingly unregulable as well as unspecific. We therefore posit that histone modifications may 
not play an instructive or causal role in transcription initiation, but may rather have a permissive 
role in maintaining CREs in a particular state—for instance, by stabilizing TF-recruited and -
activated enzymatic cofactors on the chromatin, or creating local chromatin landscapes that 
influence TF-chromatin interactions and therefore TF diffusion.  
Another aspect of CRE-promoter communication that has garnered much attention for decades but 
has received little comment in this review is the role of boundary elements or insulators. These 
elements are described by three major features: in an orientation-sensitive manner they can prevent 
an enhancer from communicating with a promoter, they delineate boundaries between active and 
repressive chromatin marks, and they are associated with TAD boundaries in 3C assays. TADs 
have also been shown to correspond to domains over which an enhancer can activate a 
promoter.63,118 Whereas Drosophila have several known insulator-binding proteins, the only one 
that has been characterized in mammalian cells is CTCF. Since depletion of CTCF has very mild 
effects on transcription, both in number of genes affected and in the magnitude of that effect model 
accounts for boundary elements in that TAD organization will inform 3D distances, which will 
then affect the ability of a CRE to influence a promoter—that is, if a topological boundary moves 
a promoter outside an enhancer’s gradient of activity, it should effectively insulate the two 
elements in a seemingly stepwise fashion. Within a TAD, however, TAG would predict that there 
would be a graded effect as a function of enhancer-promoter distance, as has been documented at 
least once.119 The less compact the chromatin is, the more dramatic should be this effect, which 
could explain why the loop-extruding cohesin complex is necessary for distal but not proximal 
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enhancers.120 The insulator-defined boundaries of histone modifications also suggests that between 
TADs, protein-chromatin interactions may differ and could change the local diffusion dynamics of 
TFs (e.g. if one TAD has more accessible DNA than a neighboring TAD and thereby better retains 
the TF121).  
Various groups, including our own, have observed that at the sub-TAD level, a remarkable pattern 
of enhancer-promoter cross-ligation is visible by Hi-C and Micro-C.27,122 Additionally, the 
Engreitz lab was able to use Hi-C signal enrichments in a powerful strategy to predict functional 
enhancer-promoter pairs.45 Their model includes only a few parameters: read counts of H3K27ac 
ChIP-seq and DNase hypersensitivity—which they collectively dub “activity”—and “contact” 
(Hi-C enrichment). Impressively, the product of activity and contact normalized against the 
surrounding 5 Mb region correlated with quantitative effects on gene expression with 70% 
precision at 70% recall. The authors further make an intriguing observation that Hi-C contacts can 
be replaced by linear distance with little damage to the power of the model. The implication of this 
is that higher levels of enzymatic activity can compensate for greater distances between enhancers 
and promoters—a result that is easily rationalized by TAG: at greater distances from the enhancer, 
the greater the fold-decrease in the ac-TF gradient, so the greater the initial signal (activity) must 
be to compensate. We therefore propose that a more conservative interpretation of 3C data may 
also be the more biologically relevant: 3C signal may actually reflect 3D proximity, not contact. 
We also suggest that the ability of higher activity to compensate for greater distance is more easily 
explained by TAG than by contact-dependent models.  
Direct demonstration of the TAG model would require tracking locally deposited and exceedingly 
transient chemical modifications of diffusing proteins in live cells. Although local gradients of a 
small molecule in vivo have been measured,123 detecting a PTM gradient would require new 
technological developments. Nevertheless, TAG makes some predictions that differentiate it from 
other models. First, CRE-promoter communication should be dependent on distance but not on 
contact. Unfortunately, with the spatiotemporal resolutions of techniques currently available, these 
two parameters are difficult to tease apart. Second, TAG predicts that the regulatory effect of a 
cofactor—whether activating or repressive—will depend on the TF modified. This prediction 
differentiates TAG from histone-centric models in that a histone modification would be predicted 
to have the same effect at different CREs (unless, as the histone code hypothesis proposed, histone 
PTMs occur in complex combinations which have emergent regulatory properties; but the high 
redundancy of histone marks suggests this mechanism is not likely widely employed124). 
Furthermore, TAG predicts that gain-of-function mutations of cofactor-modified residues of TFs 
should bypass the dependence on CREs at target promoters where the PTM-TF is sufficient for 
activation or repression.  
While it requires substantial experimental validation, the model presented here provides one 
plausible alternative to DNA-looping models for how TF inputs are dynamically processed by 
genetic circuitry into transcriptional outputs: DNA sequence determines local enzymatic activity, 
which in turn dictates the regulatory function of diffusible TFs at proximal promoters. Such a 
mechanism harnesses the properties of the nucleus that make it qualitatively different from a test 
tube—spatial confinement and heterogeneous distributions of molecules—allowing local effects 
and not just global parameters (e.g. TF concentration) to have profound regulatory impact. While 
posing challenges to current experimental techniques, such a system would afford exquisite control 
of gene expression via precise DNA-targeted enzymatic control of promoter microenvironments. 
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We conjecture that CREs evolved to do just that—to generate neighborhoods of chemical signals 
in which TFs can play TAG. 
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Chapter Three: p300 Is an Obligate Integrator of Combinatorial Transcription Factor Inputs 
This chapter contains work carried out in collaboration. Sections of this chapter were previously 
published as:  
Ferrie JJ*, Karr JP*, Graham TGW, Dailey GM, Zhang G, Tjian R, Darzacq X. p300 Is an Obligate 
Integrator of Combinatorial Transcription Factor Inputs. Molecular Cell, In Press. *these authors 
contributed equally 

Introduction 
Eukaryotic transcription factors (TFs) depend on coactivators to activate transcription. 
Coactivators have no intrinsic ability to bind specific DNA sequences, and their recruitment to 
specific target loci is instead proposed to rely on interactions with TF activation domains, modified 
histone tails, and other coactivators.  Accordingly, most coactivators are multi-domain or multi-
subunit complexes containing both enzymatic domains and diverse protein-protein interaction 
modules, including epigenetic reader domains (e.g., bromodomain, PHD domain), TF-interaction 
domains (e.g., KIX, PAS), and intrinsically disordered regions (IDRs).125–127 The relative 
importance of these various domains for target binding remains unclear. Moreover, it is puzzling 
how coactivators get distributed among target loci rapidly and reproducibly despite being 
stoichiometrically limiting relative to TFs and even to active cis-regulatory elements.66,67,128  

To clarify these outstanding uncertainties in the field, we focused on p300—a central node in gene 
regulation that combines many domains in one polypeptide, making it more genetically tractable 
than multi-subunit coactivator complexes (e.g., Mediator). p300 is composed of three large 
regions: the N-terminal region (NTR), a well-structured enzymatic central region (Core), and the 
C-terminal region (CTR) (Figure 3.1A). In the Core are several annotated chromatin-interaction 
domains (ChIDs), while interspersed through the highly disordered NTR and CTR are various TF-
interaction domains (TFIDs)—small helical and zinc finger domains that have been shown to 
engage in “fuzzy” binding with TF activation domains.8  
There are conflicting reports in the literature of how p300 interacts with chromatin. In vitro binding 
assays have long shown that the various TFIDs distributed throughout p300 bind to myriad 
peptides contained within disordered activation domains of TFs.129 Many years of such 
biochemical data support the model that TF binding at a locus leads to local enrichment of p300 
through TF–TFID interactions. However, other biochemical data suggest that p300’s 
bromodomain binds to acetylated histone tails, providing a distinct mechanism for p300 chromatin 
targeting in line with the histone code hypothesis. Indeed, more recent live-cell experiments have 
suggested that p300 binds to acetylated lysine residues, including those produced by p300’s own 
acetyltransferase activity, and cryo-EM structures of the interaction between p300 and acetylated 
histone tails have recently been published.130–133 Last, the widespread enthusiasm for phase 
separation as an organizational principle of the cell has led to the hypothesis that the extensive 
IDRs present throughout p300 could provide a driving force for p300–TF interactions and 
downstream regulation of transcription.132,134 These three distinct though not necessarily mutually 
exclusive mechanisms of p300 interaction with chromatin have not been directly tested head-to-
head in a living cell, leaving ambiguity in the literature concerning a major gene-regulatory step. 
We therefore set out to address two questions: First, do ChIDs, TFIDs, or IDRs—or some 
combination thereof—mediate p300 chromatin engagement? Our hypothesis was that the TFIDs 
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provide sequence specificity to direct p300 to target sites while the ChIDs bind to histones to 
stabilize p300 on chromatin. By recognizing particular histone marks, the ChIDs could also 
contribute to directing p300 to target sites bearing active marks.135 Others have also argued that 
the IDRs of p300 cause it to partition into TF condensates.136 The second question is whether there 
is interplay between p300 chromatin binding and catalytic activity. Because the p300 Core has 
both an acetyltransferase domain and a bromodomain—which is thought to bind acetylated lysines, 
especially on histones137—we considered that enzymatic activity might enhance chromatin binding 
and stabilize active p300 at its target sites.  

Results 
To address these questions, we turned to high-speed (4 ms/frame) single-molecule tracking (SMT) 
combined with a Bayesian analysis method that infers underlying diffusive states from a 
population of observed trajectories.138 The output of this analysis is a “diffusion spectrum,” or 
probability density for every value of diffusion coefficient (Figure 3.1B). The fractional likelihood 
of a molecule moving with a diffusion coefficient of <0.1 μm2s-1 we call the bound fraction (fbound) 
because it represents the proportion of molecules diffusing at a rate indistinguishable from that of 
chromatin motion (see Halo-H2B in Figure 3.1B). By measuring their effects on fbound, we are thus 
able to assess the impact of various p300 mutations and perturbations on chromatin interactions in 
the context of the live cell.138,139 Although the rest of the diffusion spectrum faster than 0.1 μm2s-
1 holds other valuable information, such as how many distinct diffusive species (number of peaks) 
exist for a given tagged protein, we have focused on changes to fbound in this report. 
We first benchmarked SMT behavior of the gene products of two HaloTag knock-ins at the 
endogenous EP300 locus against stably integrated Halo-H2B and Halo-NLS transgenes in U2OS 
cells (Figure 3.1B-C). As expected, Halo-H2B was predominantly bound (fbound = 0.85 ± 0.01) 
while Halo-NLS was predominantly fast-diffusing. (We note that Halo-NLS has an fbound of 0.11 
± 0.03, which we consider the baseline of the assay.) In this cell line, p300 had an fbound of 
approximately 0.54, which was reproducible between two different clonal knock-in lines (fbound = 
0.55 ± 0.02, 0.52 ± 0.03). We also used FRAP to measure the residence time of each p300 construct 
on chromatin and found that in contrast to H2B, which has a residence time far beyond the 
timescale of this experiment, p300–chromatin binding events persist for approximately 26 seconds 
on average—on par with or slightly longer than residence times typical of TFs.140 
Having established a characteristic profile for WT endogenous p300 diffusion, we built a transgene 
system to facilitate mutation of p300. In order to avoid complexities arising from interactions with 
endogenous p300, we generated a clonal knock-out cell line expressing no detectable p300 (Figure 
3.S1A) into which various p300 transgenes were introduced by random integration and antibiotic 
selection. The full-length p300 transgene product behaved similarly to the tagged endogenous 
protein (fbound = 0.51 ± 0.02—Figure 3.1B-C), validating this assay system. The stable transgene 
was considerably less expressed than the endogenous protein, but we verified that in our system 
fbound is not sensitive to concentration of protein (Figure 3.S2). 
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Figure 3.1—Benchmarking Halo-p300 diffusive behavior.  
(A) Schematic of domain organization of p300 showing the TFIDs in the NTR and CTR and ChIDs in the 
Core. The black line indicates IDRs. Relative lengths are not to scale. (B) Diffusive spectra (left)—probability 
density function (top) and cumulative distribution function (bottom)—with plot of fbound (right). Bars represent 
bootstrapping mean ± SD while p-values are reported as ns, (not significant), * (< 0.05), ** (<0.01), or *** 
(<0.001). (C) FRAP curves of the same (left) with residence times plotted for each construct (right). Bars 
represent best fit ± 95% CI. 
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Figure 3.S1—Western blots of p300 variants. 
(A) Anti-p300 blot of unedited U2OS cells, the EP300 knockout line, and the two Halo-p300 knock-in lines, 
with loading control beneath. Dashed line is to show shift in molecular weight from addition of HaloTag. (B-E) 
Anti-FLAG blots of all transgene constructs in the paper with Ponceau stains to the right as loading controls. 
Constructs were loaded to achieve comparable intensities—for relative expression levels, see Fig. 
3.S2. 
 
 

 
Figure 3.S2—Fraction bound is unaffected by p300 expression level. 
(A) Plot of cellular intensities from a transient transfection of WT p300 into EP300-knockout cells with SMT 
results of three intensity bins overlaid. (B) All p300 mutants in the paper were measured by flow cytometry (C) 
and their mean cellular fluorescence plotted against SMT-derived fbound.  
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p300 Core is neither necessary nor sufficient for chromatin binding 
To address which domains mediate p300 chromatin engagement, we first assessed which of its 
three regions (NTR, Core, CTR) is sufficient for binding (Figure 3.2B). Strikingly, the Core had 
essentially no ability to bind on its own (fbound = 0.09 ± 0.01). The NTR exhibited a modest capacity 
to bind (fbound = 0.22 ± 0.02), while CTR was sufficient to reach full-length p300 levels of binding 
(fbound = 0.50 ± 0.02). Both NTR and Core constructs had significantly reduced residence times (t 
= 16, 14 s) compared to CTR and p300 (t = 26, 26 s) (Figure 3.S3). 
We then asked which of the domains is necessary for binding by tracking truncations of p300: 
NTR-Core (ΔCTR), Core-CTR (ΔNTR), and NTR-CTR (ΔCore) (Figure 3.2D). Remarkably, 
ΔCore had a somewhat enhanced fbound of 0.62 ± 0.03—a surprising result we return to later.  ΔNTR 
and ΔCTR showed significantly decreased ability to bind chromatin (fbound = 0.36 ± 0.03, 0.22 ± 
0.02) compared to WT p300 (fbound = 0.51 ± 0.02). Together, these results suggest that the ChID-
containing Core is dispensable for p300–chromatin binding in vivo while the NTR and CTR are 
necessary and sufficient (albeit to different extents). To confirm this, we performed SMT on a 
series of Core mutants which affect p300 binding and activity in vitro (including a bromodomain 
mutant) and saw no substantial changes in our in vivo assay (Figure 3.S4). 
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Figure 3.2—Sufficiency and necessity of p300 regions for chromatin binding.  
(A) Schematic of p300 regions. (B) SMT of isolated regions of p300 (left) with summary bar plot of fbound (right). 
(C) Schematic of p300 truncations. (D) SMT of truncations of p300 (left) with summary bar plot of fbound (right). 
Bars represent bootstrapping mean ± SD while p-values are reported as ns, (not significant), * (< 0.05), ** 
(<0.01), or *** (<0.001). Note that the full-length “FL” data are those identified as “WT Transgene” in Figure 
1. See also Fig. 3.S3. 
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Figure 3.S3—FRAP confirms SMT findings.  
(A) FRAP plots of p300 regions (left) with residence times plotted (right). (B) FRAP plots of p300 truncations 
(left) with residence times plotted (right). (C) Scatter plot of fraction bound (SMT) and slow fraction (FRAP) 
for transgene constructs shows a high degree of correlation. The size of each point encompasses both the standard 
deviation of the bound fraction and the 95% confidence interval of the slow fraction. 
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Figure 3.S4—SMT of Core mutants. 
SMT plots as in Figure 1 of Core mutants shown in vitro to have large effects on p300 catalytic activity: 
N1132A, RR1645/6EE, autoinhibitory loop [K>R]9 (AIL).  
 
 
p300 TFIDs are necessary for chromatin binding 
The finding that p300’s chromatin-binding capacity lies outside its Core domain does not 
necessarily mean that the TFIDs are what mediate binding as it could be the IDRs, which compose 
the vast majority of the NTR and CTR. (Whereas each TFID is 50-80 aa, there is approximately 
1,400 aa of IDR.) We therefore measured the sufficiency of the TFIDs for chromatin binding by 
expressing them as HaloTag fusions and observed that each TFID has only a modest capacity to 
bind when acting alone (Figure 3.3B). Next, we tested the necessity of these domains by deleting 
each of the TFIDs as well as all the TFIDs in the otherwise full-length protein and performed SMT 
(Figure 3.3D). Although each TFID deletion only partially impaired chromatin binding, when all 
TFIDs were deleted (ΔALL), there was a drastic reduction in fbound to just above the baseline (0.14 
± 0.02). Hence, it appears that the combined action of multiple TFIDs is required to bring p300 to 
chromatin. That deleting all TFIDs essentially incapacitated chromatin binding also suggests that 
the IDRs are not sufficient for nor a major contributor to p300–chromatin association. Additionally, 
the low fbound of the ΔALL construct is another indication that the Core is not sufficient for p300-
chromatin binding.  
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Figure 3.3—Sufficiency and necessity of p300 TFIDs for chromatin binding.  
A) Schematic of p300 TF interaction domains (core region in grey). (B) SMT of TFIDs (left) with summary bar 
plot of fbound (right). (C) Schematic of p300 TFID deletions. (D) SMT of TFID deletions of p300 (left) with 
summary bar plot of fbound (right). Bars represent bootstrapping mean ± SD while p-values are reported as ns, 
(not significant), * (< 0.05), ** (<0.01), or *** (<0.001). Note that the full-length “FL” data are those identified 
as “WT Transgene” in Figure 3.1. 
 

Acetyltransferase activity opposes p300–chromatin binding 
Although it seems that the Core does not contribute appreciably to p300–chromatin binding, it is 
intriguing that its deletion increased p300 fbound from 0.51 ± 0.02 to 0.62 ± 0.03. We wondered 
whether this was the consequence of the loss of its acetyltransferase activity and tested this in two 
ways: by imaging a catalytically dead mutant (Y1467F)141 and tracking WT p300 after addition of 
the potent and specific catalytic inhibitor A485.142 Both slightly increased p300 fbound similar to 
complete loss of the Core domain (Figure 3.4A), although neither change reached statistical 
significance. A485 treatment likewise led to slower FRAP recovery, supporting an increase in 
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chromatin binding upon loss of catalytic activity. To test whether this was a direct effect of p300 
activity and not an indirect consequence of some off-target cellular response, we designed a p300 
point mutant that remains catalytically active in the presence of A485 (H1451K) (manuscript in 
preparation) and as expected, saw no change by FRAP (Figure 3.4B) or SMT (Figure 3.S5) upon 
A485 addition. These results tally with previous ChIP-seq data showing an increase of p300 peak 
heights upon A485 treatment.100 and prior in vitro data suggesting that p300 dissociation from 
Mediator is dependent on p300 acetyltransferase activity.143 
The finding that catalytic activity opposes chromatin binding provided a possible explanation for 
two curious observations: ΔNTR (Core-CTR) had reduced binding compared to CTR and deletion 
of the two N-terminal TFIDs had a greater impact on fbound than deletion of the C-terminal TFIDs—
both of which are strange because the CTR is both necessary and sufficient for full chromatin 
association. We therefore reasoned that the N-terminus may function (directly or indirectly) to 
inhibit the effect of Core catalytic activity on CTR binding. Indeed, the reduction in fbound from 
adding the Core to the CTR was rescued by treatment with A485 (Figure 3.4C). Furthermore, 
ΔTAZ1 and ΔKIX were both hyper-sensitive to the drug compared to the FL with respect to fbound 
(Figure 3.4D), indicating that the N-terminal TFIDs counteract the effect of Core catalytic activity 
on p300-chromatin interaction.  
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Figure 3.4—Effects of the catalytic core on p300–chromatin interactions.  
(A) Cartoon representation (left) of p300 active site showing residues H1451 (pink) and Y1467 (yellow), 
substrate mimetic (grey), and A485 inhibitor (teal). Plots comparing diffusion spectra (center) of WT p300 and 
three perturbations of p300 catalytic activity: addition of inhibitor A485, active site mutation Y1467F, and 
deletion of the catalytic core, with bar plot of fbound (right). (B) FRAP plots of WT (left) and mutant (center) in 
response to A485 with residence times plotted for each construct (right). Note that in both A and B, the “WT” 
data are those identified as “WT Transgene” in Figure 3.1. (C) SMT of NTR-containing (left) and CTR-
containing (center) constructs in the presence (lighter hue) or absence (darker hue) of A485, with bar plot of 
fbound (right). [X] Data not acquired. (D) SMT of N-terminal ΔTFID (left) and C-terminal ΔTFID (center) 
constructs in the presence (lighter hue) or absence (darker hue) of A485, with bar plot of fbound (right). Note that 
in both C and D, the “FL” data are those identified as “WT Transgene” in Figure 1 and “WT” in A and B. SMT: 
bars represent bootstrapping mean ± SD while p-values are reported as ns, (not significant), * (< 0.05), ** 
(<0.01), or *** (<0.001). FRAP: Bars represent best fit ± 95% CI. See also Fig. 3.S5.  
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Figure 3.S5—SMT of Core mutants. 
SMT plots of mutants ± A485: the inhibitor-resistant mutant 1451 has no significant change, while the two 
unbound constructs ΔALL and Core show mild increases upon addition of the inhibitor.  
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Discussion 
Combining high-speed SMT with the domain-mapping strategy classically used in in vitro 
biochemistry allowed us to determine which domains of a modular coactivator mediate its 
chromatin binding in living cells. The results suggest that p300 binds chromatin primarily through 
multivalent TF–TFID interactions, not by its ChIDs or IDRs (Figure 3.5A).  

 
Figure 3.5— Graphical model of p300–chromatin interactions.  
(A) Three existing models of how p300 engages with chromatin, the second of which is strongly supported by 
in vivo SMT data. (B) Multivalent TFID-TF interactions favor the chromatin-bound state. (C) The contributions 
of each p300 domain to p300–chromatin interactions.  
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SMT discriminates between models of p300–chromatin engagement 
Two measurements we made are particularly clarifying:  Deleting the Core increased fbound to 0.62, 
while removal of the five small TFIDs essentially eliminated p300 chromatin binding, bringing 
fbound down to 0.14 (Figure 3.3). Thus, the collective action of the small helical peptides we call 
TFIDs is both necessary and sufficient for p300–chromatin interactions. While the Core and the 
IDRs undoubtedly contribute to other functions, our data consistently show that the alleged binding 
of the Core to histones is neither necessary nor sufficient and that purported IDR-mediated 
interactions are not sufficient for nor a major driver of p300’s interaction with chromatin. Instead, 
we observe that TFID-mediated multivalent interactions with sequence-specific TFs are necessary 
and sufficient to support p300-chromatin interaction, in line with previous in vitro findings.129,144 
(Though it is possible, of course, that factors other than sequence-specific TFs also engage p300 
TFIDs.) These findings comport with in vitro binding assays showing that bromodomains have 
micromolar affinity for acetylated histone peptides137 while TFIDs have nanomolar affinity for TF 
peptides.145,146 Furthermore, the increased fbound of ΔCore relative to WT suggests that catalytic 
activity does not cause p300–chromatin association through its bromodomain, which is confirmed 
by the finding that chromatin binding ability was not impaired by the acetyl-transferase inhibitor 
A485, a catalytically dead mutant, or the p300 bromodomain mutant (Figure 3.4B, Figure 3.S4). 

Multiple TFID interactions enable avid-like binding of p300 to chromatin 
Beyond addressing our initial questions, our investigation yielded insights into the mechanism of 
p300 recruitment. The finding that each TFID on its own largely occupies the unbound state 
suggests that the majority of each individual TFID’s binding partners are unbound, and that a single 
TFID has little or no preference for chromatin-bound TFs. (We consider it unlikely that the TFID 
is merely unbound by a TF, given the multiplicity of TF binding partners and the aforementioned 
nanomolar affinities measured between TFs and p300 TFIDs.) Multimerization of TFIDs can 
strongly favor interactions with chromatin, as demonstrated by the fact that a two-TFID fragment, 
the CTR, has a dramatically greater chromatin-bound fraction than either C-terminal TFID alone. 
A simple explanation for this is an avidity effect of engaging multiple TFs bound to adjacent DNA 
sites. Binding multiple TFs on chromatin is energetically more favorable than binding them in 
solution, as the entropic cost of bringing the TFs together is already paid. In principle, a coactivator 
with multiple TFIDs could even have a higher chromatin-bound fraction than any of the TFs it 
binds.  

p300 is an obligate integrator of combinatorial TF inputs 
The requisite for multiple TFIDs in p300 recruitment points to the important finding that p300 
functions as an obligate integrator—that is, it not only can but must bind multiple TFs, or a single 
TF with high valency, to associate with chromatin. Such integration has profound implications for 
p300 recruitment at two levels—in trans and in cis. In trans, any gene-regulatory process that 
requires the action of p300 must deploy a TF or multiple TFs that can engage multiple TFIDs. In 
cis, any regulatory element that requires p300 activity must be able to bind more than one of its 
TF partners, rendering isolated TF binding sequences insufficient for recruiting p300 in a 
competitive environment. If this is a general rule for coactivator recruitment, the high degeneracy 
of eukaryotic TF recognition motifs147 might be straightforwardly rationalized: Because a TF must 
act through recruiting coactivators in coordination with another TF, their modest individual 
specificities are multiplied to recruit coactivators to cis regulatory elements that are capable of 
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binding both TFs simultaneously—thus solving the problem we posed of how a limiting pool of 
coactivators is distributed among target loci. Those factors that can engage more TFIDs on their 
own, such as p53,148 may be the more context-independent activators, while those that can only 
engage one of the TFIDs are likely more dependent on other proteins (i.e., additional TFs) to 
achieve activation of target genes. 
Last, because p300 binding is sensitive to catalytic activity, our assay was able to uncover p300 
catalytic regulation by its N-terminal TFIDs (Figure 3.4C-D). The Core is most active in the 
absence of TAZ1 and KIX, which suggests that these domains or their binding partners either 
directly inhibit acetyltransferase activity or modulate its effect on chromatin binding of the C-
terminal TFIDs (Figure 3.5C). While these data do not shed light on the mechanism of such 
regulation, there is an important biological consequence of the observation: That p300 catalytic 
activity is regulable through two of its TFIDs shows another way in which it is an obligate 
integrator of TF inputs. 
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