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Abstract

A central question in neuroscience concerns the relationship between consciousness and its physical substrate. Here, we argue that
a richer characterization of consciousness can be obtained by viewing it as constituted of distinct information-theoretic elements.
In other words, we propose a shift from quantification of consciousness—viewed as integrated information—to its decomposition.
Through this approach, termed Integrated Information Decomposition (ΦID), we lay out a formal argument that whether the con-
sciousness of a given system is an emergent phenomenon depends on its information-theoretic composition—providing a principled
answer to the long-standing dispute on the relationship between consciousness and emergence. Furthermore, we show that two organ-
isms may attain the same amount of integrated information, yet differ in their information-theoretic composition. Building on ΦID’s
revised understanding of integrated information, termed ΦR, we also introduce the notion of ΦR-ing ratio to quantify how efficiently
an entity uses information for conscious processing. A combination of ΦR and ΦR-ing ratio may provide an important way to compare
the neural basis of different aspects of consciousness. Decomposition of consciousness enables us to identify qualitatively different
‘modes of consciousness’, establishing a common space for mapping the phenomenology of different conscious states. We outline
both theoretical and empirical avenues to carry out such mapping between phenomenology and information-theoretic modes, start-
ing from a central feature of everyday consciousness: selfhood. Overall, ΦID yields rich new ways to explore the relationship between
information, consciousness, and its emergence from neural dynamics.

Keywords: consciousness; information decomposition; integrated information theory; selfhood; phenomenology

Introduction
A central aim in both neuroscience and philosophy of mind is
understanding the relationship between consciousness and its
physical substrate. The past two decades have seen a prolifer-
ation of theoretical, experimental, and philosophical work on
this topic (Crick and Koch 2003; Friston 2012; Tononi and Koch

2015; Koch et.al. 2016; Tononi et al. 2016; Parr and Friston 2019;

Kleiner 2020). Additionally, an important and related question

to how consciousness arises from matter concerns a mathemat-

ically precise and conceptually clear account of what constitutes

‘emergence’ (Tononi et al. 1998; Friston et al. 2014; Hoel et al. 2016;

De Caro and Grasso 2017; Palacios et al. 2017, 2019; Hesp et al.
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2019; Cea 2020). The present work is situated at the convergence
of these two fundamental research avenues: i.e. in this paper we
seek to contribute to the formalization of the relationship between
consciousness and its underlying physical substrate and elucidate
to what extent this relationship can be rigorously understood in
terms of emergence. To this end, we demonstrate the value of
leveraging novel information-theoretic approaches to shed light
on the nature of consciousness.

Here, we understand consciousness to be that which is lost
during dreamless sleep and deep anaesthesia and recovered upon
awakening (Schwitzgebel 2016). Following William James’s cele-
brated notion of the stream of consciousness, we take the stance
that subjective experiences dynamically unfold over time. For this
reason, when seeking to understand the aspects of the physical
world that correspond to subjective experiences, and give rise to
them, we direct our attention to neural dynamics. Indeed, neural
dynamics have recently been proposed as a ‘common currency’
between brain and mind (Northoff et al. 2020), and a growing body
of empirical work has demonstrated—through a variety of neu-
roimaging modalities and analytic approaches—that considering
neural dynamics can provide powerful insights into conscious-
ness and its alterations (Barttfeld et al. 2015; Atasoy et al. 2017,
2018; Uhrig et al. 2018; Deco et al. 2019; Demertzi et al. 2019; Lee.
et al. 2019; Lord et al. 2019; Luppi et al. 2019, 2020b, 2020c, 2021b;
Vlisides et al. 2019; Dinesh et al. 2020; Huang et al. 2020; Standage
et al. 2020; Varley et al. 2020a, 2020b; Cavanna et al. 2018; Cao
et al. 2019; Cai et al. 2020; Eagleman et al. 2019; Hahn et al. 2021;
Hutchinson et al. 2014).

Thus, both theoretical and empirical reasons lead us to adopt a
process-theoretic framework to the study of consciousness. Shan-
non’s information theory is particularly well-suited to address
process-theoretic approaches such as the one adopted here,
because it enables the study of dynamical processes in a way
that is not committed to any specific physical instantiation. This
is not to say that the physicality of the system does not matter
for the instantiation of consciousness: some material substrates
may be more or less suitable (e.g. in terms of degrees of free-
dom) to sustain the dynamics on which consciousness depends
(see esp. Barrett 2014). Rather, information theory enables
us to focus on the dynamics and their properties, abstracted
from considerations about physical instantiation or neuroimaging
modality.

From quantification of consciousness to its
decomposition
The close relationship between consciousness and information
is a key aspect of the well-known Integrated Information The-
ory of consciousness (hereafter, IIT) (Tononi et al. 1994; Balduzzi
and Tononi 2008; Oizumi et al. 2014; Tononi et al. 2016; Tononi
2008 Manifesto). A core intuition from IIT is that the ‘inte-
gration of information’ represents a fundamental aspect of
consciousness—and therefore, quantifying integrated informa-
tion (suitably defined, as we explore in ‘Technical preliminaries’)
enables an effective quantification of consciousness.

Quantification is a key step in the scientific process, and the
notion that consciousness could be quantified has contributed
in no small part to the scientific study of consciousness in the
last two decades. After quantification, decomposition into fun-
damental elements can be a fruitful next step in the scientific
process, driving major advances in fields such as physics and
chemistry over the last two centuries. As an illustrative exam-
ple, knowing whether the clear liquid in one’s glass is composed
by twice as many hydrogen atoms as oxygen atoms, or oxygen

and hydrogen in equal parts, represents the difference between
drinking refreshing water or poisonous hydrogen peroxide. We
believe that understanding the information-theoretic composi-
tion of consciousness will be similarly crucial for its scientific
characterization.

Within this context, the aim of this paper is to shed light on
consciousness from an information-theoretic perspective by cap-
italizing on major advances in information theory, specifically
within the recent framework of Partial Information Decomposi-
tion (PID) (Bertschinger et al. 2014; Griffith and Koch 2014; Wibral
et al. 2017; Lizier et al. 2018) and its multivariate extension, Inte-
grated Information Decomposition (ΦID) (Mediano et al. 2021).
Shannon’s seminal results on information theory are mainly
focused on information transmission between a single source
and a single target; PID extends classic information-theoretic
approaches to systems involving multiple sources of information
(Wibral et al. 2017). Moreover, themore recent development ofΦID
further extends PID to scenarios involving multiple targets as well
as multiple sources (Mediano et al. 2021). Such an extension is
necessary if we are to investigate complex, multivariate systems
with intricate causal relationships, of which the human brain is a
prime example (Turkheimer et al. 2021; Varley et al. 2020b). Thus,
information decomposition—and ΦID in particular—proves espe-
cially valuable for our purposes, being ideally suited to accom-
modate the multifaceted dynamics that characterize neural
activity.

Here we propose a shift in perspective beyond the information-
theoretic quantification of consciousness and towards its decom-
position into fundamental information-theoretic elements. For
this purpose, we explore the consequences of viewing the
core intuition that consciousness can be quantified in terms of
integrated information in the light of ΦID. Note that we are
not thereby committed to any of IIT’s additional theoretical
positions: for instance, we remain agnostic on whether inte-
grated information is identical with consciousness or merely
co-extensive with it under certain descriptions. Likewise, our
approach does not deal with ‘composition’ in the IIT sense of
which qualia contribute to a specific experience (see section:
From bits to bats): rather, our focus is entirely on the notion
of consciousness as quantifiable in terms of information and
what the decomposition of this information can tell us about
consciousness.

Overall, this paper has two key goals. First, to demon-
strate that understanding the information-theoretic composition
of consciousness may be crucial to obtain insights about what
consciousness is—and the various modes in which it can be
configured. Our second major goal is the formal demonstra-
tion, within the ΦID framework, that consciousness can com-
prise both emergent and non-emergent phenomena—which we
demonstrate based on its information-theoretic composition.

We call this ΦID-based approach to consciousness ‘Psy-ID’
(ΨID), as it is the result of an application of ΦID to psycho-
logical phenomena. Thus, ΨID is a theoretical framework that
seeks to understand consciousness and other mental phenom-
ena using insights from the broadly applicable mathematics of
information decomposition—and ΦID in particular. Importantly,
this framework also sheds new light on other prominent theo-
ries of consciousness such as the Global Neuronal Workspace
Theory (Dehaene and Changeuz 2011; Mashour et al. 2020) by
providing an information-theoretic definition of the workspace
in terms of synergistic interactions (Luppi et al. 2020b). In con-
trast to other theoretical accounts of consciousness,ΨID provides
a formal framework that is applicable to neuroimaging data,



What it is like to be a bit 3

which enables a range of practical investigations on such observed
dynamics (Mediano et al. 2021; Luppi et al. 2020a). This is especially
important because we take it as imperative to our theoretical
endeavours to provide predictions about consciousness that can
be tested—and possibly falsified—by our current neuroimaging
methods.

The rest of this paper is structured as follows. First, ‘Tech-
nical preliminaries’ provides an accessible overview of the main
information-theoretic intuitions and basic premises on which our
work builds. Then, ‘Theoretical contributions’ introduces ΨID to
explicate the ramifications of ΦID for understanding conscious-
ness and the neural dynamics on which it depends. Therein,
we specify core terminology that is relevant to the hypothe-
ses and predictions we propose in the third section, ‘Empirical
predictions’. In this final section, we explore testable hypothe-
ses and predictions as applied to recent experimental work on
psychedelics and consciousness. This paper concludes with a
series of remarks on the implications of ΨID and its potential
limitations.

Technical preliminaries
This section develops the formal intuitions and basic premises
behind IIT, from which our paper takes its start. We then follow
with an elaboration of the PID framework and its extension to IIT,
called ΦID.

The mind’s Φ: integrated information theory
The starting point of our investigation is the notion that conscious-
ness can be quantified in terms of the integrated information of a
system—the fundamental intuition behind the early development
of IIT (Tononi 2004; Balduzzi and Tononi 2008). Stemming from the
seminal ideas put forward by Tononi et al. (1994), IIT’s core premise
(which we share) is that the brain can be comprehensively charac-
terized by its dynamics—i.e. the way in which the brain’s activity
unfolds over time (Tononi and Edelman 1998; Northoff et al. 2020).
Correspondingly, these dynamics allow the brain’s current state
to contain some information about its past and future states.
Mathematically, this information that ‘flows’ from the past to the
future of a dynamical system can be captured by the so-called
time-delayed mutual information (TDMI) (Barrett and Seth 2011),
denoted as I(Xt;Xt+1), where Xt and Xt+1indicate the state of the
system at consecutive times t and t+1. Broadly speaking, TDMI
provides a first step towards quantifying the dynamical structure
of a complex system (James et al. 2011).

A further refinement on TDMI is to consider not only the overall
amount of information, but also its spatiotemporal distribution.
Different parts of the brain exchange information constantly—
and the existence and relevance of these precise informational
patterns is uncontroversial in cognitive neuroscience. Moreover,
although a precise, theoretically-based measure remains to be
discovered, there is mounting evidence that the patterns of infor-
mation that spread across the brain are related to consciousness
(Casali et al. 2013; Luppi et al. 2020b).

One of the key insights of Tononi, Sporns, and Edelman was
to realize that this information must be shared across the brain
in particular ways, such that it is simultaneously integrated (so
the brain can behave as a whole) and differentiated (so its parts
can perform independent processing). These ideas materialized
into specific formulae to quantify integration and differentiation
in the brain. In particular, the first such quantity to explic-
itly include the brain’s dynamics into its formulation was the
measure of integrated information initially proposed by Balduzzi

and Tononi (2008) and subsequently revised to be applicable to
experimental time-series data1 by Barrett and Seth (2011). For
a given bipartition of Xt into two parts M1

t ,M
2
t , the measure is

given by:

ΦWMS = I(Xt; Xt+1)−
2∑

i=1

I
(
Mi

t; M
i
t+1

)
.

As above, here Xt denotes the state of the system as a whole at
time t; Mi

t denotes the ith part of X at time t (and likewise for Mt+1

and Mi
t+1). Thus, this measure compares the information flow

between the past and the future (as captured by TDMI) observed
in the whole system X, with the flow observed within each of its
parts—for this reason it is also referred to as ‘whole-minus-sum’
Φ (Mediano et al. 2021).2 This measure is easy to compute (com-
pared with otherΦmeasures) (Oizumi et al. 2016) and represents a
noteworthy attempt to capture the powerful intuitions behind IIT.
However, once the original formulation from Balduzzi and Tononi
is rendered suitable for practical empirical application (Barrett
and Seth 2011; Barrett and Mediano 2019), the resulting mathe-
matical formulation has known shortcomings, including the fact
that it can yield negative values in some cases—which are hard to
interpret, as a system cannot intuitively be ‘negatively integrated’
or have negative consciousness (Oizumi et al. 2016; Mediano et al.
2018). In the following, we show how these shortcomings can be
overcome by means of the mathematical framework of ΦID.

Note that the formula for ΦWMS above stems from what is
known as IIT 2.0, but TDMI is by no means the only way of quan-
tifying the dynamical structure of a system: indeed, subsequent
developments in IIT 3.0 used alternative metrics with a more
explicit focus on causal interpretations (Oizumi et al. 2014), which
were in turn replaced in the latest iteration known as IIT 4.0 (Bar-
bosa et al. 2020). Our rationale for following the quantification of
integrated information from IIT 2.0 rather than these later ver-
sions is that IIT 2.0 is the last version of IIT to be within the scope
of Shannon’s information theory. Since the goal of the present
work is to investigate the potential of information decomposition
to shed light on integrated information and consciousness (see
section: Theoretical contributions), the more recent versions of
IIT are not suitable for our purposes—thereby requiring us to work
with the IIT 2.0 formulation of Φ.

Information decomposition
The TDMI, on which ΦWMS depends, is a special case of Shan-
non’s mutual information, I. On a conceptual level, this ‘infor-
mation’ can be understood in several distinct but converging
ways (Shannon 1948; Hellman and Raviv 1970; Feder and Mer-
hav 1994; Jaynes 2003; Parrondo et al. 2015). While extremely
versatile, Shannon’s information theory is (mainly) confined to
interactions between pairs of variables (e.g. a sender and a

1 The formulation of Φ in Balduzzi and Tononi requires a choice of refer-
ence distribution. The original choice of the maximum-entropy distribution,
although theoretically attractive for a causal interpretation, is not always
well-suited for practical applications: it is ill-defined for many systems of
interest (Barrett and Mediano 2019); the transition probabilities from states
that are rarely visited are difficult (if not impossible) to estimate accurately
from empirical data; and the resulting measure may fail to capture a balance
between integration and segregation—as one should expect from Φ-like mea-
sures (Mediano et al. 2021). Therefore, throughout this paper we adopt the
‘practical’ version of Φ proposed by Barrett and Seth (2011), which is based on
the stationary distribution and addresses most of these issues.

2 Throughout the paper, and for consistency with prior literature (Mediano
et al. 2018), we use the symbol ΦWMS to refer to the specific quantity in the
equation above and Φ to refer to the concept of integrated information in
general.
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receiver), and it is not equipped to study the information that
multiple parts of a system have about each other’s dynamical
evolution.

Part of the necessary technical equipment for such analysis
was introduced by Williams and Beer (2010) with their framework
of PID. PID, in short, decomposes the total information that two
sources give about a target into four distinct ‘partial information
atoms’, typically called ‘synergistic’, ‘redundant’, and ‘unique’
information [note that for the sake of simplicity, throughout this
work we will only consider the case of bivariate systems: for
details of generalization to more than two variables, we refer the
reader to Mediano et al. (2021)].

As an illustrative example of redundant, unique, and syner-
gistic information, consider humans’ two sources of visual infor-
mation about the world: the eyes. The two eyes provide in part
the same information, which is the information that is not lost
when closing one or the other eye. This information is therefore
carried redundantly by both sources. However, information about
the very edge of the visual field is unique to each eye: this unique
information is lost when the corresponding eye is closed. Finally,
closing either eye will also remove stereoscopic information about
depth: this information is not carried by either eye alone, but
rather it requires both eyes together, arising synergistically from
their interaction.

Thus, it is important to note that atoms are ways in which
the information is being carried and should not be confused
with the sources of information that are doing the carrying, nor
with the specific content that is being carried: any reference to
e.g. ‘synergy’ or ‘redundancy’ should be understood as short-
hand for ‘information carried synergistically’ and ‘information
carried redundantly’, and likewise for other atoms. Therefore,
as a way of example, if both my eyes show me that there
is a red apple in front of me, then each eye (source) is car-
rying redundantly (atom) information about an apple (target),
with the information in question being that the apple is red
(content).

By allowing us to distinguish qualitatively different phenom-
ena involving multiple information sources that cannot be disen-
tangled by classic information theory (Rosas et al. 2016), PIDmoves
beyond Shannon’s information theory (James and Crutchfield
2017). These novel capabilities of PID have found fruitful appli-
cation in multiple areas of neuroscience, from spike trains to
whole-brain dynamics (Stramaglia et al. 2014; Wibral et al. 2017).

Decomposing information flow
Thanks to the new lens provided by PID, it is now possible to
decompose the information that the past state of each part of
the system, M1

t , M
2
t , carries about the future of the whole system,

Xt+1. Formally, for a system with two parts, PID states that the
information that part i has about the future of the system can be
decomposed as

I
(
Mi

t;Xt+1

)
= Red(Xt; Xt+1)+Uni (Xt; Xt+1)

where Red(Xt; Xt+1) is the so-called ‘redundant information’
provided by the sources (here, the parts of the system) and
Uni (Xt; Xt+1) is the information that Mi

t provides uniquely. Sim-
ilarly, the joint mutual information (i.e. information that the
past state of the system as a whole carries about its future) is
decomposed as

I(Xt; Xt+1) = Red(Xt; Xt+1)+Un1 (Xt; Xt+1)+Un2 (Xt; Xt+1)

+ Syn(Xt; Xt+1)

Here we see that in addition to redundancy and unique atoms,
this expression includes Syn(Xt;Xt+1), which accounts for the
so-called ‘synergistic’ information: information provided by both
sources jointly, but not separately (Fig. 1a).

Thus, PID provides the means to understand how each part
of the system carries information about the future state of the
system as a whole, decomposing this information flow into redun-
dant, unique and synergistic contributions. However, a key draw-
back of PID is that, while it is naturally applicable to multiple
source variables, it can only be applied to scenarios with a single
target. Thus, within the PID framework the future state of the sys-
tem is still considered as amonolithic entity, without being able to
consider the future state of each part individually. To resolve this
shortcoming and extend the range of applicability of PID, Mediano
et al. (2021) put forward the framework of ΦID, which forms the
mathematical basis of our proposal. Formally, ΦID is a multi-
target extension of PID that can identify the redundant, unique,
and synergistic components of the information that multiple
source variables carry about multiple target variables.

Specifically, the information that is carried in terms of each of
the original four PID atoms (Red, Un1, Un2, and Syn, see Fig. 1a)
at one point in time, at the next point in time may be carried as
the same atom, or as any of the other atoms. Therefore, there are
4×4=16 combinations of PID atoms (Fig. 1b), which correspond
to the decomposition established by ΦID. For instance, Un1 → Syn
denotes the information that is initially carried uniquely by the
first source and subsequently becomes carried synergistically. For
more details about the interpretation of each of the ΦID atoms,
and the generalization to more than two variables, we refer the
reader to Mediano et al. (2021).

Taken together, PID and ΦID constitute valuable tools to
refine our understanding of information processing in dynami-
cal systems—and, therefore, can be used to refine our theories of
any phenomenon that depends on such information processing,
like consciousness. In the same way as PID allows us to refine our
understanding of mutual information, we will see thatΦID allows
us to refine our understanding of ΦWMS.

Refining Φ through ΦID
ΦIDmakes it possible to decompose the information flow between
the past and future states of each part of a system. Thus, a key
feature of ΦID for our purposes is that it makes PID applicable
to dynamical processes—including neural dynamics. A growing
body of recent work has demonstrated that considering dynami-
cal aspects of the brain can shed critical light on various aspects
of consciousness (Northoff et al. 2020). For example, it has been
shown that brain dynamics are significantly altered when con-
sciousness is suppressed by anaesthesia or severe brain injury
(Luppi et al. 2019; Luppi et al., 2021a; Huang et al. 2020; Demertzi
et al. 2019; Barttfeld et al. 2015), or altered by psychedelics (Atasoy
et al. 2017; Lord et al. 2019; Luppi et al. 2020c, 2021b). These results
highlight the key role of neural dynamics for consciousness, vin-
dicating the approach adopted by Tononi et al. (1998).

Specifically, ΦID allows us to decompose the total informa-
tion flow from the past to the future [TDMI, introduced above as
I(Xt;Xt+1)] into a range of modes of information dynamics, which
can be used to deepen our understanding of various dynamical
phenomena observed in the brain. A deeper understanding of
ΦWMS and its drawbacks, such as the reasonswhy it can adopt neg-
ative values, can be gained by decomposing it into its constituent
information atoms.

Let us recall thatΦID decomposes the TDMI of a dynamical sys-
tem with two parts into 16 disjoint atoms [illustrated in Fig. 1(b)].
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Figure 1. Visual representation of the relationships between PID and ΦID atoms for bivariate systems. In both cases, to aid visualization, atoms are
arranged into a lattice, a mathematical construct which represents a hierarchical organization of information content, such that redundant
information (held by every variable) is at the bottom and synergistic information (held only by the whole) is at the top. Please note that while here we
focus in the case of two source variables, this information decomposition can be carried out over an arbitrary number of sources—which leads to a
more elaborate lattice. For details of this more general construction we refer the reader to Williams (2011).

Figure 2. ΦID lattice with relevant atoms for ΦWMS and ΦR (a), and causal emergence (b) highlighted in colour.

Of those 16 atoms, it can be shownmathematically (Mediano et al.
2021) that 10 are represented in ΦWMS (Fig. 2a): seven correspond
to all the synergistic information in the system, two correspond
to the information transferred from one part to the other, and,
importantly, one redundancy atom with a negative sign. Through
this decomposition of ΦWMS one can understand why ΦWMS can
sometimes take negative values: the subtraction of the redun-
dancy atoms implies that ΦWMS will be negative in redundancy-
dominated systems, whenever redundancy is greater than the

sum of synergy and information transfer. Note that transfer and
synergy are rather different phenomena: while transfer refers to
information that ‘moves’ from one variable to another, synergy
corresponds to phenomena that involve both variables, but can-
not be seen in any of them when they are examined separately
(Mediano et al. 2021).

Leveraging ΦID, a revised measure of integrated information,
termed ‘ΦR’, can then be formulated by focusing on the synergy
and transfer components and dropping the negative redundancy
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atom from the definition of integrated information (Mediano et al.
2021). Specifically, ΦR is the sum of synergistic and transfer
atoms, and it is thereby guaranteed to be non-negative. Thus,
the information decomposition of ΦWMS provided by ΦID can suc-
cessfully identify the source of Φ’s theoretical difficulties and
provide a straightforward solution. In addition to the theoretical
improvement (which will be further discussed in Section ‘A tale
of ice and ΦR: From neural dynamics to the ΦR-ing ratio’), there
is also recent evidence that ΦR also provides empirical advan-
tages over the original formulation: unlike ΦWMS, ΦR is reduced
between the same sets of brain regions both in patients with
chronic disorders of consciousness and during loss of conscious-
ness induced by the intravenous anaesthetic, propofol (Luppi et al.
2020b). Importantly, reductions in ΦR were reversed when partic-
ipants recovered consciousness after anaesthesia, demonstrating
the relevance of ΦR for supporting human consciousness. Thus,
given the theoretical advantages of ΦR over Φ outlined here, as
well as these recently demonstrated empirical benefits (Luppi et al.
2020b), we will consider ΦR as our primary metric of integrated
information and conscious level throughout the rest of this work.

A deepness in the Φ: quantifying causal
emergence
Another important feature of ΦID is that it provides a mathemat-
ical framework to build a formal, quantitative definition of causal
emergence (Rosas et al. 2020a). Technically, the ΦID account of
causal emergence rests on the following definitions. First, we say
that a feature Vt is ‘supervenient’ on the instantaneous state of
the system at time t, (denoted by Xt) if Vt is a function of Xt, so
that there is nothing about Vt that can be predicted from the sys-
tem’s previous state, Xt−1, that cannot be already predicted from
the system’s current state, Xt. Then, we say that a supervenient
feature Vt is ‘causally emergent’ if it has predictive power about
the future evolution of Xt that is unique (in the PID sense) with
respect to the state of each part of the system.

Causal emergence is therefore defined here as the property of
supervenient features to provide predictive power that cannot be
explained from underlying microscale phenomena. In this man-
ner, the coexistence of supervenience and irreducible predictive
power of emergence—that have been previously thought as para-
doxical (Bedau 1997, 2002)—can be resolved by operationalizing
supervenience in terms of instantaneous relationships between
the system and its features and identifying emergence with pre-
dictive power across time. Thus, a feature could be supervenient
without being causally emergent, but not vice versa.

Crucially, the unique predictive power enabled by emergent
features is quantified byΦID. It is possible to prove that, under rel-
atively general assumptions (Rosas et al. 2020b), a system’s capac-
ity to host causally emergent features depends directly on how
synergistic the system’s dynamics are. Furthermore, ΦID allows
us to distinguish two qualitatively different types of emergence:
‘downward causation’, in which an emergent feature has unique
predictive power over individual parts; and ‘causal decoupling’, in
which it has unique predictive power not over any constituent, but
only over the system as a whole (Figs 2b and 3).

Interestingly, causal decoupling corresponds to the persis-
tent synergies in the system (top atoms in the ΦID lattice
of Fig. 2b), which can be thought of as ‘the macroscale hav-
ing causal influence on the macroscale, above and beyond the
microscale effects’ (Rosas et al. 2020a) (Fig. 2b). Microscale and
macroscale are then related by downward (macro-to-micro) cau-
sation, as well as upward (micro-to-macro) causation, which

respectively correspond to transformations of information from
and to synergy. The distinction between supervenience and emer-
gence (i.e. causal decoupling and downward causation) is also
illustrated in Fig. 3.

Note that the notion of causal emergence is not new, dating
back at least to the book Problems of Life and Mind by George
Lewes (Lewes 1879/2012; Turkheimer et al. 2021), with several pro-
posed quantifications (see e.g. Bar-Yam 2004; Seth 2008), including
in the context of IIT (Hoel et al. 2013, 2016). While the intervention-
based approach of Hoel and colleagues has its own interest and
domain of applicability, it does not fit well with our framework—
which is not concerned with interventions, but is instead pred-
icated in terms of information decomposition. Therefore, here
we follow the approach introduced in Rosas et al. (2020a), while
noting that future work may fruitfully combine these different
approaches.

Theoretical contributions: ΨID
To recapitulate, the aim of the present work is to provide a shift
from the quantification of consciousness (viewed as integrated
information) to its decomposition and demonstrate how under-
standing consciousness in terms of ΦID atoms can shed light on
several aspects of consciousness, including its relationship with
emergence. If the close relationship between mental and neural
dynamics assumed here turns out to be correct, and integrated
information (ΦR) happens to be a valid metric of conscious level,
then our ΨID framework is ideally suited to provide insight on
the role of the different ‘modes’ of neural dynamics—as deter-
mined by theΦID atoms—in supporting various aspects of mental
phenomena.

Rising ΦR: quantifying consciousness as an
emergent property
There has been abundant and vigorous philosophical debate over
whether consciousness is an emergent phenomenon (Feinberg
andMallot 2020). By (i) understanding consciousness as integrated
information, (ii) decomposing it into its constituent information-
theoretic atoms through ΦID, and then (iii) viewing those atoms
in terms of causal emergence, we are in a position to establish
a grounded, formal, and falsifiable way to address this problem
within the ΨID framework—representing the first core contribu-
tion of this paper.

In order to fully develop this argument, let us start noting that
the ΦID decomposition of ΦR in Fig. 2a and of emergence in Fig.
2b shows that consciousness (quantified by ΦR) comprises the
atoms of emergence among its constituents, but also comprises

Figure 3. Causal decoupling and downward causation as two different
types of emergent phenomena.
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additional atoms that are beyond the scope of emergence. The
implications of this mathematical fact are profound and far-
reaching. In effect, note that nothing in IIT or ΦID mandates that
a given system should exhibit ‘all’ atoms that constitute ΦR in
order to be conscious: all that is required is the presence of at
least one ofΦR’s constituent atomswith non-zero value. Following
this rationale, we can draw two conclusions about the relation-
ship between consciousness and emergence, based purely on a
system’s information decomposition:

1. Consciousness (integrated information) ‘can’ be an emer-
gent phenomenon: there could be systems whose ΦR derives
(entirely or in part) from emergent ΦID atoms.

2. Consciousness ‘does not have’ to be emergent: there could
also be systems whose ΦR derives entirely from ΦID atoms
that do not enter into the composition of emergence (e.g.
information transfer or non-emergent synergy atoms).

Therefore, thanks to our information-decomposition approach
to both consciousness and emergence, we can now see that the
original question ‘Is consciousness an emergent phenomenon’
was fundamentally underspecified. Specifically, it was underspec-
ified because neither consciousness nor emergence are mono-
lithic constructs, but rather they are both constituted by multiple
information-theoretic atoms, and—crucially—only some of the
atoms that constitute integrated information are emergent. Once
this is understood, the answer becomes clear: some possible kinds
of consciousness are emergent, others are not, and others may
comprise both emergent and non-emergent atoms—in a way that
is amenable to empirical investigation.

A tale of ice and ΦR: from neural dynamics to the
ΦR-ing ratio
Decomposing ΦR can also provide another important insight
about the nature of consciousness. Since not all atoms enter into
the composition of ΦR, dynamical processes with the same total
amount of information flow (quantified by the TDMI) can still dif-
fer in theirΦR, and—conversely—organismswith the sameΦR can
differ in TDMI (Fig. 4). The proportion of TDMI that is accounted
for by ΦR, which we may refer to as the ‘ΦR-ing ratio’, can then
be thought as quantifying the efficiency with which the organism
transforms information into consciousness—its ‘nougenic rate’.
In other words, cognitive architectures can differ in the ‘con-
sciousness bang’ that they provide for a given ‘informational
buck.’

Note that the ΦR-ing ratio is in one respect closer than ΦR to
the original formulation of Φ, in terms of scaling negatively with
redundancy. Original ΦWMS explicitly removed redundancy from
the quantification of integrated information, but this led to the
theoretical flaw that the resulting quantity was not guaranteed to
be lower-bound by zero and could instead be negative if redun-
dancy dominated the system (see Section ‘Refining Φ through
ΦID’). Being predicated as the ratio of ΦR to TDMI, the ΦR-ing
ratio implicitly takes redundancy into account, as a component of
TDMI; in fact, the more redundancy there is in a system, the lower
the ΦR-ing ratio will be even if ΦR is high overall. In other words,
bothΦWMS and theΦR-ing ratio acknowledge that there is an intu-
itive difference between a system where much of the information
is redundant, and one that instead prioritizes dynamics related to
consciousness (ΦR), and is therefore efficient in its ability to turn
information into consciousness. The relationship between Φ and
ΦR is illustrated in Fig. 4.

At this stage we will not take a stance on whether the part of
TDMI that does not contribute to ΦR (e.g. the redundancy) is to be
completely ignored from the study of consciousness—other than
as contributing to the calculation of the ΦR-ing ratio—or whether
perhaps it could be regarded as ‘preconscious’ or ‘potential con-
sciousness’.

Thus, we argue that it can be beneficial to characterize
information-processing systems with both ΦR and ΦR-ing ratio,
since they provide complementary views on integration informa-
tion. Therefore, it should be clear that our proposedΦR-ing ratio is
not intended to replace ΦR, but rather to complement it, thereby
enabling a more encompassing framework for quantifications of
consciousness.

Carved from ΦR: carving consciousness at its
joints
Following a similar reasoning, an even more fundamental obser-
vation afforded by information decomposition is that even when
two systems have the same ΦR and the same ΦR-ing ratio, they
may be entirely different in the composition of theirΦR. In fact, no
single ΦID atom is essential for ΦR, suggesting that ‘two systems
may have the same ΦR despite not sharing any of its constituent
atoms’ (e.g. a purely emergent system versus a transfer-only sys-
tem). This possibility raises the fundamental question of whether
different ΦID atoms may correspond to ‘different ways of being
conscious’.

Implicitly, IIT is committed to an affirmative answer to this
question: some ΦID atoms—it posits—are experienced and con-
tribute to the system’s consciousness (integrated information),
while other atoms are not: there is nothing it is like to instanti-
ate those atoms (note that this is not the same as the problem
of qualia; see section: From bits to bats). In contrast, ΨID sug-
gests a richer perspective on this issue, by raising the possibility
that different information-theoretic atoms may correspond to

Figure 4. Differences in ΦR and ΦR-ing ratio. Four conscious beings are
schematically depicted as icebergs, with their total size representing
their total information (TDMI), the part above water (light blue)
representing the combination of atoms that compose ΦR and the part
below water being the information that does not contribute the ΦR (and
hence to consciousness). Different beings can have the same ΦR despite
different total information (A and B), or same total information but
different ΦR and ΦR-ing ratio (B and C), or different total information
and different ΦR but same ΦR-ing ratio (B and D). Only considering ΦR

would ignore the difference between A and B, as well as the similarity
between B and D.
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fundamentally different ‘ways of being conscious’—or, as we call
them, ‘modes of consciousness’: broad-strokes aspects of how
consciousness is subjectively experienced, which may be more or
less extended in time.

Illustrative examples of specific modes of consciousness may
include the selflessness experienced during deep meditation or
under the effects of psychedelic drugs; or the general way that
depression may feel to those suffering from it (see Colombetti
and Ratcliffe 2012; Seth and Friston 2016; Deane 2020; Deane
et al. 2020). Note also that although empirical evidence suggests
that different cognitive functions rely on different information-
theoretic atoms (Luppi et al. 2020a), our focus here is on altered
states of consciousness, rather than normal fluctuations within
day-to-day cognitive states.

In other words, ΨID contends that beyond the total amount
of integrated information in an organism, additional insight may
be gleaned from knowing its specific information-theoretic com-
position, which can be investigated through ΦID. By investigating
the phenomenology associated with specific atoms, these ‘modes
of consciousness’ may provide a way to eventually understand
the phenomenology of different states of consciousness from the
third-person perspective—as explained in the next section.

From bits to bats
To demonstrate how ΨID can enrich our understanding of con-
sciousness, we contend that if integrated information is an effec-
tivemeasure of conscious level, then the corollaries obtained from
ΨID would bring us one step closer to addressing the famous
conundrum that has dogged the philosophy of mind: ‘What it is
like to be a bat’. That is, even though we elect to use the term
‘modes of consciousness’, and this term is different in its exten-
sion from the debate on qualia (for whichNagel’s (1974) is typically
placed as the cornerstone), it may still allow progress in that
matter.

The alchemists of old sought to turn lead into gold and failed
mainly because their understanding of these substances reached
only the level of their surface properties (shiny or dull, yellow,
or grey). Today, thanks to our understanding of atomic compo-
sition, turning lead into gold via nuclear transmutation is feasible
(although not financially wise). Likewise, ΨID may represent a
similar change of reference frame for our understanding of con-
sciousness: rather than talking of ‘human consciousness’ or ‘bat
consciousness’ tout court (like alchemists conceived of gold and
lead as ‘substances’), we propose that it may be a more profi-
cuous avenue to consider their respective atomic constitutions
in terms of ΦID and think in terms of information atoms rather
than ‘molecules’. Put differently, rather than trying to perform the
mental ‘human-to-bat’ conversion all at once, as Nagel proposed,
an atomic understanding of integrated information may provide
us with a Rosetta stone to guide a more nuanced comparison.

More generally, we claim that thinking in terms of ‘modes’ or
‘kinds’ of consciousness may be advantageous for the exploration
of conscious states within, and potentially also across, organ-
isms.3 From this point of view, the work of Nagel may be seen as
shaping the debate too narrowly, focusing the discussion on fine-
grained aspects of being a bat (flying through the air, echolocating
its prey, etc.), when it is unclear how much progress can be made
from such a starting point towards truly understanding ‘what it is
like to be a bat’. We contend that failure to solve the question on
Nagel’s terms should not prescribe scientific pessimism, as it does

3 We provide examples of this in Section ‘Me, Myself, and Φ’.

not follow that ‘every’ aspect of bat consciousness is foreclosed
from investigation. In fact, we claim that while the fine-grained
details related to contents associated with certain qualia may be
highly specific—and hence possibly incommensurable—one can
still compare the broad-stroke modes. Indeed, if our approach
proves viable, then there may be relevant inferences to be drawn
in comparing quantified modes of consciousness via their cor-
responding ΦID atoms between different systems, which could
lead to insightful phylogenetic or cognitive similarities between
conscious creatures.

To illustrate this point, let us focus on the challenge of seeking
aΦID atomic decomposition of ‘what it is like to be a human expe-
riencing an altered state of consciousness’, which can be thought
as a first step paving a road towards addressing conscious experi-
ences of other species. An atomic understanding of what it may
be like to be in a given state of altered consciousness is based on
three elements.

1. A description of the atomic composition of the integrated
information generated by the human cognitive architec-
ture under baseline conditions, to act as a reference point
[although it should be noted that the question of defining a
‘baseline human state’ is itself not trivial, as even so-called
‘resting state’ may be better understood as ‘Random Episodic
Spontaneous Thought’ (Breakspear et al. 2004)].

2. A description of the atomic composition of the integrated
information generated in a particular state of interest. (If
no ΦR is generated, then the question would be solved with
the trivial answer ‘nothing’, which might be the case for
the alterations of consciousness induced by anaesthesia or
disorders of consciousness, and indeed there is ongoing
empirical research on this topic; see Luppi et al. 2020b).

3. An understanding of what kind of changes in consciousness
may correspond to each observed change of the atoms that
constitute ΦR.

Given these three pieces of information, we may be able to
chart the atomic composition of baseline and altered human con-
sciousness in a common ΦID space (an example of this is shown
in Fig. 5).

The atomic composition of ΦR may be found empirically by
identifying an appropriate level at which neural information oper-
ates and then quantifying the prevalence of each atom in the
human brain at baseline and during altered states of conscious-
ness. While this endeavour is far from straightforward, there is
at least a plausible understanding of how we may address this
challenge. Importantly, while current neuroimaging techniques
might not be able to provide a description at the desirable level
of resolution, it is still possible for them to provide a trustworthy
reflection of the lower level. Hence, the main challenge is find-
ing out what synergy, transfer, and non-ΦR atoms are like, i.e.
finding a phenomenological answer to ‘what it is like to be a bit’.
The combination ofΦIDwith phenomenological interpretations of
information-theoretic atoms is therefore the core of our proposed
framework, ΨID.

Here we propose different (but potentially complementary)
strategies that could be followed to identify which modes of con-
sciousness could correspond to each of the atoms of ΦR. One
avenue is to consider altered states of consciousness that one
may expect to show an abundance—or lack of—specific atoms
and understand how these differences might be reflected in the
corresponding phenomenological alterations. These differences
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Figure 5. A low-dimensional representation of the information-theoretic
atomic compositions of different systems. Each system (here, one shown
in blue and the other in red) has a value for each of the three axes
(which here summarize the full atomic composition).
Synergy-containing atoms and information transfer are the two
constituent elements of ΦR. The sum of a system’s projections on each
axis represents its total information flow (TDMI).

may be due to alterations induced by drugs (e.g. psychedelics
and anaesthesia), neurological conditions, or even regular phys-
iological alterations such as sleep, dreaming, or meditation. For
instance, deep meditation and psychedelics such as lysergic acid
diethylamide (LSD) can produce a state characterized by ‘loss of
self’, or ‘ego dissolution’, and we may seek to identify which ΦID
atoms or combination thereof correspond to this phenomenol-
ogy by examining the information decomposition of neural signals
during such states. Because this approach takes phenomenologi-
cal evidence as a starting point, we refer to it as the ‘a posteriori’
ΨID approach.

An alternative approach to relate phenomenology and ΦID
atoms is to try to identify what each atom may correspond to, in
terms of subjective experience, based on what the atoms capture
in terms of information processing. This may lead to predictions
about how phenomenology should change if the atom in question
were manipulated. Such predictions may then be tested empiri-
cally by studying perturbations that have been shown to alter the
atomic composition [which may be discovered through the first
(a posteriori) avenue described above]. Because it starts from
abstract considerations in terms of information processing, we
refer to this avenue as the ‘a priori’ approach of ΨID.

What it is like to be a bit
At this point, it is worth clarifying an important difference
between ΨID and IIT. Although for the present work we draw
inspiration from IIT’s quantification of consciousness, IIT 3.0 and
subsequent iterations also seek to address the qualitative char-
acter of consciousness (Oizumi et al. 2014). Briefly, IIT posits
that each particular experience is identical with a so-called ‘max-
imally irreducible conceptual structure’ that is specified by a
set of elements of a system, each being in a specific state and
thereby jointly specifying a cause–effect structure for the sys-
tem. Each quale (a ‘concept’ in the structure) specifies some
qualitative aspect of the experience, based on what parts of the
system’s cause–effect repertoire it constrains, which corresponds
to phenomenal distinctions. In this context, the quantity of con-
sciousness is intended to correspond to the distance between

the conceptual structure specified by the state of the system as
a whole and that specified by the system’s parts (i.e. its irre-
ducibility). On the other hand, IIT posits that the geometry of
the conceptual structure fully specifies the way that the experi-
ence feels—its qualitative character (Balduzzi and Tononi 2009;
Tsuchiya et al. 2016; Moon and Pae 2019).

It follows that two specific experiences may have the same
quantity of integrated information (i.e. they are equally irre-
ducible), but different conceptual structures, corresponding to
different phenomenal qualities (qualia: the redness of this par-
ticular apple; the painfulness of this specific instance of stubbing
one’s toe). In this sense, IIT also goes beyond quantification, pro-
viding a conceptual account of how qualia contribute to a given
experience (Albantakis et al. 2019; Haun and Tononi 2019; Alban-
takis and Tononi, 2019). However, this approach is fundamentally
different fromour own: IIT 3.0 aims to identify the phenomenolog-
ical components of a specific experience. In contrast,ΨID’s modes
of consciousness do not pertain to specific aspects of distinct
individual experiences, but rather they are ways of experienc-
ing, based on how the information is carried in the system. Thus,
ΨID’s account in terms of modes of consciousness is more coarse-
grained than the account of IIT 3.0: for instance, the contents of
a given experience may change and that would change the qualia
but may leave the mode the same (e.g. someone under the effects
of LSD may be consistently experiencing the world through a low-
synergy mode, regardless of what specific hallucination they are
experiencing at a particular point in time; see Section ‘Me, Myself,
and Φ’).

On the other hand, an advantage of our account is that it
provides a full taxonomy of the information atoms that jointly
constitute the information dynamics of any possible system—
whereas we do not have a taxonomy of the fundamental elements
that could compose any given conceptual structure (what IIT calls
‘qualia sensu stricto’), because each of them is specified in terms
of a system’s cause–effect repertoire, and therefore the possi-
ble composition of each experience is not universal, but rather
system-specific (i.e. species- or possibly even individual-specific).
This means that although a bat may have qualia that are ‘alien’
to a human because of their different senses, the same infor-
mation atoms may be found in principle both in the brain of a
human and a bat, and this may provide avenues to relate human
consciousness and bat consciousness. In other words, while the
modes cannot tell us what a specific bat may be experiencing at
a specific time (which the ‘conceptual structures’ of IIT 3.0 are
allegedly intended to capture), nevertheless the modes may tell
us what information processing in general (i.e. not pertaining to a
specific content) is like for bats in general.

Empirical predictions: Φnomenology
In the following sections, we outline how the theoretical frame-
work of ΨID proposed here could function in practice, by con-
jecturing specific equivalences between ΦID atoms and various
aspects of phenomenology and other psychological phenomena.
These provisional predictions are empirically testable using cur-
rent neuroimaging techniques and illustrate the practical value
of ΨID.

At this point, it is worth recapitulating the extent and struc-
ture of our theoretical commitments. A fundamental assumption
of this work is that it is theoretically possible and meaning-
ful to quantify subjective experience (consciousness) in terms of
integrated information of some (suitably chosen) neural dynam-
ics. Subsequent to this background assumption, the core of our
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contribution is the hypothesis that it may be possible to obtain
further insight into subjective experiences in terms of individual
information-theoretic atoms, based on the ΦID framework.

Me, myself, and Φ: self and persistent synergies
A fundamental aspect of phenomenology that may be under-
stood in terms of ΨID is the self. Specifically, we propose that a
system may constitute an individuated ‘self’ to the extent that
its dynamics allow a persistent macroscale description of the
system that is causally decoupled (as described in Section ‘A deep-
ness in the Φ: Quantifying causal emergence’) from its individual
constituent parts—here understood as the microscale. In other
words, we posit that a self is associated with neural dynamics in
which themacroscale has a causal influence on its own dynamics,
beyond what is explainable from the individual microscale com-
ponents. As discussed in ‘A deepness in the Φ: Quantifying causal
emergence’, this notion corresponds to the presence of persistent
synergies in the system, i.e. the ΦID atom of causal decoupling
(Figs 2 and 3). The specific reason for identifying selfhood with
causal decoupling is that only causal decoupling, among all ΦID
atoms, identifies the emergence of a new causally efficacious
macroscale entity that needs to be distinguished from the parts
of the system, in order to obtain an accurate account of their
joint future evolution. Note that these underlying intuitions are
aligned with those of other recent works that conceptualize ‘being
a self’in information-theoretic terms (Chang et al. 2020; Krakauer
et al. 2020), although these works use mathematical frameworks
that do not enjoy the expressive richness of ΦID (indeed, exten-
sion of these works with the ΦID framework would be an exciting
avenue for future work).

Seen from this perspective, Hume’s account of a ‘bundle of per-
ceptions’ (Hume 1986) ignores one fundamental issue: namely,
that the parts together can constitute a whole beyond their
sum, and high-order structures can persist even when the parts
change—as has been formally demonstrated through ΦID (Rosas
et al. 2020a).

Preliminary empirical support for a relationship between
causal emergence (i.e. persistent synergy in the system) and the
self is found in recent work, which suggests the brain’s default
mode network to be highly synergistic (Luppi et al. 2020a). This
association is promising, as the default mode network has been
consistently implicated in self-referential processing (Qin and
Northoff 2011) as well as the sense of self or ‘ego’ (Carhart-Harris
and Friston 2010), and its integrity is compromised during LSD-
induced ‘ego dissolution’ (Nour et al. 2016). Furthermore, the
default mode network is also implicated in loss of conscious-
ness, whether induced by anaesthesia or severe brain injury
(Vanhaudenhuyse et al. 2010; Boveroux et al. 2010; Di Perri et al.
2017; Luppi et al. 2019, 2020b; Spindler et al. 2021). Indeed, the
effect of general anaesthesia on the self is also a topic of recent
interest (Sleigh et al. 2020). Thus, the DMN may constitute a
nexus for the confluence of synergy, consciousness, and self in
the human brain.

At this point, it is worth distinguishing the notions of ‘selfhood’
from ‘sense of self’. The former concerns the extent towhich a sys-
tem can be demarcated from its environment and stably exist as
an independent entity—the extent to which that system consti-
tutes an individual (Weber and Varela 2002). Following Krakauer
et al. (2020), we take a system’s selfhood to be a graded prop-
erty, which is determined by the system’s dynamics (Levin 2019).
Accordingly, selfhood pertains to systems at all levels of organiza-
tion, from humans to paramecia. In contrast, by ‘sense of self’ we
refer to the extent towhich an organismperceives ‘itself’ as having

or being a self, which is related to higher-level metacognition [but
see Friston (2018) for an alternative suggestion]. Therefore, a sense
of self requires some degree of selfhood that can be acknowledged
by the organism’s (possibly inaccurate) read-out of their own self-
hood, whereas it is possible to have selfhood without a sense
of self if the corresponding metacognitive abilities are not avail-
able. We leave open the question of whether any systems may,
despite lacking selfhood, nevertheless come to have a delusional
belief in their own selfhood—that is, having a sense of self with-
out selfhood. Although seemingly unlikely and even paradoxical,
our framework does not rule this out from a formal standpoint—
and indeed, surprising and striking dissociations between belief
and reality can be observed e.g. in patients suffering from anosog-
nosia, who can adamantly deny obvious deficits from which they
suffer.

Remarkably, although sense of self and consciousness seem
tightly intertwined in everyday experience, evidence suggests that
they can be dissociated. Both experienced meditators and people
under the influence of psychedelics often report feeling a reduc-
tion in their experienced sense of self without acknowledging a
diminution of their overall subjective experience—in fact, quite
the opposite (Deane et al. 2020). The account of consciousness,
individuality, and sense of self put forth by ΨID could accommo-
date both of these subjective experiences. Namely, this account
would explain both the ‘self-less consciousness’ reportedly expe-
rienced by advanced meditators (Deane et al. 2020) and the ego
dissolution induced by serotonergic psychedelics such as LSD and
psilocybin (Carhart-Harris and Friston 2019) in terms of ΦR being
preserved, but with a different information-theoretic composition
that includes diminished levels of causal decoupling (Fig. 2)—
corresponding to a state of consciousness with relatively reduced
selfhood, which would then be metacognitively interpreted as
reduced sense of self. An alternative hypothesis is that self-
hood would be preserved (no reduction in causal decoupling),
and the diminished sense of self would instead come about as a
result of impaired read-out of the causal decoupling/selfhood—in
other words, meditation and psychedelics would lead to illusions
about one’s selfhood. These conjectures could be readily tested
on magneto- or electro-encephalography or functional magnetic
resonance imaging (fMRI) data, by determining whether reduced
causal decoupling can be observed during the experiences in
question.

An important implication of identifying selfhood with the ΦID
atoms that correspond to causal decoupling is that ‘all systems
that have selfhood would also be conscious’—since causal decou-
pling atoms are among the consciousness-related atoms that
compose ΦR. However, and perhaps surprisingly, ‘the converse is
not the case: transfer-only systemsmay be conscious despite hav-
ing no selfhood’, according to our proposed framework (see Fig. 6).
This observation highlights the information-theoretic source of
another kind of objection levelled against IIT, based on an intuitive
resistance to the notion of certain systems (namely, transfer-only
systems) being conscious. In effect, most of the counterexamples
of synthetic systems with high Φ, and arguably no consciousness,
display only transfer and no synergy (Oizumi et al. 2014).

Fortunately, decomposing ΦWMS into its ΦID atoms allows us
to bring this problem into focus, by formalizing it specifically in
terms of whether or not information transfer should be consid-
ered as part of ΦWMS—whereas before the problem was merely
about a collection of counterexamples. Prior to the information-
decomposition approach, two answers were possible to the prob-
lem posed by these putative counterexamples: accepting the
intuition behind them and rejecting tout court the idea that
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Figure 6. Visual representation of our hypothesized relationship between
total information (large blue circle), consciousness (ΦR, medium purple
circle), and selfhood (causal decoupling, violet small circle).

consciousness could be quantified in terms of ΦWMS; or reject-
ing the intuition. Our approach offers the possibility for a more
nuanced, alternative middle ground: those who share the intu-
itions against transfer, but who also find appealing the intuitions
at the core of IIT, now have the option of adopting (and trying
to motivate) a transfer-free version of ΦWMS. This is analogous to
the approach that we used to solve the problem of the negative
values of ΦWMS: rather than simply rejecting ΦWMS as a whole,
we modified it to exclude the negative redundancy from its cal-
culation, thereby obtaining ΦR. Of course, this type of solution
may generalize beyond these particular counterexamples: other
measures of integrated information may be defined from differ-
ent combinations of atoms to suit specific theoretical needs. Thus,
rather than using counterintuitive examples to reject the theory
as a whole, we argue for refining the theory without throwing the
baby out with the bathwater, by capitalizing on the finer-grained
understanding made possible by ΦID.

Zones of thought
One intriguing implication of the ΨID framework is that dif-
ferent environments may be conducive to the emergence of
alternative modes of consciousness—just as they may be differ-
ently conducive to various forms of life. Most organisms harvest
information about their environment through multiple sensory
modalities. The various senses of these organisms often provide
information that is, at least partly, about the same external stim-
uli. For example, the same event is often the cause of stimuli
delivered by more than one modality, such as someone’s words
being conveyed by their lip movements as well as their speech.
This suggests that an environment where events tend to pro-
vide complementary information across sensory modalities can
favour the presence of integration via synergy, and organisms that
are able to exploit this property will likely find themselves at an
advantage.

As an example, in a forest a red but not green round fruit is
edible, but only when it smells sweet, so that edible exemplars
are identifiable only when the two senses are combined. Such an
environment may be expected to favour informational synergy
between smell and sight in animals that rely on this fruit for nour-
ishment. Conversely, animals whose main source of sustenance
is easily identified by a single property (e.g. a specific colour or

smell) may not benefit from synergy to the same degree. Thus,
the neural architectures of different organisms may rely on differ-
ent combinations of information-theoretic atoms, possibly shaped
by their environment and evolutionary history—as suggested by
recent empirical evidence demonstrating that human brains rely
on synergy to a greater extent than macaque brains (Luppi et al.
2020a).

If, as we have argued, selfhood corresponds to causal decou-
pling (i.e. persistent synergies in the system), then environments
that favour or discourage synergy may have an effect on self-
hood (and presumably also sense of self, which here we propose
to understand as an organism’s perception of its own selfhood).
This prediction could be tested bymeans of virtual reality devices,
which could be used to provide participants with visual, audi-
tory, and tactile stimuli whose contents are entirely unrelated
(i.e. stimuli that provide no synergy), and subsequently probe
whether alterations have occurred in their sense of self, and also
in the prevalence of ΦID atoms corresponding to causal decou-
pling in their neural dynamics, asmeasured e.g. with fMRI or other
neuroimaging modality. Intriguingly, a multi-user virtual real-
ity platform was recently found to produce ‘ego dissolution’ type
experiences not incomparable to those produced by moderate
doses of psychedelics (Glowacki et al. 2020).

Furthermore, as synergy derives from the advantage of com-
bining different sensory sources, our theory predicts a degradation
of selfhood as the unifying factor (and, presumably, the organ-
ism’s perception of its own selfhood, i.e. its sense of self) when
there is a reduced benefit of integration between different sources
of sensory information. In addition to modifying the structure of
the environment, as proposed above, another way to reach a sim-
ilar condition may be to add independent noise in each sensory
modality. Doing so may be expected to result in a reduction of
signal-to-noise ratio and, hence, a reduction in the proportion of
information that each sensory source can contribute towards syn-
ergy. Further work will be required to make this hypothesis more
specific; intriguingly, however, such a reduction in signal-to-noise
ratiomay be part of themechanism bywhich LSD induces its well-
known ego-dissolving effects—complementary of effects taking
place in top-down activity (e.g. Carhart-Harris and Friston 2019).
In effect, the 5-HT-2A agonistic properties of LSD lead to dysregu-
lated spontaneous neuronal activity (Nutt et al. 2020), which may
be expected to weaken the contingency between neuronal firing
and external stimuli, hence introducing noise in each channel and
reducing the ability of different sensory sources to provide syner-
gistic information—corresponding to reduced causal decoupling,
our proposed information-theoretic substrate for selfhood.

The converse of these hypotheses suggests that providing stim-
ulation across different sensory modalities that allows for high
synergy may reduce the extent of psychedelic-induced ego dis-
solution. Partial support to this hypothesis is provided by recent
studies on the effect of different stimuli under LSD, which sug-
gest a competition between the psychedelic effect of the drug
and stimulus (Mediano et al. 2020). We predict that by increasing
the synergy between different sensory sources through concur-
rent stimulation of multiple sensory modalities, one might rein-
force the self-other boundary—and the subjective evaluation of
it—resulting in diminished ego dissolution.

Discussion
We have provided theoretical contributions about the nature of
consciousness (understood as integrated information) based on
its decomposition into elementary information-theoretic atoms
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Figure 7. Visual summary of ΨID, illustrating the logical structure between the various claims made in this paper.

and the key insight that the same total integrated information
may be composed of different combinations of information atoms.
This approach has allowed us to provide empirical predictions
that could be tested with the tools of contemporary neuroscience.
A schematic summary of our contributions, and the underlying
assumptions, is provided in Fig. 7.

To inΦnity and beyond
Themain premise of this piece—and ofΨIDmore broadly—is that
there is merit to the principle of quantifying consciousness via
integrated information (suitably defined). We acknowledge that
the predictions of ΨID outlined here are broad and high level
(Fig. 7); however, we believe that it is important for a theoreti-
cal account to be clear about its empirical commitments. Indeed,
we have made predictions in a broad range of areas—many of
which could already be tested. Of course, there is still work to
be done on finding the right temporal and spatial scale at which
neural information should be best assessed and extending this
framework to larger systems (e.g. based on recent developments
of information decomposition that scale linearly with system size;
Rosas et al. 2020b). Crucially, however, it is already possible to
approach this quantification with effective results (see e.g. Luppi
et al. 2020b).

Importantly, the advantages of a ΦID-based account of con-
sciousness are not restricted to IIT, but rather this framework
represents a general lens throughwhich to understand conscious-
ness. Indeed, the presented framework also provides insights
about other theoretical approaches to consciousness, such as
the Global Neuronal Workspace Theory (GNWT) (Dehaene and
Changeuz 2011; Mashour et al. 2020). In effect, by re-thinking
information exchange in the human brain in terms of syn-
ergy and redundancy, it is possible to delineate a ‘synergistic

global workspace’ purely from functional considerations—based
on brain regionswhose connections are predominantly synergistic
(Luppi et al. 2020b). Furthermore, analysis of resting-state fMRI
data showed that loss of consciousness due to anaesthesia or
brain injury corresponds to a reduction of ΦR between regions of
this synergistic workspace (more specifically, in the regions that
regulate the entrance of information to the workspace, referred to
as gateways by Luppi et al. 2020b). In this way, the more nuanced
view on neural information processes offered by ΦID brings us
closer to reconciling IIT’s and GNWT’s accounts of consciousness
and offers the promise of further insights for our understanding
of consciousness.

Another intriguing future research direction is to explore the
relationship between the elaboration of ΨID explored herein and
hierarchical predictive coding and the Free Energy Principle (FEP)
(see Seth and Hohwy 2020). Interestingly, ideas in this direction
have been put forward by Friston and colleagues in the context
of IIT (Friston et al. 2020), where they suggest that—at least in
terms of numerical analyses—the minimization of variational
free-energy (which, according to the FEP, is a basic imperative
for any self-maintaining cognitive system) ‘maximizes’Φ and vice
versa (Friston et al. 2020). Thus, an exciting question for future
research is to assess how the notion of free-energy minimizing
agents that also maximize Φ relates to our theoretical contribu-
tions put forward above: does maximization of Φ also correspond
to maximization of ΦR and how is it reflected in the ΦR-ing ratio?
Is it driven by any specific ΦID atoms—such as synergy or trans-
fer? Additionally, one could ask about the relationship between
downward causation, discussed throughout our paper, to pre-
dictive mechanisms in a control hierarchy; specifically, where a
higher-level component predicts some general feature of lower-
level constituents. We thus believe there are promising overlaps
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between our account of ΨID and the theoretical ambitions of pre-
dictive coding and FEP approaches, which deserve to be explored
in the future.

So long, and thanks for all the Φs
The distinction of different ΦID atoms within integrated infor-
mation leads to a new understanding of the space of possi-
ble consciousness, providing a phenomenological understand-
ing of information-theoretic atoms: we call this framework ΨID.
This framework provides not only a revised measure of inte-
grated information, ΦR, but also a way to measure the effi-
ciency of a system at turning information into consciousness—i.e.
its ‘ΦR-ing ratio’. Importantly, when combined with a mathe-
matical framework for the definition of causal emergence, ΨID
enables us to propose a formal solution to the long-standing
question of whether consciousness is an emergent phenomenon:
namely, we show that both consciousness (understood as inte-
grated information, ΦR) and emergence each comprise distinct
sets of information-theoretic atoms, and only some of them
overlap.

Thus, whether consciousness is emergent or not will depend
on its information-theoretic composition. Moreover, since ΦR is
composed of different atoms, different systems may achieve the
same amount of integrated information through different com-
binations of information-theoretic atoms. By investigating the
phenomenology associated with specific atoms, these ‘modes of
consciousness’ may provide a way to eventually understand the
phenomenology of different states of consciousness that are not
immediately accessible.

In addition to these theoretical contributions for a more
nuanced understanding of consciousness, our ΨID framework
also provides empirically testable predictions. In particular, we
have hypothesized that ΦID atoms involving synergy may cor-
respond to modes of being conscious that involve selfhood. We
look forward to empirical tests of these predictions and the pos-
sible extension of our work to other mental phenomena, such as
psychiatric conditions.

Data availability
Code to perform Integrated Information Decomposition is avail-
able upon request from author P.A.M.: email pam83@cam.ac.uk.
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