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ABSTRACT OF THE THESIS

Suicide and Copycat Behavior:

An Analysis with Hawkes Process

of England and Wales Suicide Data

by

Sixuan Li

Master of Science in Statistics

University of California, Los Angeles, 2021

Professor Frederic Paik Schoenberg, Chair

Suicide is a leading cause of death worldwide. This thesis presents the application of Hawkes

processes on suicide data from England and Wales since no paper has ever used the Hawkes

process model on the analysis of such a topic before. I began by introducing background

knowledge and a brief data description. After reviewing the concepts of the Hawkes process

and of the general point process, I modified the marked Hawkes process model and applied

it, in order to understand the suicide copycat behaviors or even suicide cascade phenomenon

based on the data obtained. Two kernel functions were used to compare the predicted

results. The Hawkes process model with the power-law kernel seems to provide a relatively

more reliable prediction. With predictions, the corresponding preventative interventions

were significant as well. Last, I provided an overview of the current analysis and offered

further directions and future potential improvements on the explorations of this topic.
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CHAPTER 1

Background

Suicide is a social issue of great concern in many regions. Nearly 800,000 people take their

own life each year globally, and even more people try to attempt suicide, a harmful act that

influences all ages, genders, and races. Each suicide is a long-lasting tragedy that affects

families, communities, and even countries. In order to disrupt the suicide ideation and dis-

continue the suicidal attempt, many organizations and government institutes, such as the

American Association of Suicidology, National Institute of Mental Health(NIMH), etc., make

“predictive” prevention efforts and then aim to apply limited resources to high-intensity ge-

ographic areas and time spans. Besides, there have been many groups attempting to prevent

suicide or intervene in suicidal ideation from various aspects, including studying the effects

on the propensity to commit suicide due to race, ethnicity, immigrant status, age, economic

hardships, gender, and psychological traits, etc.

In the meantime, a variety of research methods have been applied to the estimation of

suicide risk hotspots, including meta-analysis [NFY12], time-series analysis [FSK18], ma-

chine learning [CMD20], and artificial neural networks models [HRG21].

On the other hand, a number of studies have been proposed with the use of self-exciting

processes, i.e. Hawkes processes, to conduct forecasts with high performances. The epidemic

prediction of the incidence of disease [CLM20] and forecasting dynamics of crime [MCR18]

are great illustrations.
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Since no analysis of using Hawkes process on the suicide data has been presented, this

self-exciting process model could be proven useful to improve understanding of the process

generating suicides and to predict new events in the near future.

The outline of this thesis is as follows. In section 2, I introduce Hawkes processes, motiva-

tions for choosing this model, and dataset search and collection course. The daily suicide

data is very critical to this analysis, so I have to give up the United States weekday-level

suicide dataset. In Section 3, I present an overview of the dataset I used; it is in England

and Wales from 2010 to 2015. The publicized celebrity suicide cases of that time frame

are gleaned as well. In Section 4, some key concepts to explain Hawkes process and point

processes are discussed. Section 4 includes the definitions of the point process, the condi-

tional event intensity, the definitions of the Hawkes process, kernel selection, the likelihood

function and the maximum likelihood estimation for the Hawkes process, and the expected

amount of events in the near future. Then section 5 presents the result of modified Hawkes

process models with different kernels applied on England and Wales suicide data. I use a

stationary Poisson process as a comparison for the Hawkes process. In section 6, I give some

preventative suggestions after the suicide prediction obtained from the Hawkes processes. In

the end, a conclusion and some discussions are proposed.
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CHAPTER 2

Introduction

Hawkes process model, as one of the most well-known types of point processes, provides the

statistical language to describe the timing and properties of various types of events. Prob-

lems from a wide range of areas fit such a setting. Examples [Rei18] include incidence of

disease, sightings or births of a species, occurrences of fires, earthquakes, lightning strikes,

tsunamis, or volcanic eruptions.

Hawkes process naturally acquires the triggering and clustering behaviors within each con-

text. In the analysis of the suicide issue, Hawkes process has the advantage of capturing the

copycat behavior (triggering behavior) or the imitation effect (clustering behavior) within

suicide cases along the timeline. According to the descriptions from Wikipedia, a copycat

suicide is defined as an emulation of another suicide that the person attempting suicide knows

about either from local knowledge or due to accounts or depictions of the original suicide on

television and in other media. The publicized suicide works as a trigger, in the absence of

protective factors, for the next suicide by a susceptible or suggestible person, also referred to

as suicide contagion. Here, each celebrity suicidal case, as the publicized event, works as the

immigrant event, which happens at a certain time in a continuous time frame. Each of them

has a set of properties, such as celebrity’s influence or popularity, specific occupation, gender,

connectivity of the surrounding industries, etc. Introduced by Reinhart [Rei18], Hawkes pro-

cesses model events whose rate depends on the past history of the process. The high-profile

celebrity suicide cases serve as the significant past history, and more suicides afterward are

assumed to be related, as a result of suicide contagion. Then I explicitly observe the off-

3



spring suicide cases as celebrity following or obsession behaviors, and I desire to model those

discrete, inter-dependent suicidal events over continuous time via the Hawkes process model.

Usually, suicide is defined as death caused by self-directed injurious behavior with intent

to die as a result of the behavior [NIM]. At first, I intended to do such a study on the

dataset of the United States suicides. The number of deaths due to intentional self-harm

per 100,000 population in the United States keeps rising in the most recent decade (2009-

2018) [NIM]. According to the Centers for Disease Control and Prevention (CDC) Leading

Causes of Death Reports, shown in Figure 2.1, in the United States, suicide is the top leading

cause of death among several age groups [CDCb]. The number of suicides (about 48,334 in

2018) is more than 2.5 times as many as that of homicides (about 18,830 in 2018). The crude

rates of suicides in 2018 in geographic areas are presented as well in Figure 2.2 [CDCb]. The

rates of some counties are missing, leaving them blank. Plenty of counties are filled with

brown color, and they are widely spread over the United States. Hence, the United States

is a region of great importance to study suicide rates.

4



Figure 2.1: Top 10 leading causes of Death for both genders, all age groups in the United

States in 2018
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Figure 2.2: The county-level crude rates of suicides in the United States in 2018
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Yet, no daily suicide data from the United States is available, neither the weekly data.

I tried to use the weekday-level data and the monthly data from CDC WONDER [CDCa],

but both did not have enough detailed information for me to explore the clustering or

the triggering effect. The red squared points and bold black dots represent the celebrity

(publicized) suicide cases in Figure 2.3 and Figure 2.4 respectively. Even though there exists

a general upward trend of the number of suicidal deaths in both plots, these special points

are not always followed by a spiking number, and some are even at the local maxima, which

should not happen. As both datasets are of cumulative numbers, it’s not reliable to figure out

the underlying or specific relationship between the background points and offspring points

through those data. Thus, the daily suicide data is of great importance.
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Figure 2.3: The suicide sizes for all weekdays within 2013 to 2018

Figure 2.4: The suicide sizes for all months within 2013 to 20188
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CHAPTER 3

Data Description

Fortunately, the daily suicide data is available on the United Kingdom government website

[ONS], Office for National Statistics (ONS). It is about suicides in England and Wales from

the years 2001 to 2015. The definition of suicide in England and Wales is a little different

from the data collection perspective. The suicide that happened in England and Wales is

defined as deaths given an underlying cause of intentional self-harm (for people aged 10 and

over) or injury/poisoning of undetermined intent (for people aged 15 and over). The suicide

rates continue to have steady slow growth, Iacobucci et al. [Iac20] concluded. Figure 3.1

below shows the age-adjusted suicide rates by regions of England and Wales in 2014 [ONS].

Figure 3.1: The crude suicide rates for regions in England and Wales
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Other than that the North East region has the highest mortality rate, over 12, and

that London has the lowest rate of 7.8, the rest of the regions basically have similar rates,

which means the spread of suicide cases is relatively evenly distributed. I chose the sui-

cides occurring each day between 2010 and 2015, these six years, to study the influence of

publicized suicide. Meanwhile, I gathered the well-known suicide cases reported on BBC in

the United Kingdom over those years. This dataset includes the celebrity name, death date,

occupation, and influence (followers). The information is listed in Table 3.1 on the next page.

Among those well-known celebrity mortalities, 3 out of 10 deaths are related to professional

football clubs, and 6 are from the entertainment industry. Their influence is calculated ap-

proximately based on the number of followers or fans on social networking platforms such

as Instagram, Twitter, etc.

Moreover, the influence of the common people is hard to track down through online so-

cial media sites. Also, the dataset obtained does not contain the specific identity of persons

who committed suicide, maybe due to privacy protection and public safety concern. There-

fore, such information is estimated by the method developed by McCormick et al. [MSZ10],

to effectively estimate the personal network size. The log-normal distribution with µ = 6.2

and σ = 0.68 seems to capture the observed network size data and its posterior simulation

pretty well. Then, this method is applied as the influence statistics added to this suicide

dataset.
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Name
Death

Time

Influence

(approxima-

tion)

Occupation

Alexander McQueen 2/11/10 1,080,000
English fashion designer and

couturier

Charles Haddon 8/20/10 26,600 Singer, frontman

Terry Newton 9/26/10 93,300
English professional league

footballer

Dale Roberts 12/14/10 277,300 English footballer, goalkeeper

Angela Scoular 4/11/11 21,700 Actress

Gary Speed 11/27/11 42,900
Professional footballer and

manager

Tony Scott 8/19/12 26,700
Movie director, producer, and

screenwriter

Paul Bhattacharjee 7/10/13 130,300 Actor

Lil’ Chris 3/23/15 29,900
Singer-songwriter, actor, and

television personality

Sam Sarpong 10/26/15 15,000
Actor, supermodel, and musi-

cian

Table 3.1: Publicized suicides in England and Wales over 2010-2015
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CHAPTER 4

Key Concepts in Hawkes Process (Point Process)

Here I present some informal explanations for the ideas and theories behind the Hawkes

processes.

4.1 Definition of Point Process

A point process is a random collection of points falling in some metric space. For a spatial-

temporal point process, the metric space is a portion of space-time, S = Rd × R. Point

processes share three main characteristics. First, point processes are stochastic processes on

the non-negative real line. That is, a point process can be defined as any non-decreasing,

non-negative valued stochastic process. Second, point processes are a list of points, a finite

collection of points. Time ti ≥ 0 , and i takes integer values 1, 2, · · · , and ti < ti+1. Normally,

ti <∞, which is measurable. Let N(T ) be the accumulation of the number of points up to

time T , i.e. the number of events of the point process by time T .

N(T ) :=
∑
i

1{ti<T}.

N(T ) is a piece-wise function, and N(0) = 0.

The third feature is the random measure. A real line valued random measure includes a

wide range of processes on the line and extends readily to space-time. The measure N(I)

represents the number of points falling in the region I of space-time.

12



4.2 Event Intensity

The event intensity λ is the limited expected rate of points accumulated over a specific time

and spatial interval, given all points before t. It resembles the density function.

λ(t, x, y) = lim
t,δ→0

E(N([t, t+ ∆t]×B[x, y, δ])|Ht)/(∆tπδ
2), (4.1)

where the B[x, y, δ] is a circle of radius δ around point (x, y), and Ht is the history of the

process up to but not including time t.

Note that λ is random, depending on what points have occurred before, and λ might be

different with every realization. λ is predictable, meaning that although sometimes the

number of events happening is unknown, the number of events expected to happen could be

figured out. Usually, the total expected number of events E[N(I)] would be the summation

or integration of event intensity over some fixed spatial-time interval I.

E[N(I)] =

∫
I

λ(t, x, y)dtdxdy. (4.2)

To understand more about the event intensity, it is informative to have a brief description

of the Poisson process as an example, the most basic and simple type of point process. If

N is a simple point process with conditional event intensity λ, where λ does not depend on

what points have occurred previously, then N is the Poisson process. λ is deterministic in

exhibitions of point processes. Of course, there are other point processes, more complicated

point processes, that have conditional intensity with different features. In the stationary

Poisson process, λ is the constant for every subspace, but events are completely randomly

distributed over the fixed space. In the mixed Poisson process, λ is equal to some random

variable c, which c could be an exponential random variable, be half-normal distributed, or

be something constrained to be positive.

13



4.3 Hawkes Process

Usually, a Hawkes process, i.e. self-exciting process, has the conditional intensity as

λ(t, x, y) = µ(x, y) + κ

∫
t′<t

g(t− t′, x− x′, y − y′)dN(t′, x′, y′) (4.3)

or

λ(t, x, y) = µ(x, y) + κ
∑

(t′,x′,y′:t′<t)

g(t− t′, x− x′, y − y′), (4.4)

where g is called the triggering function or triggering density, and κ is the productivity or

branching factor.

If g is a density function, then κ is the expected number of points triggered directly by each

point. Each base point, associated with µ(x, y), is expected to generate

κ+ κ2 + κ3 + · · · = 1

1− κ
− 1 (4.5)

triggered points, so the expected fraction of background points is 1− κ.

A suicide copycat behavior, as described before, is an imitation of the suicide mechanism or

death method of a publicized suicidal case. A suicide cascade is viewed as numerous sui-

cide cases that occurred after an initial celebrity suicide. Using the language of self-exciting

processes, the suicide cascade, as a branching structure, consists of parent events clustered

by offspring events. Besides, the dataset collected includes time as a central dimension,

prompted by Rizoiu et al. [RLM17], so similarly, the conditional intensity function of my

Hawkes process is

λ(t|Ht) = λ0(t) +
∑
ti<t

φmi
(t− ti), (4.6)

where λ0(t) : R → R+ is a conclusive background intensity function, and φ : R → R+ is

called the memory kernel. Ht is the associated history t ≥ 0 for the process N(t), and

ti < t. Obviously, the Hawkes model is a non-homogeneous Poisson process with stochastic

intensity and mainly depends on the kernel function φmi
(·) which associates with previous

14



events. φmi
(·) represents the kernel function associated with the event i that has the esti-

mated influence of mi.

The base intensity function λ0(t) represents the rate of events arising from external sources,

which is estimated by smoothing observed famous suicidal events. Those events are known as

background or immigrant events, and they are assumed to be independent of the events that

happened earlier within the process. Furthermore, this model is a marked Hawkes process.

The mark m is the personal influence or estimated network size for every event.

4.4 Choice of Kernel

The kernel function φ(t− ti) aim to track how the event arrived at time ti would affect the

intensity function at time t. Under most circumstances, the kernel function is considered to

be monotonically decreasing along the timeline. The more recent the events are, the more

influence they would have on the current case, and the higher the event intensity would be.

Thus, the intensity function is assumed to diminish as the events are further away in time

scale.

Naturally, the influence of a suicide case decays as time passes. The most common cor-

responding kernel functions in records are exponential kernel and power-law kernel. x is

positive in both kernels.

The exponential kernel is

φ(x) = αe−δx,

where α ≥ 0, δ > 0, and α < δ.

The power-law kernel is

φ(x) =
α

(x+ δ)η+1
,

15



where α ≥ 0, δ > 0, η > 0.

For the application to the suicide dataset, the power-law kernel φm(ti+1 − ti) with mark

m is constructed as:

φm(ti+1 − ti) = κmβ(ti+1 − ti + c)−(1+θ), (4.7)

κ is the branching factor or the productivity measurement. This quantity describes the

Hawkes process through the reproductive perspective. It could be viewed as the expected

rate of offspring events triggered by a single parent event or an offspring event. The occur-

rence of parent events is associated with the base event intensity λ0(t). The productivity

scales the subsequent cluster of children events in the process. β concludes the wrapping

effect for the influence in networks. (1 + θ) describes the decay process. c > 0 is to make

sure the term φm(·) is bounded. In general, κmβ models the overall magnitude of influence,

and (ti+1 − ti + c)−(1+θ) accounts for the memory over time. The personal influence m is

assumed to be the number of followers from social media sites or the size of the estimated

personal network.

Similarly, the exponential kernel function constructed for this issue:

φm(ti+1 − ti) = κmβθe−θ(ti+1−ti+c). (4.8)

Figure 4.1 describes shape of power-law kernel generated by an initialization event of

mark m = 1000, at time t = 0, and parameters defined to be κ = 0.768, β = 0.68, c = 10.45,

θ = 0.788.

Figure 4.2 is the visualization of shape of exponential kernel generated by an initialization

event of mark m = 1000, at time t = 0, with parameters set to be κ = 0.2, β = 0.3, c = 2,

θ = 0.5.

16



Figure 4.1: Example power-law kernel with parameters κ = 0.768, β = 0.68, c = 10.45,

θ = 0.788

Figure 4.2: Example exponential kernel with parameters κ = 0.2, β = 0.3, c = 2, θ = 0.5

17



4.5 Likelihood Function and Maximum Likelihood Estimation

For a nonstationary Poisson process with intensity λ(·), on [0, T ], the likelihood of observing

the points {t1, t2, · · · , tn}, is simply

λ(t1)× λ(t2)× · · · × λ(tn)× exp(−A(t1))× exp(−A(t2 − t1))× · · · × exp(−A(T − tn))

=
∏n

i=1 λ(ti) · exp[−A(T )], where A(T ) =
∫ T
0
λ(t)dt.

Then, in point process, the general log-likelihood function is simply

n∑
i=1

log(λ(ti))−
∫
λ(t)dt.

Under the Hawkes process, the likelihood function L with parameter set Θ is

L(Θ) =
n∏
i=1

λ(ti) exp

(
−
∫ tn

0

λ(t)dt

)
. (4.9)

Accordingly, the log of likelihood function is

`(θ) = logL(Θ) = −
∫ tn

0

λ(t)dt+
n∑
i=1

log λ(ti). (4.10)

The marked Hawkes process models have a parameter set of Θ = {κ, β, c, θ}. By incor-

porating the intensity function formula (4.6) and kernel function (4.7) into the Hawkes log

likelihood function (4.10), the log likelihood function for this marked Hawkes process is

`(θ) =
n∑
i=2

log κ+
n∑
i=2

log

∑
ti<tj

mi
β

(tj − ti + c)−θ

−κ n∑
i=1

(mi)
β

[
1

θcθ
− (t+ c− ti)−θ

θ

]
. (4.11)

To make sure the branching ratio to be positive and meaningful, a few constraints on the

parameters exist: θ > 0, κ > 0, c > 0, 0 < β < α− 1.
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4.6 The Expected Number of Future Offspring Events

Equation (4.5) shows the expected portion of the cluster of children events associated with

a new background event. Equation (4.2) gives the expected total number of events over

spatial-time temporal space I. Given those formulas, then, the number of future children

events is

N =

∫ ∞
T

λ(t)dt.

In the marked point process, the total number of future events spawned by event i =

1, 2, · · · , n, by introducing its conditional intensity function (Equation (4.6)) and kernel

function (Equation (4.7)), would be achieved by the integral of kernel function of events over

time T > ti.

N = κ
n∑
i=1

mi
β

θ(T + c− ti)θ
. (4.12)
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CHAPTER 5

Hawkes Process Models Fitted to Suicide Data

of England and Wales

The trimmed daily suicide dataset of England and Wales consisted of 2150 days, starting

on the day of February 11th, 2010. The initial background event is the self-harm death of

Alexander McQueen, which is assumed to have occurred at time t = 0. The other celebrity

suicide cases are treated as immigrant points as well along the time to the end of 2015.

Influence is the magnitude of estimated social network size. Equation (4.6) with kernel

functions (4.7) and (4.8) are applied to this data to record the suicide cascade as a point

process. Figure 5.1 plots the suicide cascade (as defined before, suicide cascade is numerous

suicide cases occurred after an initial celebrity suicide; it is observed data) as a sequence of

the event for the first 1000 days as a representation. Because of the limitation of the length

of plots and the requirement for clarity, 1000 events are used as an example to show the

decay and branching structure. The first 7 publicized suicide cases are included over these

days, and they are approximately the highest seven points in the figure.

Figure 5.2 is the corresponding event intensity function.
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Figure 5.1: The suicide cascade using power-law kernel for the first thousand events since

2/11/2010 in England and Wales
21



Figure 5.2: The intensity function using power-law kernel for the first thousand events since

2/11/2010 in England and Wales
22



These two figures appear to be aligned. Each background event seems to lead to a notice-

able jump in the intensity function. It is easy to observe 7 local maxima points followed by

a relatively rapid decay. Meanwhile, the productivity effect also shows; there exist clusters

of large influences after the highest seven points.

There is another decay kernel function, the exponential decay. Plots are Figure 5.3 and

Figure 5.4. Those exhibit similar features, but the intensity function shows some different

fluctuations.
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Figure 5.3: The suicide cascade using exponential kernel for the first thousand events since

2/11/2010 in England and Wales
24



Figure 5.4: The intensity function using exponential kernel for the first thousand events since

2/11/2010 in England and Wales
25



Figures of using power-law kernel as the social kernel are plotted based on the estimation

of maximum likelihood. The maximum likelihood estimates Θpower-law with standard errors

of Hawkes process model for all the events within the time frame are

Parameter κ β c θ

Estimate 1 1.0158 216.4963 1.6084

S.E. 0.7916 52.9433 12.8610 0.2145

Table 5.1: Maximum likelihood estimates and their standard errors for power-law kernel

marked Hawkes process

The estimated number of future offspring events triggered, given Equation (4.12), is

calculated

Npower-law = 170.332.

The predicted suicide size of 34480, and the real size is 28943. The relative error in per-

centage is 19.13. The model’s AIC value is 349.38, and its log likelihood estimation value is

-169.69.

Figure 5.3 and Figure 5.4 are based on results of the maximum likelihood estimation of

Hawkes process using exponential kernel as the social kernel. The estimates Θexponential are

Parameter κ β c θ

Estimate 0.00009 1.0158 0 0.007079

S.E. 11.9818 0.2073 49.9383 5.8447

Table 5.2: Maximum likelihood estimates and their standard errors under the exponential

kernel marked Hawkes process

The estimated number of triggered future children events is

Nexponential = 144.204.
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The predicted volume of events is 210713, with a relative error in percentage of 628.03. The

AIC value here is 453.96, and the estimated log-likelihood value is -221.98.

The estimated number of triggered future children events is

Nexponential = 144.204.

The predicted volume of events is 210713, with a relative error in percentage of 628.03. The

AIC value here is 453.96, and the estimated log-likelihood value is -221.98.

Additionally, a stationary Poisson process is conducted for comparison. No matter the

distribution of the events is continuous or discrete, modeling the inter-event time ui =

ti − ti−1 using a continuous distribution, the Exponential distribution, is applicable under

the Poisson process. With the conditional intensity λ, the inter-arrival time of consecutive

events u1, u2, · · · , un are i.i.d exponentially distributed with mean 1
λ
. It resembles time series.

λ(ui) = b1 + bs(xi, yi) + b3(ui),

where b1 is the intercept, b2 and b3 conclude the magnitude of effect of location or time

respectively.

The AIC for this model is 436.82, and the log-likelihood value is about -215.41.

Hence, compared to the stationary Poisson process model, this marked Hawkes process

model with exponential kernel does not appear to be a very good fit for the suicide data of

England and Wales, even if it appears to capture the decaying effect and clustering of the

triggered offspring points. The marked Hawkes process with power-law kernel seems to be

more credible with a much smaller relative error in percentage, smaller AIC value, and a

larger log-likelihood estimation value, which may indicate this model is a relatively good fit.
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CHAPTER 6

Summary

6.1 Prevention

With the estimation of spawned future children events, a result of suicide copycat behavior,

obsession, or both, Alys Cole-King and Stephen Platt [CP17] suggested the suicide risks

can be controlled. This course includes identification, intervention, and mitigation. The

assessment of a person after self-harm or suicide attempt matters. Discussions about suicide

with patients afterward are potentially life-saving. Empathetic and compassionate health-

care professionals encourage is necessary for patients to disclosure their thoughts. Besides,

making a safety plan, like articulating reasons for living, creating a safe environment, seeking

professional support, etc., could mitigate those risks. Widespread dissemination of mental

health services and mental health organizations could encourage people at risk to seek as-

sistance, which would be meaningful. Moreover, there are shreds of evidence collected by

Fink et al. [FSK18] about subsequent suicide events as a result of the celebrity suicide and

its subsequent media reports. Therefore, the government could take responsibility for estab-

lishing more conservative and restrictive regulations on the media coverage of high-profile

celebrity mortality cases.

6.2 Conclusion and Discussion

Give all the information provided before, this marked Hawkes process model seems to be

useful to some extent, to improve understanding of the process generating suicides and to
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predict the new events in the near future. I discerned that there appears to be some cluster-

ing of offspring events (branching effect) in the spatial-temporal sense among incidences of

suicide in England and Wales over 2010 to 2015, by observation of both raw data and via the

fitted models. When I tried to fit the Hawkes processes with different kernels to the data,

I found that the model with the power-law kernel fits the data better than the model with

the exponential kernel does. The productivity ratio (reproduction term) is kind of large; it

could prove Hawkes process captures triggering behavior and clustering behavior relatively

well.

Both marked Hakes models provided close numbers of future offspring events. It appears to

be able to explain the phenomena that background events are clustered by offspring points in

the long time interval, but are unable to fully account for and explain the subtle gathering of

suicides without a high profile celebrity suicide that takes place over a short period, maybe

due to the macro-level of the social environment. I explicitly observed the offspring suicide

case via celebrity obsession, however, there are other reasons or social mechanisms that are

not tracked or recorded.

There are more approaches and aspects to explore this topic that I would plan to further

analyze in future exploration. As I only fit two different kernels on marked Hawkes process

to the data, I could fit more different models, such as the Hawkes model with covariates,

Poisson cluster process, etc, to find out if there are models that fit the data better, especially

those considering the nature of the data.

Another notable aspect to think about in the future, given the large κ value in the marked

Hawkes process, is to analyze a more detailed, valuable suicide dataset for the United States,

especially for time recorded in minutes or even seconds. The United States seems to have

more complex and severe suicide concerns. The Hawkes process mainly focused on the time

29



dimension that could predict the timing of suicide cascade in near future with high credibil-

ity. Then, government institutions and non-profit associations could be prepared for that,

make predictive prevention efforts, and maintain public order with efficiency. Last, although

it is difficult to achieve because of privacy protection concerns, finding more precise and

complete datasets that include more details of each suicide event, like the exact information

of location, race, gender, and family history of each suicide committed is also crucial, which

would help approximate the covariates or other factors to rule out many noises.
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