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Electric Double Layer Capacitor (EDLC) is a promising candidate for the next 

generation energy storage device. Recent experimental breakthroughs in developing 

novel electrode and/or electrolyte material have greatly improved the energy density and 

charging kinetics of EDLC, which usually limit the widespread application of EDLC. 

Meanwhile, theory, modeling and simulation can effectively complement experimental 

efforts by providing insight into mechanisms, predicting trends, identifying new material 

and thus guiding experiments. Among different theoretical methodologies, Classical 

Density Functional Theory (CDFT) is a versatile and efficient tool to study interfacial 

phenomena and phase behavior in confined fluids, which are of critical importance for 

the fundamental understanding of EDLCs.  In this thesis, CDFT will be applied to study 

several important topics in capacitive energy storage, including electrolyte composition, 



vii 

 

charge storage mechanisms, and the wettability of non-aqueous electrolytes on porous 

electrode materials. 

We first explored how a small amount of impurity influences the capacitive 

energy storage. The impurity can be considered either as an ‘additive’ or as a 

‘contaminant’, depending on whether it is purposefully introduced into the EDLC. Our 

theoretical calculations are based on a coarse-grained model for the electrolyte consisting 

of an ionic liquid and impurity molecules. The effects of the impurity polarity and 

molecular size, and its binding energy with the electrode surface or ions on the EDLC 

capacitance were discussed. Then, we examined the idea of improving the energy storage 

density in ionophobic pores. The ionophobic environment can be created by introducing 

impurity molecules inside the pore. Different charge storage mechanisms were found, 

and the theoretical predictions showed that creating an ionophobic environment at low 

voltage was beneficial for energy storage. Last, we discussed the importance of pore 

wettability to the energy storage in porous material. We showed that capillary 

evaporation may occur for an organic electrolyte in the subnanometer pores. We also 

demonstrated that the accessibility of micropores depends not only on the ionic diameters 

but also on the wetting behavior of the electrolyte, which is intrinsically related the 

vapor-liquid or liquid-liquid phase separation of the bulk ionic system.  We hope that the 

fundamental insights gained in this work will help better understand complex physical 

processes in EDLC and design of EDLC systems to realize their full potentials. 
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Chapter 1.  Introduction 

Recent years have witnessed a growing interest in developing efficient, cost-effective 

electric energy storage devices in sizes ranging from hand-held to grid-based.[1] Among many 

available electric energy storage devices, batteries and electrochemical capacitors (ECs)  have 

been identified by the U.S. Department of Energy (DOE) as two of the most important 

technologies owing to their potential in high-profile applications such as electric vehicles and 

grid-scale energy storage.[2] Both technologies are based on electrochemistry; but batteries store 

energy in the form of chemical reactants capable of generating charge, whereas electrochemical 

capacitors store electric energy directly as charge. Both systems entail many complex and 

interrelated chemical and physical processes; understanding these processes is critically important 

for breaking through existing technology barriers and providing new concepts for future electrical 

energy storage systems. 

In this dissertation, we focus on capacitive energy storage devices, more specifically, the 

electric double layer capacitors (EDLCs), also known as supercapacitors. Compared to battery 

technology, electrochemical capacitive storage is a newer technology. The first patent applying 

the concept of electric double layer capacitor for practical purposed was filed by General 

Electric’s H.I. Becker in 1957, who used porous carbon coated on a metallic current collector 

immersed in an aqueous electrolyte. [3] The standard EDLC design used today was invented by 

Robert A. Rightmire.[4] Then the first commercially viable EDLC was patented and sold by 

Nippon Electric Company (NEC).  To date, supercapacitors are widely used in different 

applications, and the global supercapacitor market is estimated to reach $2.10 billion in 2020. 

In comparison with batteries, EDLCs have higher power densities, as well as faster sub-

second response times. However, the energy storage densities of EDLCs are typically lower than 

those for batteries.  New materials are needed to improve their charge storage capabilities by 
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increasing both their energy and power densities. Similarly, advances in electrolytes are needed to 

increase voltage and conductivity while ensuring stability. A fundamental understanding of the 

physical processes that take place in the EDLCs - including the electrodes, the electrolytes, and 

especially their interfaces - will provide essential knowledge to make groundbreaking discoveries 

that will lead to the next generation of EDLCs. For example, too often the electrolyte is a weak 

link in EDLCs, limiting both the performance and reliability. There is a need for new electrolytes 

that have high ionic conductivity in combination with wide electrochemical, chemical, and 

thermal stability. Ideally, the electrolytes are non-toxic, biodegradable, environment friendly, 

and/or renewable. Fundamental research about interactions in electrolyte systems- ion-ion, ion-

solvent, and ion-electrode - will provide the knowledge base for the formulation of novel 

electrolytes with enhanced performance and lifetime. New continuum, atomistic, and quantum 

mechanical models are needed to understand solvents and ions in pores, predict new material 

chemistries and architectures, and discover new physical phenomena at the electrochemical 

interfaces. With these breakthroughs, EDLCs have the potential to emerge as a more important 

energy storage technology in the future. 

1.1 Operating Mechanism of Electric Double-Layer Capacitors 

In conventional electrochemical capacitors, the capacitance is related to the separation 

between the two charged plates. Tendering limited charge storage, however, EDLCs can store 

more energy based on electrical double layer (EDL) principle with similar charge/discharge 

mechanism as that of the conventional capacitor. In EDLC, charge is stored electrostatically due 

to reversible adsorption of ions that are electrochemically stable in contact with active 

electrodes.[5] The double layer capacitance is produced as a consequence of charge separation 

occurring due to polarization at the electrode-electrolyte interface. The thickness of the double 
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layer is dependent on the electrolyte concentration and the size of ions. A good understanding of 

the properties EDL is critically important for EDLC applications. 

The Helmholtz model is one of the original models used to describe charge storage via 

formation of EDL. The concept of the “electrical double layer” originated from this model. The 

Helmholtz model was first proposed by Hermann von Helmholtz in 1853 while investigating 

opposite charge distribution at colloidal particle interface.[6] In the Helmholtz model, the 

electronic surface charge is screened by an adsorbed layer of counterionic charge that is tightly 

bound to the surface, at a fixed distance set by the size of the ions. According to the Helmholtz 

model, the capacitance can be computed from: 

 0 ,r
HC

d

 
   (1.1) 

where 
HC  is the double layer capacitance, 

0  is the permittivity of the vacuum, 
r  is the 

dielectric constant of the solvent, and d  is the thickness of the Helmholtz layer, the range over 

which the potential drop occurs.  

Gouy in 1910[7] and Chapman in 1913[8] independently derived and improved the 

simple Helmholtz EDL model. The “Gouy-Chapman” (GC) model is the first model that accounts 

for the thermal energy of ions.  In the GC model, ions form a diffuse layer of charge segregate at 

the interface, and the charge distribution is a function of the distance to the electrode surface.  

The counter charge is spread through the solution adjacent to the electrode up to a few 

nanometers, depending on the ion valence, solvent dielectric constant, and ion concentration.  The 

local ion concentration 
ic  is described by the Boltzmann distribution. Assuming electroneutrality, 

the GC model predicts the differential capacitance GCC  for a symmetrical ( Z: Z  ) electrolyte in 

contact with a planar electrode 
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 0 0cosh ,
2

r
GC

D B

Ze
C

k T

  



 
  

 
  (1.2) 

where e  is unit charge, 
Bk  is Boltzmann constant,T  is absolute temperature and 

0  is the 

electrical potential at the electrode. This expression includes the characteristic (Debye) length of 

the diffuse layer: 

 

1/2

0

2 2 02

r B
D

k T

Z e c

 


 
  
 

  (1.3) 

where 
0c  is the concentration of each ion in the bulk. The GC model overestimates the 

capacitance in EDL due to neglecting ion size and electrostatic correlations. Because of the non-

physical asymptotic behavior
0

lim GCC
 

  , the GC model also loses its validity for high surface 

potentials. 

Later, Stern[9] combined the Helmholtz model with the GC model to describe the 

electrode/electrolyte interface: a subset of the ions with finite size adsorb on the surface to form 

an inner region, which is called the compact layer or “Stern layer”; while others form the diffuse 

layer region, which is the same as what the GC model defines. This model is known as the 

“Gouy-Chapman-Stern” (GCS) model. The inner Helmholtz plane (IHP) and outer Helmholtz 

plane (OHP) are used to distinguish the two types of adsorbed ions. Then capacitance in the EDL 

(
SC  ) can be treated as a combination of the capacitance from two regions, the Stern type of 

compact double layer capacitance (
HC ) and the diffusion region capacitance (

GCC ), 

 
1 1 1

.
S H GCC C C
    (1.4) 

In the series connection, the smaller contribution dominated the overall capacitance, so 

the GC part only contribute to the total capacitance for small potentials 0  , which otherwise 

approaches to constant Helmholtz capacitance. This behavior still remains questionable, as it 
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means that the capacitor is constantly able to accumulate the charge at increasing potential, where 

some form of decaying differential capacitance by saturating ion layers would be expected. So the 

GCS model leads to a limited predictive quality for concentrated electrolytes. 

In recent years, porous electrode materials and novel designed electrolyte systems, such 

as ionic liquids (ILs) and organic electrolytes, are widely used in EDLCs to optimize the 

performance. Ionic liquids are dense ionic systems with strongly correlated electrostatic 

interactions. A double layer model for these systems should therefore address both the steric and 

electrostatic interactions between the ions and those with the electrode surface. However, 

traditional double-layer theories like GCS model fail to capture charge capacitive behavior in 

these new experimental system. The crucial approximations and problems when applying the 

GCS model to EDLCs are:[10] 

 The mean-field character of the Poisson-Boltzmann theory neglects ion-ion 

correlations; 

 Treatment of the ions as point charges without excluded volume, causing 

theoretically infinite ion accumulation at the interface; 

 Limited validity of the Debye screening length for electrolytes at high ion 

concentrations; 

 Only electrostatic interactions are included in the theories, neglecting chemical 

properties like specific ion adsorption onto the surface. 

In 2007, Kornyshev proposed an alternative mean-field theory to describe the interfacial 

capacitance of the metal/ionic liquid system by solving the “Poisson-Fermi” equation.[11] This 

model interprets the solvent particle as voids in the lattice. The expression for the differential 

capacitance is given by  
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20 0

0
2 0 2 0

cosh 2 sinh
2 2

,

1 2 sinh ln 1 2 sinh
2 2

u u

C C
u u



 

   
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  
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  (1.5) 

where   is packing parameter, 
0C  is the linear part of the Gouy-Chapman capacitance, and 

0u  is 

surface electric potential in reduced unit. The packing parameter   is defined as  

 
max

2
,

c

c
    (1.6) 

which is the ratio of occupied sites c  to maximal available sites 
maxc .This model predicts the 

bell and camel shapes for the differential capacitance versus voltage, decaying as 1/2C V  , 

which cannot be captured by the traditional GCS model. The behavior of the differential 

capacitance predicted by this theory was confirmed by subsequent experiments and 

simulation.[12, 13] However, this mean-field theory fails to predict the alternate charge layering 

structure which decays exponential into the bulk liquid, as suggested by experiments[14, 15], 

simulations [16] and CDFT predictions for ionic liquids.[17] This layering structure, known as 

overscreening structure, starts with a first layer of counterions that overscreens the surface charge 

of the electrode, and the charge of the first layer is then overscreened by the co-ions in the second 

layer and so on for several layers until charge neutrality is reached. In order to capture the 

overscreening and crowding in dense ionic liquid, Bazant et al. proposed a phenomenological 

modification of the lattice model based on the Landau-Ginzburg theory. [18] This theory predicts 

that overscreening is pronounced at small voltages and gradually replaced by the formation of a 

condensed layer of counterions, followed by complete lattice saturation at very large voltages. It 

has been further improved recently by adding the short-range correlation for the ionic liquid 

electrolyte.[19] In addition, Bazant et al. derived the same analytical solution (Eq.(1.5)) from 
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solving a modified Poisson-Nernst-Planck (MPNP) equation to describe the ion transport during 

dynamic charging at large bias voltage.[20, 21]  

In spite of the recent experimental and theoretical advancements, there still lacks of an in-

depth understanding of the EDL charge storage mechanism. For example, recently a new class of 

super concentrated electrolyte, called “water-in-salt” electrolyte enables the breakthrough of the 

limited electrolyte electrochemical stability window of water (1.23V) in conventional aqueous 

electrolyte, resulting in extended windows up to 4.0V.[22-24] Studies of the interfacial structure 

of these electrolytes and their capacitive behavior lead to the discovery of a nontrivial structural 

driven potential dependence of differential capacitance on the applied potential.[25, 26] 

Temperature dependence of EDLs in neat ionic liquids (ILs) as well as IL-solvent mixtures has 

also attracted much attention.[27-29] Kondrat et al. applied the modified Poisson-Fermi theory to 

study the capacitance and energy storage in double layers with IL-solvent mixtures close to 

demixing. [30]The authors unveil a new type of the capacitance shape emerging in such systems 

and demonstrate that the capacitance and stored energy increase as the system approaches 

demixing, which can have practical applications.  

To sum up, EDL lies at the heart of our understanding of the interfacial behavior of 

electrolytes, which is critically important for capacitive energy storage in EDLCs. More 

theoretical and fundamental studies on what happens and how the charge is stored in EDL are 

desired for future EDLC development. 

1.2 Electrode/Electrolyte Material for Electric Double-Layer Capacitors 

A practical EDLC is generally made of four main components: electrodes (cathode, 

anode), electrolytes, separators and current collector.  Approximately, the energy E (unit: J) and 

power P  (unit: W) of an EDLC are given by 
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where C  is the capacitance (unit: F), V  is the operating voltage (unit: V), and R  is the 

equivalent series resistance (unit: ) of the device. Current values for the commercial 

supercapacitor devices reach 8 Wh/kg ( 250 Wh kg-1 for Li-ion batteries) for the energy density 

and go beyond 10 kW/kg ( 1 kW/kg1 for Li-ion batteries) for the power density. These 

performance characteristics of EDLC devices typically change little (within 5-20%) for more than 

1,000,000 cycles of charge and discharge. [31] Nowadays, many effects are given to increase the 

energy density of the EDLC devices. As shown by Eq.(1.7), the energy of an EDLC is determined 

by the double-layer capacitance and the cell voltage. Therefore, the approach for improving the 

energy of supercapacitors is to search electrolytes with higher electrochemical window, and to 

increase the double-layer capacitance. In the following, the state-of-art of the electrode and 

electrolyte material will be discussed. 

1.2.1 Carbon Based Electrode Material  

An optimal electrode material of EDLC requires high specific surface area (SSA) and 

good electrical conductivity. Carbon-based material have been widely used as EDLC electrode 

material since they are light, highly conductive, thermally and chemically stable, and they possess 

open porosity and high SSA. The versatility of carbon also enables to produce different 

microstructures and a wide variety of physical and chemical properties can be achieved.[32] 

According to IUPAC [33], the pore in the materials can be divided in several groups in term of 

the pore size: micropores (< 2 nm), mesopores (2 nm - 50 nm) and macropores (> 50 nm). Due to 

the complexity in the pore characteristics, practical electrode material rarely feature a uniform 

pore size, and the porous electrode materials are usually characterized by their pore size 
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distributions. From the synthetic viewpoint, parameters such as material dimensionality (i.e., from 

zero dimensional to three dimensional materials), specific surface area, pore volume, and pore 

size distribution, particle size, and texture can be easily tuned by controlling the synthetic route 

parameters (albeit some of those can be difficult to characterize faithfully). In this section, we 

will give a brief description in carbon materials, mainly activated carbons (AC) and carbide-

derived carbons (CDCs). We focus on these two materials because the former is the materials of 

choice for commercial EDLC devices, and the latter is a model material for fundamental EDL 

study due to their tunable pore sizes. 

1.2.1.1 Activated carbons (ACs) 

Activated carbons (ACs) are the material of choice for commercial EDLCs because of 

their high SSA, relatively facile processability and low cost.[34] ACs display a disordered 

structure and usually feature a broad pore size distributions (PSD) raging from micropores to 

macropores. They are derived from carbon-rich organic precursors by either physical and/or 

chemical activation processes. Physical activation is achieved at high temperature under a mixed 

inert/oxidizing atmosphere using typically steam or carbon dioxide as activation agents, whereas 

chemical activation is also performed at high temperature but mixing the carbon precursor with 

alkalis, carbonates, chlorides, acids, or similar reagents. [35, 36] In general, the higher activation 

temperature/activation time will lead to the larger porosity as well as the broader PSD. It should 

be noted that porosity creation often means increasing the amount sp3-bonding resulting in 

reduction of carbon conductivity. Therefore, there is a trade-off on porosity and conductivity in 

ACs activation process. The specific capacitance value of ACs can be as high 180 F g-1 and 80 F 

cm-3 in ionic liquid [37] or 200 F g-1 and slightly over 60 F cm-3 in organic electrolyte [38]. In 

spite of multiple recent improvements, the key challenge with traditional ACs technology is how 
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to independently control the SSA, pore volume, pore size and shape in these materials. Thus, 

alternative synthesis techniques have been developed to address these limitations. [39] 

1.2.1.2 Carbide-Derived Carbons (CDCs) 

For EDLC application, CDCs are generally produced by extraction of metal form metal 

carbide precursors (TiC, SiC and VC among others) via physical (e.g. thermal decomposition) or 

chemical (e.g. halogenation) processes. [40] While various carbon structures can be found in 

CDC,  including nanodiamond, carbononions, graphene, graphite, and very dense vertically 

aligned  carbon  nanotubes(CNTs), simple disordered porous carbon was found to be the most 

attractive and  abundant material for EDLC applications. [41, 42] The unique properties of porous 

CDC, such as a high specific surface area and tunable pore size with a narrow size distribution, 

make it an ideal material for EDLC electrodes. [43] The CDC structures were also used in a series 

of molecular dynamics simulations to study ion adsorption from neat ionic liquid and ionic liquid-

solvent mixture. CDCs yield capacitance values up to 220 F g-1 and 126 F cm-3 in KOH and 150 F 

g-1 and 70 F cm-3 in organic electrolyte.[31] Commercial EDLCs based on CDC materials offer 

superior energy densities. High power can be achieved as well, for instance, by introducing 

mesopore channels for fast ion transport [44] or using nano-felts like CDC electrodes[45]. 

However, the cost of CDC materials is much higher than that of ACs, which limits their broad 

commercial applications. 

1.2.2 Novel Formulation of Electrolyte as Charge Carrier 

The charge storage mechanism in EDLCs relies on ion adsorption onto the surface of 

porous electrodes. An ideal electrolyte for EDLCs requires: 

 High electrochemical stability to ensure a high operating voltage and a broad 

range of operating temperatures. 
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 Low viscosity (commonly correlated with high ion mobility) for the fast and 

efficient storage process. 

 High conductivity and environmental friendliness. 

In general, the commercial EDLCs use either aqueous or organic-based electrolytes. 

Aqueous electrolytes are limited to low cell voltage, due to the electrolysis of water. For 

operating at large electrical windows, organic electrolytes are often preferred. For example, an 

organic electrolyte consisting of 1 M of tetraethylammonium tetra-fluroroborate ( Et4NBF4) in 

acetonitrile (CAN) or propylene carbonate (PC) displays good transport properties, and theses 

organic electrolytes enable EDLCs to work with a voltage in the order of 2.7–2.8 V and in a 

rather broad temperature range. However, some studies showed that these organic electrolytes 

will suffer a dramatic reduction in their cycle life if the EDLC is operated at voltages higher than 

2.8-3.0V.[46] As a consequence, the development of innovative electrolytes allowing higher 

voltages is considered as a priority for the application of EDLC. The two main criteria for 

electrolyte are (wide) electrochemical window and (high) ionic conductivity. In this section, we 

introduce two novel electrolytes that may satisfy the requirements: one is the room temperature 

ionic liquid and their derivatives, and the other is the super concentrated electrolyte, or “Solvent-

in-Salt” (SIS) electrolyte. 

1.2.2.1 Room temperature ionic liquids and their derivatives 

Room temperature ionic liquids (ILs) are generally defined as those salts composed 

solely of ions (cations and anions) with melting point below 100 oC .[47] Normally, ILs have 

several potential advantages including high thermal and chemical stability, wide electrochemical 

window ( ~4 V), negligible volatility, and non-flammability (depending on the combination of 

cations and anions).[48] Furthermore, ILs’ physical and chemical properties can be highly tunable 

due to their large variety (virtually unlimited) of combinations of cations and anions.  
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Different type of cations, e.g., pyrrolidinium, imidazolium, sulfonium and cyclic 

sulfonium, and anions, e.g., TFSI-, -

4BF , and -

6PF  have been investigated for EDLC 

applications.[31] Despite their great potential, there are several drawbacks with most ILs, such as 

high viscosity and low ionic conductivity, limiting their practical use in EDLCs. For example, the 

[EMIM][BF4] electrolyte, which has a relatively high ionic conductivity among the common ILs, 

its conductivity (14 mS cm-1 at 25
o C ) is much lower than that of TEABF4/ACN (59.9 mS cm-1  at 

25
o C ),[49] and its viscosity is 41 cp, which is much higher than that of the organic electrolyte 

(e.g. 0.3 cp for the ACN organic electrolyte). The IL properties (e.g. ionic conductivity, viscosity, 

and electrochemical window) can be improved by modifying the cations or anions or both, and 

utilizing a mixture of ILs or with an organic solvent. [46] For example, Lin et al. utilized the 

nanostructured carbon electrode and a eutectic mixture of ionic liquids to dramatically extend the 

temperature range of electrical energy storage. They demonstrated electrical double layer 

capacitors able to operate from -50
o C  to 100 

o C  over a wide voltage window (up to 3.7 V) and 

at very high charge/discharge rates of up to 20 V/s. [50]  

It should be pointed out that not all the mixtures of IL and organic solvents provide a 

benefit to EDLC performance. For example, Palm et al. [51] reported the addition of an organic 

solvent (ACN, PC or GBL) to pure [EMIM][BF4] to compose an electrolyte for EDLCs, and the 

results showed some negative effects although this mixing strategy could lead to a decreased 

viscosity and melting point, and increased conductivity when compared to those of pure 

[EMIM][BF4]. Therefore, attention should be paid to not compromising the important advantages 

of pure IL when adding solvent into the IL for the electrolyte. 

1.2.2.2 “Solvent-in-Salt” (SIS) Electrolyte 

The “Solvent-in-Salt” (SIS) is a new class of super concentrated electrolytes. Either the 

weight or volume ratio of salt-to-solvent exceeds 1.0, the electrolyte can be denoted by “Solvent-
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in-salt”.[52] This new class of electrolytes was originally used for rechargeable metallic lithium 

batteries. In 2013, Suo et al.[52] reported an electrolyte system containing LiTFSI salt and 1,3-

dioxolane(DOL)/dimethoxyethane(DME) (1:1 by volume) as the solvent. In this electrolyte, the 

salt-to-solvent ratio can be as high as seven. This electrolyte exhibits very good electrochemical 

performance. It shows an initial specific discharge capacity of 1,041 mAhg-1 at a current rate of 

0.2 C. A coulombic efficiency nearing 100% and long cycling stability are achieved. It is because 

the lithium polysulphide dissolution is inhibited, thus SIS overcomes one of today’s most 

challenging technological hurdles, the “polysulphide shuttle phenomenon”. The authors then 

extended this system to aqueous electrolytes.[24] They reported a “Water-in-Salt” (WIS) 

electrolyte whose electrochemical windows was expanded to ~3.0 V by dissolving LiTFSI 

extremely high concentrations (molarity > 20 M). And such solution is still “true” liquids at room 

temperature.  

The WIS electrolyte was extended to EDLC applications. Dou et al. [53] blended 

acetonitrile with a typical WIS electrolyte ( 21 m LiTFST/H2O) create an “acetonitrile/water in 

salt”(AWIS) electrolyte. The concentration of AWIS electrolyte is 5 M.  This 5 M AWIS 

electrolyte maintains the wide stability window of ~3.0 V and can still work at -30
o C . This WIS 

electrolyte exceeds the limitation of water electrolysis in aqueous electrolyte while keeps a high 

conductivity. These advantages makes it a very attractive electrolyte candidate for EDLCs. The 

fundamental understanding in this WIS electrolyte, such as the EDL structure and the capacitive 

response to voltage is also in demand.  

1.3 Recent Progress in Theory and Simulations 

Trigged by the recent development and breakthroughs in experimental studies of EDLCs, 

there have been significant interest from theoretical communities to understand the charge storage 

in EDLCs.[54]Theory, modeling, and simulation can effectively complement experimental 
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efforts.[55] Large multiscale computations that integrate methods at different time and length 

scales have the potential to provide a fundamental understanding of processes such as ion 

transport in electrolytes, charge transfer at interfaces, and electronic transport in electrodes. 

Among different method, classical molecular dynamics (MD), Monte Carlo (MC) and classical 

density functional theory (CDFT) are the favored methods of choice to simulate EDL structure 

and EDLC performance.  

1.3.1 Molecular Dynamics 

Molecular Dynamics (MD) simulations have been broadly employed to investigate the 

structure of EDL and the charging dynamics of EDLCs. There are a couple of aspects of concern 

regarding the simulation of electrode-electrolyte systems using classical MD: (i) model/force 

field selection for the electrolyte and (ii) representation of electrode. Recent research point out 

that the choice of models may influence not only the quantitatively accuracy of simulation 

prediction, but also the physical aspect studied at a qualitative level.[56] 

In MD simulation, electrolytes are usually treated using non-polarizable force fields. For 

many ionic systems, including room temperature ionic liquids, such an approach provides a 

reasonable estimate of the EDL structure. However, as shown by Borodin et al.[57], inclusion of 

polarizabilities via induced dipoles for electrolytes containing small radius ions can dramatically 

improve the accuracy of prediction of thermodynamic, structural, and, particularly, dynamic 

properties. Application of polarizable force field usually means a much higher computational 

cost.[58] Therefore, there is a trade-off between the accuracy and computational cost when 

choosing the force fields for electrolytes.  

Another challenge in MD simulation of EDLCs is the modeling of electrode. [59] To 

simulate the charged electrode, two methods have been developed: the constant-charge method 

and the constant-potential method. In the former case, the electrode atoms are assumed to carry a 
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uniform fixed charge. The potential associated with each value of surface charging is calculated 

by solving the Poisson equation. Due to the simplicity of implementation, the constant-charge 

method has been adopted by most researchers to simulate electrodes with simplified geometries.  

This method, however, neglects charge fluctuations on the electrode induced by local density 

fluctuations in the electrolyte solutions.  To explicitly take into account such fluctuations, the 

constant-potential method was developed.[60-62]. The comparisons of these two method has 

been presented by some researchers. In a recent paper, Merlet et al.[63] examined the differences 

between simulations utilizing these two methods by measuring the relaxation kinetics in EDLC 

with nanoporous carbide-derived carbon (CDC) electrode, and the electrolyte structure at 

interface in EDLC with a planar graphite electrode. It shows that constant-potential method 

predicts more reasonable relaxation time, which is modified by orders of magnitude longer, than 

the constant-charge method. In their study of the electrolyte structure, there were some 

quantitative differences between the results of the two methods, but the qualitative features were 

unchanged for these ionic liquid based EDLCs. Wang et al.[59] studied a LiClO4/acetonitrile 

electrolyte at a graphite electrode. For this system, there are no measurable differences between 

the results of these two method at low potential differences (   2V); however, at larger potential 

differences (i.e. 4V) significant qualitative differences emerge in the EDLC ion spatial 

distribution.  

Ideally, MD simulation of supercapacitors would include a realistic representation of the 

carbon electrode structure, as well as a faithful description of its electronic conductivity. 

However, this is very challenging since they are both computational expensive. To date, only a 

few studies have include both of these characteristics.[64] For instance, Péan et al.[65] studied 

the charging of electrified nanoporous CDC electrodes impregnated with a BMI-PF6 electrolyte 

and found the charging time depended mainly on the average pore size. In the case of CDC-800, 
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which has a smaller average pore size compared to CDC-1200 and CDC-950, the charging 

process is also slower by a factor of 4-8. However, the resistance of the confined electrolyte is 

still of the same order of magnitude as that of bulk electrolyte, which leads to the charging time 

of one to ten seconds for a 100 m  thick electrode, indicating the CDC exhibits fast charging 

dynamics. This confirms that the transport of the ions is not much affected in the porous material, 

which is in agreement with experiments.  

Although a number of challenges have been tackled, MD simulation are valuable as they 

provide a microscopic picture and fundamental understanding of the EDL structure, charging 

mechanism, and charge storage in EDLCs. For instance, Feng et al. [66] studied a model 

supercapacitor composed of slit-shaped micropores ranging in size from 0.67 to 1.8 nm in IL 

[EMIM][TFSI]. They found as pore shirked from 1.0 to 0.7 nm, the capacitance of the micropore 

increased anomalously, which is in good agreement with the experimental observations. [67] 

Merlet et al.[68] highlighted how the lack of “overscreening” effects in nanoporous electrodes 

contributes to the anomalous capacitance increase observed in nanometer-sized pores. In 

nanoporous electrodes, only a single layer (or a few layers) of adsorbed ions is present between 

the pore wall, which is in stark contrast to planar electrode surfaces. Feng et al [69] found strong 

layering and ordering of solvent molecules near neutral surface and distinct contact adsorption of 

counterions near the charged surface that cannot be described by the Helmholtz model. They 

further constructed a model called “countercharge layer in generalized solvents” to describe the 

structure and capacitance of planar electrode immersed by a mixture of RTILs and organic 

solvents.[70] Their model predicted that the integral capacitance would increase by less than 10% 

as the mass fraction of acetonitrile (ACN) in the mixture increases from 0 to 50%. Thompson and 

coworkers combined MD simulations with neutron scattering and reported that the diffusivity and 

conductivity of an ionic liquid has a positive correlation with the dipole moment and 
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concentration of the organic solvent added. [71] MD simulations can also be used to explore new 

ideas to improve energy storage efficiency in supercapacitors.[64] An interesting example of 

these hypothetical explorations is the concept of ionophobicity and ionophilicity. MD simulations 

for single slit pores have shown that ionophobic pores perform better in terms of charging 

rate.[72] One interesting aspect is that the charging of initially filled pores usually leads to an 

overfilling of the porosity, corresponding to a temporary state where the density of ions is higher 

than the final density at the end of charging. This type of phenomena raises the issues of kinetic 

barriers and the difference between static and dynamic charging of supercapacitors. 

1.3.2 Grand Canonical Monte Carlo (GCMC) 

Torrie and Valleau are among the first who used Monte Carlo simulation for studying 

EDL formation at charged interfaces in concentrated electrolytes. Their simulations have shown 

that the GCS theory is not accurate even for EDL in an aqueous solution when the solvent is 

assumed to be dielectric continuum. At high concentration of ions in an electrolyte, the charge 

density in the EDL starts to oscillate. Their pioneering works on modeling EDL in concentrated 

electrolytes showed apparent limitations of the GCS theory for systems with stronger electrostatic 

interactions.[73, 74] Skinner et al. used MC simulations to examine the capacitance of ionic 

liquid at a metal surface. The results suggested that the “bell-shaped” capacitance curve appears 

for a good metal electrode due to the strong attraction between ions and their image charges, 

while the “camel-shaped” capacitance curve appears for the semi-metal electrode (such as glassy 

carbon) because the finite screening length shifts the reflection plane for the image charges into 

the electrode and reduces the attraction.[75]  

To understand the charge storage mechanism in nanopores, Kondrat et al developed a 

simple phenomenological model.[76] In their work, the capacitance of the pore monotonously 

increases with the decrease of the pore width expect for large voltage case. For substantially large 
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voltage values the differential capacitance vanishes at a pore width larger than the ion diameter. 

In this case, the ions still can get inside the pore, but because at such voltages the pore is already 

fully occupied by the counterions (here anions), and the differential capacitance response to 

further electrode polarization is zero. This indicates a saturation of pores at large voltage. In 

smaller pores the saturation starts at smaller voltage. For large pores saturation takes place in two 

steps, preceded by a field-induced phase transition. That transition is responsible for an abrupt 

expulsion of the cations from the positively charged electrode, passing the phase poor in cations, 

but in which the amount of anions can still grow till the saturation, and hence the “step” 

preceding the complete vanishing of the capacitance. This effect is weaker for narrower pores. 

Following this work, they then performed GCMC simulations for a restrictive primitive model of 

ionic liquid in slit-like metallic nanopores in which image forces exponentially screen out the ion-

ion interactions, and form a “superionic” state. The simulations confirmed several essential 

predictions of their model, such as the anomalous enhancement of capacitance in narrow 

pores.[77] 

The calculations in Ref.[77] have been performed under an assumption that the ions have 

a propensity to fill in nonpolarized pores, i.e. there is a substantial reduction in free energy of 

individual ions when they are transferred from the bulk into the pore. Under an opposite 

assumption, constant voltage GCMC simulations have been performed by Kiyohara et al. for 

different model electrolyte systems in porous electrode.[78-80] Their simulations also predict a 

field-induced transition but of a different kind: at low voltages the pore resists to being filled by 

ions and the response to charging of the electrode is minor; however, at some critical voltage, the 

counterions abruptly enter the pore. It should be noted that because the simulations are performed 

with the idealized models, it is difficult to experimentally verify these results. Actually, typical 
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experimental values lie in between these two simulation results. On should therefore focus only 

on qualitative correspondence between the simulations and available experimental data.[81] 

MC simulations can also be used to explore new strategies to improve energy storage in 

supercapacitors. Kondrat et al showed that by creating “ionophobic” pores with a low or 

vanishing amount of an ionic liquid inside, the quantity of energy stored is higher than those for 

conventional ionphilic pores. [82] 

1.3.3 Classical Density Functional Theory 

Classical density functional theory (CDFT) provides a powerful computational tool to 

study the structure of electric double layers in aqueous systems[83] as well as in ionic liquids and 

organic electrolyte solutions.[84] The CDFT approach consistently predicts the camel shape 

curve at low ionic density and the bell-shaped curve at high ionic density as observed in 

experiments and as predicted by previous simulation and analytical theories. In case of high ionic 

density, DFT predicts alternating layer of cations and anions at high polarization for the 

electrolyte, which is relevant to the structures of ionic liquids at charged substrates. [17] The 

CDFT is able to establish a structure-capacitance relationship for the EDLC. For instance, Jiang 

et al. [85] predict an oscillatory behavior of capacitance of ionic liquid in different pore size, 

which is attributed to the interference of the overlapping electric double layers.  

The CDFT can also provide the guidance for EDLC design. As discussed in previous 

sections, organic electrolytes and ionic liquids are widely used in EDLCs. By using CDFT, the 

influence of the organic solvent on the EDLC performance has been explored. [86] In the coarse-

grained CDFT model, the solvent is represented by a dipole. It was found that the weakly polar 

solvent has a capacitance closer to that of an ionic liquid, while a capacitance maximum can be 

achieved at an optimal dipole moment of 4.0 Debye. Lian et al. studies the capacitance of EMI-

TFSI and EMI-BF4 ionic liquid mixture of different composition with onion-like carbon 



20 

 

electrode. A volcano-shaped trend is identified for the capacitance versus the composition of the 

ionic liquid. The mixture effect, which makes more counterions pack on and more co-ions leave 

from the electrode surface, leads to an increase of the counterions density with the EDL and 

consequently a larger capacitance. The CDFT predications are in good agreement with 

experimental and offer guidance for designing ionic liquid mixtures for EDLC. Lian et al. 

recently developed a spherical shell model to account for both pore size and curvature effects of 

amorphous porous material.[87] They showed that, as the inner radius of the shell decrease, the 

capacitance increased significantly, indicating the significant role of convex surface for the 

synthesis of new porous electrode to optimize the EDLC performance. 

The ion dynamics inside the nanopores during charging can be studied in the framework 

of the time-dependent density functional theory (TDDFT). TDDFT is an extension of the classical 

DFT to describe dynamic or time dependent processes based on the assumption of local 

thermodynamic equilibrium. [88] For ionic liquid in nanopores, TDDFT predict three scenarios of 

charging behavior, depending on the pore width and voltage: the normal charging, the 

nonmonotonic charging, and charging inversion. [89] The normal charging refers to a charging 

process in which the surface charge rises with time monotonic to the equilibrium value, while the 

nonmonotonic charging refers to the process in which the surface charge rises quickly with time 

to a maximum and then decays monotonically to the equilibrium value.  For both cases, the 

decline of the electrode charge during the charging process is referred to as kinetic charging 

inversion. The counterintuitive kinetic charging inversion in ionic liquids is closely affiliated with 

the local segregation of counterions and co-ions near the electrode surface, leading to formation 

of layer-by-layer ionic densities. The DDFT predictions further showed that the dispersion 

interaction between the electrode and ionic liquid will lead to a non-monotonic charging and 

increase the duration of the charging process. [90] 
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Within the framework of CDFT, the excluded volume enters via a primitive hard-sphere 

model for the electrolyte and ion-ion, electrode-ion correlation are included using full 

electrostatic pair interaction. In this dissertation, we use CDFT as a main theoretical tool and 

explore the interfacial structure, phase behavior and application of non-aqueous electrolyte to 

capacitive energy storage. The formulism of DFT will be described in details in Chapter 2. 

1.4 Research Objectives and Thesis Outline 

This dissertation is focused on the application of classical density functional theory 

(CDFT) for capacitive energy storage, specifically for ionic liquids and organic electrolytes. 

Through the computational work, we seek to address the following issues at the frontier of EDLC 

development:  

 How does the electrolyte composition influence the capacitance of EDLC? In 

particular, what are the effects of ionic liquids mixing with a small amount of 

additives/impurities? 

 How can we design an electrolyte-electrode system to store charge more 

efficiently? And what is the possible charge storage mechanism in this new model system? 

 How does the wettability of the non-aqueous electrolyte influence the 

performance of the EDLC? 

Here we briefly describe the structure and content of the theses: 

In Chapter1, we introduce the background and research progress in capacitive energy 

storage. We explain the challenges in EDLC research both in theory and in practice. We 

summarize development of EDL theory and the state-of-art progress in simulation and modeling. 

We then summarize our research objectives, and outline of the thesis. 

 Chapter 2 covers the basic formulism of the Classical Density Functional Theory 

(CDFT), focusing on the construction of Helmholtz energy and corresponding chemical potential. 
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We described two functionals that take into account the electrostatic correlation differently. The 

choice of approximations in CDFT depends on system properties that one would like to 

investigate. The methodology presented in this chapter will be used throughout the following 

chapters.  

In Chapter 3 and Chapter 4, we analyze how the electrolyte composition influences the 

charge storage in EDLCs. The porous material is modeled as a simple slit-pore geometry and the 

electrolyte is represented by a coarse-grained model. The electrolyte mixture consists of an ionic 

liquid and a small amount of other chemicals, i.e. water or an organic solvent. The properties of 

such additives/impurities are identified by tuning the size and dipole moment of the molecule, the 

interaction between the ions or the electrode. We studied the influence of these chemicals on EDL 

structure and the overall capacitive performance of the EDLC. 

Chapter 5 proposed an ideal on how to storage the charge more efficiently. By tuning 

interaction between the ions and the electrode, we are able to create an equivalent ‘ionphobic’ 

pores as originally proposed by Konysheve and co-workers.[72, 82]We analyze the change of 

capacitance and energy with the voltage and proposed different charging scenarios in this system. 

Chapter 6 presents the study of the wettability of the non-aqueous electrolyte on porous 

carbon material. We study the phase behavior of non-aqueous electrolytes under confinement and 

demonstrate that the accessibility of micropores depends not only on the ionic diameters (or 

desolvation) but also on their wetting behavior intrinsically related to the vapor-liquid or liquid-

liquid phase separation of the bulk ionic systems.  

Finally Chapter 7 summarizes key conclusions from this dissertation and offers some 

perspectives for future work. 
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Chapter 2. General Formulism of Classical Density Functional Theory 

This chapter introdcues the basic concepts and formulism of classical density functional 

theory (CDFT), which are common ingredients of the following chapters. CDFT is a standard 

approach to calculate the structure, the thermodynamic properties and the phase behavior of 

confined fluids. In essence, CDFT is able to quantitatively predict the microscopic structural and 

thermodynamic properties of complex molecular system with accuracy comparable to that 

inherited from semi-empirical force filed but at a computational cost lower than molecular 

simulations up to several orders of magnitude. [1] Practical application of CDFT requires various 

approximations for the free energy functional in terms of the one-body density profile underlying 

the microscopic structure of molecular systems.  

2.1 Background 

The theoretical basis underpinning all kinds of DFT method can be established within the 

framework of the Hohenberg-Kohn-Mermin (HKM) theory. In 1964, Hohenberg and Kohn 

established the Density Functional Theory (DFT) in a quantum-mechanical framework.[2] Their 

formulation relates to the ground-state energy of electrons in the presence of external fields. That 

work was later generalized by Mermin to finite temperatures, demonstrating that the 

thermodynamic free energy was minimized by the equilibrium electronic number density.[3]  The 

central idea of HKM theorem is that the external potential of a multi-body system is uniquely 

determined by the one-body density profile. CDFT has its origins in the density functional 

treatment for the ground state of an inhomogeneous electro gas. Whereas in electronic DFT the 

fundamental variable is the electron density, in classical DFT this is the average one-body 

‘particle’ density where the particles refer to atoms or ions, tackled at the Angstrom scale, or to 

colloidal particles at the micron length scale.[4]  
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One might also argue that van der Waals’ 1893 treatment of the liquid-gas interface,[5] 

which used the particle density as a basic variable, and Onsager’s treatment of the isotropic to 

nematic transition in hard-rod model fluids, which used particle position and orientation as 

fundamental variable,[6] were early example of classical DFT. However, without the fundamental 

variation principle of HKM, the basis of classical DFT would be questionable. The first 

application of classical DFT as a general methodology to classical systems was reported in 1976-

7 by Ebner et al.[7] [8] for modeling the surface tension of the liquid–gas interface and the 

density profile of a repulsive wall-liquid interface for a simple Lennard–Jones fluid. In the same 

year, Yang et al[9] without knowing about the HKM formalism for electrons, independently 

published a formal derivation of square-gradient theory for a fluid interface and introduced a 

Legendre transformation from external potential as variable to particle density as variable - which 

is now considered as a key ingredient of DFT. A more detailed historical discussion can be found 

in several review and introductory articles. [4, 10-12] 

2.2 Density Profile 

We first present a brief introduction to the DFT formalism using a one-component 

monatomic system as an example. Similar equations are applicable to multicomponent 

molecular/ionic systems.  For a system containing N  identical particles, the instantaneous total 

density ˆ( ) r , which counts the number of particles at a position r  can be represented by a three-

dimensional Dirac-   function: 

 
1

ˆ( ) ( ),
N

i

i

 


 r r r   (2.1) 

The Dirac-  function is zero everywhere but infinite at the location of the particle. The Dirac-  

function is subject to the normalization condition: 

   1.id    r r r   (2.2) 
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The density profile is defined as an ensemble average of the instantaneous density: 

      
1

ˆ .
N

i

  


   ir r r r   (2.3) 

Because the Dirac-  function specifies the probability density of finding a single particle, the 

density profile   r represent the average distribution of all particles in space. 

To connect thermodynamic properties with the one-body density   r , we consider an 

open system at fixed temperature T  and volumeV . The grand partition function   is given by: 

    
3

1

1
exp ,

!

N
N N

iN
N i

d
N

 


  
         
  r r r   (2.4) 

where   is the thermal wavelength,  N r  stands for the total interaction potential of N  

particles at configuration  1 2, , ,N

Nr r r r , and  1/ Bk T   with 
Bk  is the Boltzmann 

constant. The one-body potential   r  combines the chemical potential   and the external 

potential  v r  : 

 ( ) ( ) .v  r r   (2.5) 

The grand partition function is a function of T and volume V but a functional of the one-body 

potential   r . 

By substituting Eq.(2.4) into Eq.(2.3), the one-body density profile   r  is related to the 

grand partition function: 

       
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1 1

1 1 1
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N N
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  r r r r r r
r

  (2.6) 

where / ( )  r  represents a functional derivative. In terms of the grand potential : 

 ln .      (2.7) 
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The one-body density   r can be expressed as: 

  
 

.






r

r
  (2.8) 

We may define the intrinsic Helmholtz energy by using the Legendre transformation: 

    .F d    r r r   (2.9) 

Based on Eq.(2.8), the Legendre transform ensures that the intrinsic Helmholtz energy F  is a 

functional of the one-body density profiles   r , i.e. [ ( )]F F  r .  

At equilibrium, the grand potential functional is minimized by the one-body density: 
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 
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 


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

r

r
  (2.10) 

Combining Eq.(2.5), Eq. (2.9) and Eq.(2.10) , we have 
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r
r

r
  (2.11) 

Given the chemical potential  , the external potential  v r , and an expression for the intrinsic 

Helmholtz energy functional [ ( )]F  r , we can solve for the equilibrium density profile   r from 

the Euler-Lagrange equation (viz., (2.11)). The equilibrium density can then be used to determine 

the grand potential and all pertinent thermodynamic properties.[13]  

In a nutshell, the knowledge of the functional  ( )F  r  reduces the problem of 

calculating the equilibrium density profile and the grand potential of inhomogeneous fluids to a 

functional minimization problem, representing a simplification over the direct evaluation of the 

grand partition function .   

We can generalize the above procedure to a multi-component system consisting of 

mixture of polymeric molecules and monomers with varying intermolecular and intramolecular 
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interactions at temperature T , total volumeV , and bulk chemical potential of polymeric 

molecules 
M  and that of monomers 

a . By using a coarse-grained model, polymeric molecules 

are represented by freely joined spherical segments with M  segments. Within this model, the 

bond length is defined by the segment diameters, the monomers are represented by spherical 

particles. [14] The grand potential can be then expressed as: 

 

             
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R r R r R R R

r r r
  (2.12) 

in which 
1 2 Md d d dR r r r  represents a set of differential volumes,  M R  is a multi- 

dimensional molecular density profile as a function of the configuration R ,  a r  is the 

segmental distribution of monomers,  MV R  is the summation of the external potential of 

segments, i.e.    
1

M

M i i

i

V v


R r , and  aV r  is the external potential of monomers. 

2.3 Intrinsic Helmholtz Free Energy 

Formally, the intrinsic Helmholtz free energy can be decomposed into an ideal-gas term 

idF  and an excess term exF , 

               , , , .id ex

M a M a M aF F F                R r R r R r   (2.13) 

The ideal part represents the contribution of an ideal gas where all non-bonded interactions are 

turned off. The ideal-gas term is known exactly  
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    

 



R r R R R R R R

r r r
  (2.14) 

where ( )BV R  stands for the bond potential. Here, we set ( )BV R  equal to the bare bonding 

potential though other choices are possible. Different choices for ( )BV R  will necessarily alter the 



35 

 

expression for the excess free energy. For rigid bonds in the freely jointed chain of equal size, the 

bare bonding potential is given by the following relation, 

  
 1

1

2
1

exp .
4

M
i i p

B

i p

V
 


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




 
    

r r
R   (2.15) 

where p is the segment diameter. Note that we have assumed the bonding potential has an 

additive constant, which normalized the Boltzmann factor. This constant can be physically 

interpreted as an entropic contribution due to free bond rotation. 

While the ideal Helmholtz free energy functional idF is known exactly, the excess term 

exF is not known in general and one has to reply on approximations. The representations and 

approximations about the excess Helmholtz free energy will be described in details in the 

following.  

2.4 Excess Helmholtz Free Energy 

The excess Helmholtz free energy exF  arises from the thermodynamic non-ideality due 

to inter- and intra-molecular interactions. This functional is unknown for most systems of 

practical interest. However, it can be approximately formulated by rigorous mathematical 

analysis and, more important, by physical insights for the specific system under 

consideration.[10]  For the system considered in this dissertation, the excess Helmholtz free 

energy can be expressed as: 

 ,ex ex ex ex ex

hs ch C elF F F F F      (2.16) 

where each term indicating a contribution to the excess Helmholtz free energy, i.e., contributions 

due to hard-sphere repulsion (
ex

hsF  ), chain connectivity (
ex

chF ), direct Coulomb energy (
ex

CF ) , and 

the electrostatic correlations (
ex

elF ), respectively. Different versions of CDFT choose different 

approximations to formulate the excess Helmholtz free energy functional. The functional 
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derivative of excess Helmholtz free energy with respect to the density profile yields the excess 

chemical potential: 
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  (2.17) 

In the following subsections, we will present the detail expression for the excess 

Helmholtz free energies and the corresponding excess chemical potentials.  

2.4.1 Short-range Repulsion 

In statistical mechanics, the short-range repulsion between molecules can be represented 

by an effective the hard-sphere model, which assumes that each particle has a physical volume 

prohibiting overlap with other spheres. Such an excluded-volume effect plays a pivotal role in 

determining the structure and thermodynamic properties of condensed materials. The hard-sphere 

potential between two spherical particles is given by  

  
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r r
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r r

  (2.18) 

where 
ir  and 

jr  are particle positions;
i  and 

j  are the particle diameters.   

Because of its theoretical importance, a number of analytical theories have been 

published for representing the structure and thermodynamic properties of hard spheres, including 

Percus-Yevck (PY) integral equation,[15] the scaled particle theory (SPT),[16] and the Boublik–

Mansoori–Carnahan–Starling–Leland (BMCSL) equation of state.[17, 18] Among these theories, 

the fundamental measure theory (FMT), which is originally proposed by Roesnfeld,[19] has been 

the most effective approach. Within the framework of FMT, the free energy density is taken to be 
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a function not just of one but of several weighted densities that defined by geometrical 

characteristics of the particles. In principle, FMT can be applied to not only spherical particles 

systems but also to systems containing non-spherical particles.  

A number of modifications of FMT have been proposed since it was first published in 

1989.[20] Because the accuracy of FMT is similar to that of the scaled-particle theory or Percus– 

Yevick theory for bulk hard spheres,[21] its numerical performance can be further improved by 

using the quasi-exact BMCSL equation of state for bulk hard-sphere fluids.[22, 23]This version 

of FMT is called modified FMT (MFMT) or the White Bear Version.[23] According to MFMT, 

the excess Helmholtz energy functional is given by: 
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  (2.19) 

 where 
ex

hs  is the excess Helmholtz free energy density, and  n  stand for weighted densities 

defined as: 

        ( )

, ' ' '.i i i

i i

n n d

      r r r r r r   (2.20) 

The weight function  ( ) r characterize the geometry of a hard sphere , and are 

expressed in terms of four scalar and two vector-weighted densities, as introduced by 

Rosenfeld.[19] The integration of two scalar weight functions  (2)

i r  and  (3)

i r  with respect 

to the position yields the particle surface area and volume, and the integration of the vector 

weight function  
( 2)V

iω r  gives the gradient across the sphere in r direction. These three weight 

functions can be expressed as 
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    (2) / 2i ir r     , (2.21) 

    (3) / 2i ir r     , (2.22) 

      
( 2)

/ / 2
V

i ir r  ω r r  , (2.23) 

The other weight functions are proportional to those three functions, 
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In Eq. (2.21)-(2.26), 
i  is the hard-sphere diameter, ( )r  is the Dirac delta function, and ( )r  is 

the Heaviside step functions.  

In the case of systems with one-dimensional inhomogeneity, the weighted densities is 

reduced to one-dimensional integration.  For system with slab geometry, the weighted densities 

are expressed as  
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The vector-weighted densities, 1Vn and 2Vn , vanish in the limit of a bulk fluid. For a uniform 

fluid, the vector-weighted densities disappear due to the homogeneity in every direction. In that 

case, Eq.(2.19) reduces to the excess Helmholtz energy from BMCSL equation of state. While the 

modified FMT preserves the advantages of the original theory, it improves the numerical 

performance, in particular, for highly asymmetric hard-sphere systems.[24] 

The functional derivative of excess Helmholtz free energy due to the hard-sphere 

repulsion yields the excess chemical potential
,

ex

hs i , 
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A set of  /ex

hs n  r  from MFMT are given by 
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2.4.2 Thermodynamic Perturbation Theory for Chain Connectivity 

The excess Helmholtz free energy due to chain connectivity is taken into account only for 

polymeric fluids. Application of CDFT to polymeric systems was first discussed by Chandler, 

McCoy, and Singer (CMS) in 1986.[25] Early versions of polymer DFT were heavily influenced 

by the self-consistent field theory and by the Landau expansions for the selection of the reference 

system or for the formulation of the free-energy functional. Most recent applications of CDFT, 

however, adopt segment-level intermolecular forces following either the CMS theory or the 

generalized thermodynamic perturbation theory(TPT).[26] 

The generalized thermodynamic perturbation theory was initially introduced by Kierlik 

and Rosinburg,[26] who built on earlier work by Woodward.[27, 28] In this approach, the 

Helmholtz energy functional includes an exact formalism for the ideal chains that retains the 

details of bond connectivity and an excess part accounting for the contributions from all non-

bonded inter- and intramolecular interactions. The excess Helmholtz energy functional is 

expressed in terms of a weighted-density approximation for short range forces and a first-order 

perturbation theory for chain correlations.[29, 30] 

The excess Helmholtz free energy can also be represented in terms of free energy density, 

    ,ex ex

ch chF n d      r r   (2.39) 

where  n stands for weighted densities and the expressions can be found in previous 

discussion.   
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To be more specific, we consider a mixture consisting of homo-polyelectrolytes and ions 

in a solvent which is treated as dielectric continuum with dielectric constant   . Polyelectrolyte is 

a charged hard-sphere chain with electric charge 
pZ e  on each segments, and ions are charged 

hard spheres with electric charge Z e  or Z e . Here e  is the elementary charge.  According to 

Wertheim’s first-order perturbation theory for a bulk fluid, the Helmholtz energy density due to 

chain connectivity is given by 

  ,

,

1
ln ,ex b b

ch p b pp p

M
y

M
 


    (2.40) 

where 
,p b  is the bulk polymer segment density, and  b

pp py   is the contact value of the cavity 

correlation functional (CCF) between segments, both in bulk. The CCF is given by 

      exp ,y r g r u r      (2.41) 

in which ( )g r  is the pair distribution function (PDF), and ( )u r  is the pair interaction potential. 

The pair potential for system with charged hard spheres is given by 
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  (2.42) 

where 2 /Bl e  is the Bjerrum length. 

In case of hard-sphere chains, the pair potential is ( ) 0u r   for 
Pr   , the contact value 

of CCF is equal to the contact value of PDF. However, for a polyelectrolyte solution, the pair 

potential does not vanish at contact and the exact PDF is difficult to obtain, it is more subtle to get 

the free energy density. In previous work, [31]  pp py   is estimated from the hypernetted chain 

(HNC) approximation which has been proved reliable in the system, especially with electrostatic 

interaction: 
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where  MSA

pp pg   and  MSA

pp pc  , respectively, are the contact value of the PDF function and 

correlation function from Blum’s mean-spherical approximation (MSA),  
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The parameter   and 
ia  can be solved by an iterative procedure, and the weighted densities 

obtained from FMT is applied to those equations. The pair potential at contact value for the 

polyelectrolyte solution is given by 
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According to the definition of the CCF (Eq.(2.41), however,  pp py   may be estimated from  
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It has been recognized that  ,MSA

pp pg n  given by the MSA is not very accurate for high 

coupling and low density; in some cases, negative values may appear, and these have no physical 

meaning. There are several methods to improve this deficiency, and a simple one is the EXP 

approximation as follow: [32, 33]  

        , , exp , , ,EXP hs MSA hs

pp p pp p pp p pp pg n g n g n g n        
 

  (2.51) 

where  ,hs

pp pg n  is the pair correlation function for hard sphere at contact, given by 
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  (2.52) 

The EXP gives better structural properties than the MSA, and has been applied widely for the 

Lennard-Jones(LJ) fluid,[34, 35] the Yukawa fluid,[36] and electrolyte solutions.[37] 

Using Eq. (2.51) and Eq.(2.52), we can rewrite Eq. (2.50) as  
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       

          

n n
      (2.53) 

For inhomogeneous fluids, both the bulk density and CCF are replaced by the weighted densities 

used in FMT. Thus, the free energy density for inhomogeneous homo-polyelectrolyte solution is 

expressed as: 

  0

1
ln , ,ex

ch p p pp p

M
n y n

M
 


    (2.54) 

with
2

2 2 21 /V p V pp pn   n n . 
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We can also extend the expression for the excess Helmholtz energy density for the 

hetero-polyelectrolytes, e.g. polyatomic molecules composed of segments with different charges 

and sizes. Although throughout this thesis, we only consider a simple case of dimer composed of 

opposite charge and same size, here we will discuss the general expression for the hetero-

polyelectrolyte case. Assuming a mixture is composed by 
pm  species of block copolymer and 

am  species of monomers. Each block polymer contains 
kp  blocks of polymerized monomers.  In 

the case of the k-th species of block copolymer, each block contain k

iM segments with diameter 

k

i  and valence k

iZ ( 1,2, , ki p  ).  In the k-th species of block copolymer, there will be 1k

iM 

number of  k k

i iB B  bonds for identical bead i, and 1kp   number of  1

k k

i iB B   bonds for 

consecutive segments .[14] 

The free energy density regarding the k-th species of block copolymer 
,

ex

ch k  is given by 
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  (2.55) 

where 
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1
.

2

k k k

i j i j      (2.58) 
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The CCF in Eq.(2.55) is given by  
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 (2.59) 

The total free energy density is a sum of all species of block copolymer: 
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1

.
pm

ex ex

ch ch k

k

     (2.60) 

The functional derivative of excess Helmholtz free energy due to chain connectivity 

yields the excess chemical potential
ch,t

ex , 
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  (2.61) 

In Eq.(2.61), t applies to all species in the system, including both block copolymer segments and 

monomers, and the corresponding  ,tn r  refers to weighted densities of the t-th species, not the 

total weighted densities. The detailed expressions of 
ch,t

ex is given in Appendix A of Ref [14].  

2.4.3 Excess Helmholtz Energy Due to Direct Coulomb Interaction 

The excess Helmholtz energy due to the electrostatic interactions include two parts: one 

is the direct Coulomb interaction as appeared in the Poisson-Boltzmann (PB) equation, and the 

second part accounts for the correlation of charge distributions. The mean-field Coulomb excess 

free energy functional 
ex

CF  reads 
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F d d

 


  




 
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  (2.62) 

The factor 1 2  in Eq. (2.62) prevent double counting. The Coulomb functional contains an 

artificial divergence for 'r r  , which is absent in Coulomb energy but appears when the 
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discrete sum over all particle pairs i j  is transformed to an integral over the complete volume. 

To avoid the numerical problem, the electrostatic energy is often calculated from the local 

electrostatic potential, 

  
 

, ,

'
' .

4

j j

j p

Z e
d



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r
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  (2.63) 

This local mean electrostatic potential satisfied the Poisson equation  

    2 4
,c

e
 


  r r   (2.64) 

where    
, ,

c i i

i p

Z 
  

 r r  .The Poisson Equation can be solved analytically for a one-

dimensional system with appropriate boundary conditions. For a case of slit-like geometry, the 

density profile and electrostatic potential is only z dependent. In that case, Eq.(2.64) can be 

simplified as 
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 
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 
  (2.65) 

Eq.(2.65) can be solved with the boundary condition that require surface potential fixed at a given 

value. Assuming the slit has a pore size of H: 

    0 ,sH      (2.66) 

where 
s  is the external surface electrostatic potential.  Integration of Eq.(2.65) yields  
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        (2.67) 

where 1C   in Eq.(2.67) is an integration constant and can be obtained by using boundary 

condition (2.66) 
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We rewrite the Coulomb functional Eq.(2.62) as  

    
1

2

ex

C i iF dz Z z z       (2.69) 

The functional derivative of ex

CF  yields 
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    (2.70) 

2.4.4 Electrostatic Correlation 

Electrostatic interactions play a dominant role in electric double layer (EDL) systems, 

different versions of DFT methods are often distinguished by different ways to formulate ex

elF  , the 

excess Helmholtz energy affiliated with electrostatic correlations. Common approximations 

include the bulk fluid density (BFD) method,[38-40] the reference fluid density (RFD) 

method,[41-43] and the weighted correlation approach (WCA)[44, 45]. All these approximations 

are able to account for exclude volume effects and electrostatic correlations neglected in the 

conventional Poisson-Boltzmann (PB) equation. Among these approaches, two methods are used 

in this thesis and will be discussed in this subsections: the bulk fluid density (BFD) method and 

the reference fluid density (RFD) method. 

2.4.4.1 Bulk Fluid Density Perturbation 

A “classical” approximation for the electrostatic part of the excess Helmholtz energy is 

represented by quadratic functional expansion relative to that of a reference system of uniform 

ionic densities by neglecting all higher-order terms. The bulk fluid density (BFD) method was 

used in the early application of DFT to inhomogeneous electrolytes and remain popular 

nowadays.[39, 40, 46] 
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In BFD method, the excess Helmholtz free energy ex

elF  is given by[47] 
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  (2.71) 

where the direct correlation functions (DCFs) are defined as 

 
 

(1) ,
ex

el el
i

i b

F
C




 

r
  (2.72) 

  
   

(2) ' .
'

ex
el el

ij

i j b

F
C



 
  r r

r r
  (2.73) 

In writing Eq. (2.71), it is assumed that the effect of chain connectivity on the electrostatic part of 

the DCF can be neglected.[48]  

The first term of the right-hand side of Eq.(2.71) corresponds to the electrostatic part of 

excess Helmholtz energy for a uniform fluid, the second term equals to the bulk excess chemical 

potential due to electrostatic correlation, and the third term takes into account correlations among 

ion distributions. Since the direct Coulomb term is explicitly taken into account in Eq.  (2.62), the 

two-body excess direct correlation function can be calculated from mean-spherical approximation 

(MSA) [47] 

    (2) ( ) ( ),el C hs

ij ij ij ijC r C r C r C r     (2.74) 

where  ijC r  is the total DCF,  , /C

i j B i jC r l Z Z r   is the DCF due to direct Coulomb 

interaction, and  hs

ijC r  is that due to hard-sphere repulsion from PY approximation.[49] For 

  / 2i jr     ,  
ijC  is given by [50] 
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In that case,  (2),el

ijC r  vanishes in this region. For 0 / 2j ir     , the two-body direct 

correlation function from MSA for asymmetric electrolytes is given by [51, 52] 
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  (2.76) 

The parameters
iX ,

iN , and   are calculated numerically from  
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For  / 2 / 2i j i jr        , 

   

 

 
   

 
 

      

   

   

 

2

2 2

22

2

2

4

4
16

1

3

1

2

i j

i i j j

i j

i j

i i j j i j

i j i j i j i j i j

i i i j j jhs

ij ij B

ji
i i j j i j

i j

i i

X X
N X N X

N X N X N N

X X N N X X N N

r
N X N X

rC r rC r l

XX
N X N X N N

r

N X

 
 

 

 

 

 
      
  

  
            

       
 

  
           

     



    

   

2

22

4

2 2

.

6 6

j j

j ji i

i j

N X

N XN X
r

 

 
 
 
 
 
 
 
 
 
 
 
 

  
   

  
           
             

           (2.81) 

 

The excess chemical potential due to electrostatic correlation is given by 
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        (2.82) 

While the BFD method works well for a wide of variety of inhomogeneous electrolyte systems, 

its performance is rather disappointing for the electrolyte near a weakly charged surface. [46, 53] 

2.4.4.2 Reference Fluid Density Perturbation 

The reference system in the perturbation expansion is not restricted to a bulk fluid with 

uniform ionic densities. Unfortunately, an early attempt with a perturbation expansion around 

position-dependent weighted densities did not generate numerical results much different from 

those from the BFD method. More recently, Gillespie and co-workers introduce a quadratic 

expansion relative to position-dependent reference fluid densities (RFD) that satisfy local charge 

neutrality.[42, 43] In comparison with the simulation results, the RFD expansion shows 
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significant improvements over the BFD method for asymmetric electrolyte near a neutral or 

weakly charged surface. 

In RFD method, the excess Helmholtz free energy ex

elF  is virtually identical to that from 

BFD (see Eq.(2.71))  

 

         

     

(1),

,

(2),1
' , ' ' ,

2

ex ex ref el

el k el k i i

i

el

ij i j

ij

F F d C

d d C

    

 

 

        

 





y y x x x

x x x x x x

  (2.83) 

with  

      ,ref

i i i    x x x   (2.84) 

except  ref

i x  is a ionic density of a locally defined reference fluid at point x. The RFD 

approach makes the reference fluid densities functional of the particle densities  i x : 

     ; .ref

k k i     y x y   (2.85) 

  ' ;k i  
 x x  is the RFD functional, recalling its origin as ‘reference fluid density’. It should 

be noted that the fluid with densities   ' ;k i  
 x x  does not have to be physically real fluid; 

the functional   ' ;k i  
 x x  is a mathematical construction that one is free to choose.[41]To 

determine the 
k , we define 

         ' ; ' ' ' , ' ,k i i id w       x x x x x x x   (2.86) 

where if 0iZ    

    i A x x   (2.87) 

and if 0iZ  ， 

      ,i A B x x x   (2.88) 
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with 
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This choice of scaling factor  i x  ensures that the fluid with densities     i i x x  is 

charge neutral and has the same ionic strength at each position x as the fluid with densities

  i x . The weighted function is given by 
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where   is the unit step function. The radius of the sphere  elR x  over which we average is the 

local electrostatic length scale, and is approximated as the sum of average ion radii 
iR  and the 

local screening length  s x : 
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The screening length  s x  is defined as: 
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where   x  is the MSA screening length that has been calculated at every point x with densities 

  ref

i x  . This then define the capacitance length of each ion species: 

 ( ) ( ).i iR s  x x   (2.94) 

The first-order DCF,  (1),el

iC x , is estimated by using a bulk formulation (specifically the 

MSA) at each point x with densities  ref

i x . Similar, the second-order DCF  (2), , 'el

ijC x x  is 

estimated by using an approximation of the MSA DCF: 
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 
 

  (2.95) 

Similar to Eq.(2.82), the excess chemical potential due to electrostatic correlation in RFD method 

is expressed as 

           (2),

,

,

' ' ; ' ' .ex el ref el ref ref

el i i i ij j j

j

d C    
 

    
   r r r r r r r   (2.96) 

2.5 Computational Details for Density Profile Calculation 

In this thesis, most of the calculations are performed in a slit-pore geometry. In this case, 

the density profile varies only in z  direction, i.e., the direct perpendicular to the surface.  The 

density distributions of monomers and polymeric segments are given by: 

    
 

exp ,
ex

a a a

a

F
z V z

z
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  (2.97) 
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where ( )aV z  stands for the external potential of monomer, ( )j jz represents an effective one-

body potential 

 ( ) ( ) ,
( )

ex

j j j j

p j

F
z V z

z





    (2.99) 

the propagator function  iG z  arise from the connection of the polymeric segments due to the 

bond connectivity. They are identical to the Green functions used in a typical polymer self-

consistent field theory (SCFT) [54].  

The propagator functions are determined from the recurrence relation[55] 

    
 

 1
'

'exp ' ' ,
2

pi i

i

p

z z
G z dz z G z

 





 

      (2.100) 

for 2, ,i M  with  1 1G z  . If the chain length approaches infinity, the effect of end segments 

becomes less significant and all segments in polymeric molecule are indistinguishable,  

    ,iG z G z   (2.101) 

and Eq. (2.98) can be simplified as 

       
2

exp .p Mz M z G z         (2.102) 

For mixture of polymeric species and monomers, the chemical potentials of both 

components can be extended from Wertheim’s TPT1 equation of state for bulk hard-sphere-chain 

fluids[56] 
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  (2.104) 

To be noted, both C

a  and C

M vanish due to charge neutrality of the bulk fluid. 

A typical DFT calculation follow an iterative (Picard) scheme. The densities are defined 

on a grid of points in the spatial region to be solved, where the number of points used will be 

determined by the length-scale of the expected structural variation. In a simple Picard iteration 

scheme: 

1. The initial guess is made for density profiles{ ( )}i z  of polymer segments and 

monomers ((i.e. bulk densities). The effective field  i z  and the Green function  iG z  can be 

obtained from Eq. (2.100) for short polymer and from Eq. (2.101) for long polymer where end 

effect can be neglected. 

2.  The new set of density profiles { ( )}new

i z obtained from Eq. (2.97) and Eq. (2.98) 

or Eq.(2.102) . 

3. The set { ( )}new

i z  is then mixed with the previous set (labelled as { ( )}old

i z ) 

according to, 

 ( ) ( ) (1 ) ( ),new old

i mix i mix iz f z f z        (2.105) 

where 1mixf   . 

4. Step 2 and 3 are repeated until the difference between consecutive iteration drops 

bellows a present tolerance (i.e.
61 10  ) at all spatial points for all species.  

After obtaining the equilibrium density profile, we can derive all thermodynamic 

properties as discussed above. 
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Chapter 3. Boosting the Performance of Ionic-Liquid-Based Supercapacitors 

with Polar Additives 

In this chapter, we study the effects of polar additives on EDLC capacitance using the 

classical density functional theory within the framework of a coarse-grained model for the 

microscopic structure of the porous electrodes and room-temperature ionic liquids. The 

theoretical results indicate that a highly polar, low-molecular-weight additive is able to drastically 

increase the EDLC capacitance at low bulk concentration. Additionally, the additive is able to 

dampen the oscillatory dependence of the capacitance on the pore size thereby boosting the 

performance of amorphous electrode materials. The theoretical predictions are directly testable 

with experiments and provide new insights into the additive effects on EDL properties. 

3.1 Introduction  

A major effort for the ongoing research on supercapacitors is to address the limitation of 

their moderate energy density.[1, 2] One of the key strategies is to identify electrolyte-electrode 

pairs that can optimize the equilibrium and transport properties of the charge carriers.[3-6]  

Because the EDLC performance is directly related to preferential adsorption of cations or anions 

into the micropores of the electrodes, an appropriate combination of the electrode material and 

the working electrolyte plays a pivotal role for the rational design and optimization of 

supercapacitors.[7-10] 

Whereas a wide variety of porous materials, with tuned pore size distributions, 

morphology, architecture and functionality, has been proposed as the supercapacitor 

electrodes,[11, 12] most porous electrodes in practical use are made of carbon materials such as 

activated carbon, templated carbons, carbon aerogels, carbide-derived carbons, carbon nanotubes 

and graphenes.[13]Porous carbons are attractive owing to relatively low cost, easy processing, 

non-toxicity, high chemical stability, large electrical conductivity, and large specific surface area. 
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Meanwhile, diverse electrolytes have been tested to enhance the EDLC performance.[5]Although 

existing supercapacitors are mostly based on conventional electrolytes such as aqueous or organic 

solutions of small ions, room-temperature ionic liquids (ILs) are promising for future applications 

because they enable electric charging at a much higher voltage, thus greatly increase the energy 

density.[14] Besides, ILs have the advantages of low vapor pressure and non-flammability, 

allowing them to be used safely over a wide temperature range.[15, 16] 

Although porous carbons with a broad spectrum of pore sizes and shapes have been 

investigated as the electrodes, previous studies are mostly focused on pure ionic liquids, i.e., 

electrolytes consisting of one type of cation and one type of anion. The effect of electrolyte 

composition and electrode structure on the EDLC performance is not completely 

understood.[17]For example, a number of experimental and theoretical reports indicate that the 

surface-area-normalized capacitance may be drastically increased as the pore size becomes 

comparable to the dimensionality of the ionic species.[18-24]But complications often arise from 

the experimental side in terms of how the values of the surface area and the pore size distribution 

are determined and how the effects of the pore size dispersity are taken into account for realistic 

electrodes.[25]While both theory and molecular simulations predict an oscillatory dependence of 

the capacitance on the electrode pore size, [26-28] direct validation of the theoretical results with 

experimental measurements is difficult due to the lack of a precise control of the electrode pore 

size. Contradictory results have also been reported on the effects of electrolyte composition on 

the EDL structure and capacitance. Based on molecular dynamics (MD) simulations, Feng et al. 

found that the EDL capacitance increases only slightly for 1-butyl-3-methylimidazolium 

tetrafluoroborate ([BMIM][BF4]) near either a positive or a negative electrode when it is diluted 

with acetonitrile (ACN) up to 50% in the mass fraction.[29] However, simulation results by Shim 

et al. indicate that the capacitance of 1-ethyl-3-methylimidazolium tetrafluoroborate 
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([EMIM][BF4]), a similar ionic liquid, is higher than that in a binary mixture of IL and 

acetonitrile by 55–60%.32 Recent experiment and theoretical studies show that solvent addition 

to an IL may lead to a significant increase of the capacitance and that an optimum composition 

can be identified to maximize the EDLC performance. [30, 31] 

Built upon our previous studies of the structure and capacitance of electrolyte/electrode 

interfaces,[26] we investigate in this work the effects of polar additives on IL-based EDLCs by 

using the classical density functional theory (CDFT). While the solvent effects were studied in 

our previous publications,[24, 32] the additives interact with the electrode surface and ionic 

species in unique ways such that they may have drastic effects on supercapacitor performance 

even at very low concentration. To our knowledge, the special additive effects have not been 

investigated before but could open up a new direct of research for design and optimization of 

EDLCs. We demonstrate that the oscillatory dependence of the capacitance on the pore size can 

be strongly alleviated by the use of a polar additive, in addition to an overall increase of the 

capacitance. The theoretical results open up new perspectives on additive effects and may usher 

in new experimental studies on the use of low-concentration additives.  

3.2 Molecular Model and Methods 

We consider the additive effects on the performance of electric double layer (EDL) 

capacitors consisting of porous carbons and room-temperature ionic liquids.  Because the carbon 

material has a dielectric constant not much different from that of a typical ionic liquid (~10-20), 

the polarizability effect or “electronic screening” is relatively insignificant for such systems. Like 

our previous studies, we use a slit-pore model for the porous electrode, which is fully consistent 

with that typically used for the characterization of amorphous porous materials in experiments.  

For simplicity, the restricted primitive model is used to represent cations and anions in an ionic 

liquid. The cations and anions have the same diameter ( 0.5i  nm) but opposite valence (
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1iZ   ). Approximately, the model parameters match those corresponding to 1-ethyl-3-

methylimidazolium bis(trifluoromethyl-sulfonyl)imide (EMIM-TFSI), an ionic liquid commonly 

used in electrochemical devices. At 298 K and 1 bar, the molar volume of EMIM-TFSI is 259 

cm3/mol, corresponding to a reduced number density of  3 0.29i i   for both cations and anions.  

The additive molecules are represented by two tangentially connected spheres of the 

same size but opposite charges. While the simple model does not reveal atomic details as 

provided by realistic force fields used in molecular dynamics simulations, it captures the essential 

features important for understanding the charging behavior of ionic liquids. In particular, it 

accounts for electrostatic correlations and ionic excluded volume effects important for 

understanding the supercapacitor performance but neglected in conventional electric double layer 

(EDL) theories. Similar models have been extensively used to study a broad range of parameters 

such as pore size, ion and solvent densities, ionic valences, surface energy and electric potential. 

As in the primitive model for aqueous electrolyte solutions, the pair potential between 

charged spheres i   and j   is given by  

  
, / 2

/ , / 2

ij

ij

i j B ij

r
u r

Z Z l r r





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 


  (3.1) 

where  1/ Bk T   with 
Bk  and T  being the Boltzmann constant and the absolute temperature 

(fixed at 298 in this work), respectively, r  is the center-to-center distance between particles i  

and j  , and   / 2ij i j      . Parameter Bl   is the Bjerrum length, which is equal to 556.9 Å, a 

value that corresponds to electrostatic interaction in vacuum at 298 K. We assume that dielectric 

constant is unity because the IL model accounts for pair interactions among all components 

explicitly. 
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The porous electrode is modeled as a slit pore with two symmetric hard walls. Inside the 

slit pore, the electrical field due to the surface charge density is uniform. As a result, each ionic 

species experiences a constant external potential in the direction perpendicular to the surface:  

 
2 / , / 2 / 2

( ) ,
otherwise

B i i i

i

l Z HQ e z H
V z
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  (3.2) 

where z   is the perpendicular distance of the center of the sphere from the surface, Q  is the 

surface charge density (C/m2), and H stands for the surface-to-surface separation (or pore width).  

The theoretical details of the classical density functional theory (CDFT) have been 

reported in previous publications.[33] Here we recapitulate only the key equations and refer the 

readers to our earlier articles for the details. Intuitively, one may understand CDFT as a formal 

generalization of the Poisson-Boltzmann (PB) equation to account for ionic excluded volume 

effects and electrostatic correlations that are not negligible for ionic liquids. For given bulk 

densities of the ions and the additive molecules, temperature, the pore size, and the surface 

potential, we solve for the one-dimensional density profiles of cations and anions, ( )a z  with 

1a   , as well as the additive segments, ( )z  with     , across the slit pore by minimizing 

the grand potential:[34, 35] 

        0 0 0 0, ( ) ( )a a a a

a

F d V d V                      R r R R R r r r   (3.3) 

where  ,  R r r  are two coordinates specifying the positions of two additive segments, 
a  is  

the chemical potential of the ions , 
0  is the chemical potential of the additive,  aV r  stands for 

the external potential of cations and ions, and   0V R is the external potential for additive 

molecule, i.e.      0V V V
      R r r .  
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The number densities of the positive and negative segments ( )  r  and ( )  r  are 

calculated from  

   0( ) ( ),d       r R r r R   (3.4) 

   0( ) ( ),d       r R r r R   (3.5) 

where  r  is the Dirac function. The excess Helmholtz free energy arising from the 

thermodynamic non-ideality (viz. due to the exclude-volume effect and electrostatic interactions). 

In this work, we use the modified fundamental measure theory to account for the hard-sphere 

repulsion, the first-order thermodynamic perturbation theory to account for the chain 

connectivity, and a quadratic functional expansion to account for the electrostatic 

correlations.[36-39]In previous publications,[34]we have calibrated the theoretical performance 

of the course-grained model and the CDFT calculations with experimental results for both the 

capacitance and the ionic distributions. 

3.3 Results and Discussion  

To capture the generic features of the additive effects, we assume that a polar additive 

can be represented by two tangentially connected hard spheres that have the same diameter but 

opposite charges. The dipole moment can be tuned by changing either the partial charge or the 

diameter for each segment (e.g., two hard-sphere segments that have a diameter of 0.2 nm and an 

opposite charge of 0.208 e   yield an electrical dipole moment of 2.0 D). To investigate the 

additive effects, we fix the mole fraction of the additive molecules in the bulk at a small value 

 
40
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  (3.6) 

where
0 , 

 and 
  are the number densities of polar additives, cations and anions in the bulk, 

respectively.  
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We began our analysis of the additive effect by examining its influence on the 

microstructure of EDLs in a single nanopore. Figure 3.1 presents the CDFT predictions for the 

local number densities of different species across a 1.2 nm slit pore. For all cases, the additive 

molecules are assumed to have the same segment diameter of 0.2 nm but with different dipole 

moments. When the electrode is grounded (viz., 0 V at the surface), the distributions of the 

positive and negative particles are identical, as shown in Figure 3.1(a-d), due to the symmetry in 

the model parameters. While cations and anions are found to accumulate primarily near the 

electrode surface, the additive molecules form a multilayer structure owing to its smaller segment 

size. Despite its low bulk concentration, 4

0 10x  , a significant amount of additive molecules are 

accumulated inside the neutral pore, and the additive enrichment is enhanced when its dipole 

moment increases. Even without any direct attraction from the surface, the average ion density 

inside the pore is significantly larger than that in the bulk, and the dipole-ion correlations are 

mainly responsible for the enrichment of the additive molecules. From the density profiles, we 

can calculate the partition coefficient for the additive molecules, defined as its average 

concentration inside the pore divided by that in the bulk, and find that it increases from 2.67 to 

675 when the additive dipole moment is raised from 2.0 to 3.5 D. The tremendous increase in the 

partition coefficient indicates the importance of electrostatic correlations for the confined 

electrolyte.  
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Figure 3.1 Number densities of anions (black solid lines) and cations (red solid lines),  , and the number 

densities of the negative (black dashed lines) and the positive segments (red dashed lines) of the additive 

molecules, 0  , across a 1.2 nm slit pore. Here the surface electrical potential is 0 V for panel a−d and +1.5 

V for panel e−h. In all cases, the mole fraction of the polar additive in the bulk is fixed at
4

0 10x  . The 

four columns correspond to a pure ionic liquid (3.8 M) and those with an additive of dipole moment of 2.0, 

3.0, and 3.5 D, respectively. 

Figure 3.1 (e-h) shows the EDL structure in the presence of a surface electrical potential 

(+1.5 V). In Figure 3.1(f-h), the peak positions between the density profiles of anions and the 

positive segment of the polar additive are less than 0.5 Å apart because both types of particles are 

distributed close to the surface. Because the electric potential at the pore surface is fixed at +1.5 

V, the additives have little effects on coion (cation) distributions. The surface charge leads to 

alternating layering of cations and anions in the slit pore, regardless of the dipole moment of the 

additives. The ion distributions, especially the density profile for anions (counterions in this case), 

are noticeably affected by the presence of additive molecules. One can see that the EDL consists 

of not only a layer of counterions but also a layer of additive molecules. The polar molecules 

accumulate mainly on the electrode surface and its adsorption inside the pore is strongly 
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correlated with the dipole moment. The density profile for the positive segment of the additive 

molecules becomes much more localized as the dipole moment increases and followed by a 

strong layer of the negative segments, suggesting that the polar molecules are aligned 

perpendicular to the surface, in contrast to that near a neutral surface. 

One important question about the additive effects is how they change the energy density 

for the charge storage or, more specifically, the surface charge and the EDL capacitance. The net 

electrical charge of the electrode includes several contributions: adsorption of counterions, 

swapping of coions for counterions, and desorption of coions from the porous electrode.[40, 41] 

For a given electrode and an electrolyte pair, all these contributions depend on the electrode 

voltage. To identify these different contributions to the surface charge density, we present in 

Figure 3.2 the influence of the electrode potential on the contact densities of counterions and the 

negative segments of the additive molecules. Here the contact number density of each species is 

defined as  

 , ( / 2)c i i iz      (3.7) 

where 
i  is the diameter of particle i . The composition of the contact layer reflects a competition 

between the counterions and the additive molecules.  

At a low surface electrical potential, the additive effect on the adsorption of counterions 

is insignificant because its density in the contact layer is negligible compared to that of the 

counterions. When the surface electrical potential is beyond a threshold, however, the additive 

density in the contact layer dramatically increases with the electrical potential. Because the 

contact densities are defined in terms of the particle radii, the electric potential for the negative 

segment of the additive molecules is much larger than that for the counterions (anions). Besides, 

the electric potential at the contact position of the additive segments is not screened by ionic 

species due to the excluded-volume effects. As a result, the contact density for the negative 
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segment of the additive molecules increases more drastically with the surface electric potential in 

comparison to that for the counterions. For similar reasons, the polarity has little effect on the 

counterion density even though the contact density for the additive is sensitive to its dipole 

moment. Nevertheless, the contact density of the counterions is noticeably reduced due to the 

adsorptions of additive molecules. As shown in Figure 3.1(h), their strong alignment at the 

surface leads to the formation of a counterion layer at the center of the slit pore, and the 

additional layer results an increase in the overall surface charge density. Figure 3.2 indicates that 

the additive effect is most significant under conditions of large dipole moment and high electrical 

potentials. 

 

Figure 3.2 Contact densities of the anions (dashed lines) and the negative segment of the additive molecule 

(solid lines) versus the surface electrical potential. Here the pore width is fixed at 1.2 nm, the solid lines 

correspond to the additives with a dipole moment of 2.0, 3.0, and 3.5 D, respectively. 

To elucidate the effect of polar additives on the integral capacitance, we consider two key 

parameters in our coarse-grained model – dipole moment and segment size. Figure 3.3(a) shows 

the dependence of the integral capacitance versus the dipole moment while the segment diameter 

is fixed at 0  = 0.2 nm and the partial charge on each segment is treated as a variable. For three 

representative pores of different sizes, the integral capacitance increases as we raise the dipole 
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moment. In all three pores, a similar trend is observed on the effect of integral capacitance on the 

dipole moment.  The increased capacitance can be attributed to stronger ion-dipole correlations 

and electrostatic attractions of additive molecules with the electrode. We find that adsorption of 

additives depletes more coions than counterions from the slit pore, leading to the drastic increase 

of the integral capacitance. The additives are mainly distributed at the pore center when the dipole 

moment is small but strongly accumulate at the electrode surface as the dipole moment increases 

(Figure 3.2). Such transition is clearly noticeable in a small pore as shown in Figure 3.3(a). As the 

pore size increases, the additive has little effects on the ionic distributions if the dipole moment is 

very small (see Figure 3.3(a), H  =1.7 nm). For additives with a strong polarity, however, their 

accumulation at the electrode surface results in a drastic increase of the capacitance because of 

the formation of multilayer structures concomitant to surface alignment. Interestingly, the 

capacitance appears independent of the pore size when the additives have a dipole moment of 

about 3.4 D. As discussed later, similar capacitances at these pores are resulted from the 

oscillatory dependence on the pore size.  

 

Figure 3.3 (a) Integral capacitance versus the dipole moment for additives of the same segment diameter 

( 0  = 0.2 nm). Here the surface potential is fixed at +1.5 V, and different lines correspond to three 

representative pore widths. (b) The same as (a) but for additives of the same dipole moment of 3.5 D but 

different segment diameters ( 0 ) in three pores. 
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Evidently, the additive size also plays an important role. If we fix the dipole moment of 

the additives as 3.5 D but vary the diameter of the additive molecules, the trend is quite different. 

As shown in Figure 3.3(b), the integral capacitance remains almost constant as the segment size 

increases beyond some threshold point (~ 0.25 nm). Beyond this segment size, the segment size 

has little effect on the integral capacitance. At a fixed dipole moment, the partial charge on each 

segment of the dimer will be reduced as the segment size increases thus the electrostatic attraction 

from the charged surface is reduced. While the increase in molecular volume hinders the additive 

entering the slit pore, the excluded volume effect becomes insignificant because of the low 

concentration of the additive molecules. 

So far our calculations have been based on a single pore size, i.e., 1.2 nm slit pore. 

However, practical electrodes are mostly amorphous porous materials that do not have a precise 

control of the pore size distribution. One natural question is how the additive affects the pore size 

dependence of the capacitance.[42] To address this question, we present in Figure 3.4 the integral 

capacitance versus the slit pore width for the pure ionic liquid and its mixtures with additives of 

different dipole moments. It shows that the oscillatory dependence of the capacitance on the pore 

size is unaffected in the presence of a weakly polar additive at low concentration. In this case, the 

capacitance is hardly changed compared to that for the pure ionic liquid due to the negligible 

accumulation of additive molecules inside the pore. For additives with a larger dipole moment 

(3.0 D or 3.5 D), however, their accumulation inside the pore leads to a significant depletion of 

counterions (Figure 3.2) from the contact layer and thus dampens the oscillatory dependence of 

the integral capacitance on the pore size. From Figure 3.4, we see that two distinctive features 

stand out for highly polar additives: (a) the capacitance is drastically increased across the entire 

range of the pore size; and (b) capacitance oscillation in response to the changing pore size is 

greatly depressed. 
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Figure 3.4 Integral capacitance versus the pore size for the pure ionic liquid and its mixture with additives 

of different dipole moments. Here the surface potential is fixed at +1.5 V, and the segment diameter of the 

additive molecules is 0   = 0.2 nm. 

To further understand the additive effects on the integral capacitance, we analyze the 

density profiles of all chemical species in different pores. Figure 3.5 shows that, regardless of the 

pore size, addition of polar molecules leads to not only drastic changes in the EDL structure, as 

evidenced in their strong alignment near the surface, but also depletion of coions from the pore. 

Such effects become more pronounced as the dipole moment of the additive increases. The coion 

depletion explains the increase in the integral capacitance as shown in Figure 3.4. For a given 

additive (viz., the same dipole moment), the EDL structures are essentially the same as the pore 

size changes (such 0.9 nm and 1.5 nm), explaining why the addition of additives inhibits the 

oscillatory dependence of the capacitance with the pore size.26 The weak variation of the integral 

capacitance with the pore size can be attributed to the insensitivity of the EDL structure when it 

consists of a mixture of counterions and additive molecules. In the smaller pores, the depletion of 

coions contributes a larger net charge at the surface and disturbs the layer-by-layer ionic 

distributions. As a result, the oscillatory dependence of the integral capacitance on the pore size 

diminishes.  
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Figure 3.5 Density profiles of anions (black solid lines), cations (red solid lines), the negative segments 

(black dashed lines), and the positive segments (red dashed lines) of the additive molecules across slit pores 

of three representative widths. In all cases, the surface potential is fixed at +1.5 V; the three rows 

correspond to pure ionic liquid (∼3.8 M) and ionic liquids with additive molecules of 3.0 and 3.5 D in 

dipole moment, respectively. 

3.4 Conclusions 

We have studied how polar additives may influence the layering structure and the integral 

capacitance of ionic-liquid-based supercapacitors with porous electrodes. Due to the electrostatic 

attraction from the ionic species and the electrode, the additive molecules of low molecular 

weight and strong polarity can accumulate in the nanopores even at a very low bulk density. The 

competitive adsorption of counterion and additive molecules alters the EDL structure and the net 

charge at the electrode surface, leading to a drastic increase of the integral capacitance. 

Importantly, the additive may inhibit the pore size effect thereby enabling broader usage of low-

cost amorphous electrodes without scarifying the performance. The theoretical results suggesting 
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that the energy density of supercapacitors can be significantly improved by introducing highly 

polar additive should be testable with experiments or more elaborate theoretical investigations 

such as atomistic simulations. 
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Chapter 4. Impurity Effects on Ionic-liquid-based Supercapacitors 

Small amounts of an impurity may affect the key properties of an ionic liquid and such 

effects can be dramatically amplified when the electrolyte is under confinement. In this chapter, 

the classical density functional theory is employed to investigate the impurity effects on the 

microscopic structure and the performance of ionic-liquid-based electrical double-layer 

capacitors, also known as supercapacitors. Using a primitive model for ionic species, we study 

the effects of an impurity on the double layer structure and the integral capacitance of a room 

temperature ionic liquid in model electrode pores and find that an impurity strongly binding to the 

surface of a porous electrode can significantly alter the electric double layer structure and dampen 

the oscillatory dependence of the capacitance with the pore size of the electrode. Meanwhile, a 

strong affinity of the impurity with the ionic species affects the dependence of the integral 

capacitance on the pore size. Up to 30% increase in the integral capacitance can be achieved even 

at a very low impurity bulk concentration. By comparing with an ionic liquid mixture containing 

modified ionic species, we find that the cooperative effect of the bounded impurities is mainly 

responsible for the significant enhancement of the supercapacitor performance. 

4.1 Introduction 

When RTILs are used as the electrolyte for EDLCs, impurity becomes one important 

issue in both well controlled laboratory systems as well as for practical applications.[1-3]  Some 

previous studies demonstrated that impurities in RTILs, which are very common in commercial 

RTILs (even in apparently ultrapure quality), can easily and strongly alter surface electrochemical 

processes, potentially leading to misinterpretations.[4] Impurities in RTILs – such as traces of 

water, acids, halide ions, residual solvents and unreacted volatile organic compounds arising from 

synthesis and purification processes– can have a pronounced impact on the physical, 

spectroscopic and chemical characteristics of the ionic system.[5, 6]Despite their ubiquitous 
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presence in RTILS, it remains to be understood how these impurity molecules distribute in the 

inhomogeneous electric field, in particular in the vicinity of an electrode surface, and how they 

influence the performance of supercapacitors. Although much effort has been made to remove 

impurity or contaminant from ionic liquids, a complete removal is practically impossible.[7]  

Meanwhile the storage of ionic liquids also requires a strict environment because even 

hydrophobic RTILs can absorb a certain amount of water from the atmosphere and water 

absorption will cause a performance loss for the supercapacitors.[8-10]  

Electric double layers (EDLs) are microscopic structures formed at electrolyte-electrode 

interfaces due to the inhomogeneous distributions of ionic species. Because the interfacial 

structure plays an essential role in determining the performance of EDLCs, the properties of 

EDLs have been extensively investigated by both experimental and theoretical methods. While 

such literature is abundant, previous studies are mostly concerned with pure ionic liquids, i.e. 

electrolytes consisting of one type of cations and one type of anions.[11-14]  The role of 

impurities in RTILs near an electrified surface has been rarely examined until recently.[15, 16] 

The experiment tools such as X-ray reflectometry and atomic force microscopy (AFM) were used 

to study the EDLs in a hybrid RTIL containing impurity species at the electrode surface.[17-19] 

Computational methods, such as molecular dynamics (MD) simulations, were also used to 

investigate the distribution of impurities near electrified interfaces.[20] One of the key difficulties 

to attain a fundamental understanding of hybrid electrolytes is that the impurity effect is 

manifested at extremely dilute bulk concentrations. Because of the potential importance of an 

impurity on the EDLC performance, we expect more efforts will be devoted to understanding the 

nanoscale structure of EDLs containing RTILs in the presence of an impurity (or additive). 

In the past decades, many theoretical efforts have been devoted to studying the 

equilibrium and dynamic properties of inhomogeneous ionic mixtures. [21, 22] Classical density 
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functional theory (CDFT) represents a popular choice to investigate inhomogeneous electrolyte 

systems within the framework of coarse-grained models at different levels of microscopic details 

and approximations. For example, the primitive model has been employed to study size 

selectivity, ion distribution, exclusion coefficient and separation factor of electrolytes in 

cylindrical nanopores.[23, 24]  Oleksy and Hansen used a semi-primitive model and a ‘civilized’ 

model with explicit solvent effects to study the wetting and drying behavior of the ionic solutions 

near a single wall or between charged walls.[25-28] CDFT has also been successfully applied to 

investigating the EDL structure and the capacitances of ionic liquids and organic electrolyte 

systems.[29-32] It has been shown that CDFT predictions are able to capture the essential 

features of experimental and simulation results and provide microscopic insights into the 

electrochemical behavior of ionic liquids as the working electrolytes for supercapacitors.[33-37]  

In this chapter, we use CDFT to examine the structure and the capacitance of EDLCs in RTIL 

electrolytes under confinement containing a small amount of an impurity. The impurity effects on 

the integral capacitance as well as the ionic distributions in model porous electrodes of various 

pore sizes are investigated by varying the surface energies of the impurity molecules as well as 

the intermolecular potential between the impurity and ionic species. We show that, with different 

surface energies or intermolecular potentials, small amounts of impurities can notably alter the 

EDL structure in micropores, which may have profound impacts on the electrochemical 

performance of supercapacitors. 

4.2 Model and Method 

We consider a generic model for EDL capacitors consisting of porous carbons and 

RTILs. Because the carbon material has a dielectric constant not much different from that of a 

typical ionic liquid, the polarizability effect or electronic screening is relatively insignificant for 

such systems.[38, 39] Figure 4.1 shows the model EDLC system we consider in this study. The 
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porous carbon electrode is represented by a slit pore consisting of two symmetric hard walls of 

equal surface charge density. The restricted primitive model is used for the RTIL: both cations 

and anions are represented by hard spheres of equal size (0.5 nm in diameter) and monovalent 

charge ( 1Z Z     ). We assume that the electrical charges of cations and anions are located at 

the geometrical center of the spherical particles. Approximately, the model electrolyte mimics an 

RTIL consisting of 1-ethyl-3-methylimidazolium bis(tri-fluoromethylsulfonyl)imide 

([Emim][TFSI]) (259 cm3/mol at 298 K and 1 bar), which has been widely used in experimental 

studies. The impurity molecules are represented as neutral particles with the same size as the ions 

(
0 / 0.5 nm    ). The difference in chemical details of the impurity is reflected in their 

interactions with the electrode, i.e. the non-electrostatic surface energy acting on the impurity. 

 

Figure 4.1The restricted primitive model of an ionic liquid (charged spheres) and an impurity (neutral 

spheres) inside a slit pore. The impurity molecules may accumulate inside the pore due to strong surface 

affinity. 

While this simple coarse-grained model does not reveal atomic details as provided by 

semi-empirical force fields used in MDs simulations, it captures the essential features important 

for understanding the charging behavior of RTIL. In particular, it accounts for electrostatic 

correlations and ionic excluded volume effects that are important to describe EDLC performance 

but neglected in conventional EDL theories. Similar models have been extensively used to study 

a broad range of parameters such as pore size, ion and solvent densities, ionic valences and 

surface potential.[40]  
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For systems with a uniform dielectric background, the Coulomb interactions between 

ionic species are not affected by the electrode polarizability. As a result, the pair potential 

between ionic species is given by 

  
,

/ ,

ij

ij

i j B ij

r
u r

Z Z l r r






 
 


  (4.1) 

where  1/ Bk T  , with 
Bk  and T  being the Boltzmann constant and the absolute temperature 

(fixed at 298 K in this work), respectively; r   is the center-to-center distance between particles i  

and j  ; 
iZ  is the valence of a particle of species i   and ij  is defined as   / 2ij i j     . 

Here 
i  is the diameter of particle i  . Parameter  2

0/ 4B rl e    denotes the Bjerrum length, 

which is taken as 55.69 nm, a value that corresponds to electrostatic interactions in a vacuum at 

298 K. The parameter e  represents the elementary charge, and 
0   stands for the permittivity of 

the free space. The chosen value of 
Bl  corresponds to room temperature with the environment of 

the ions having a dielectric constant,
r , of unity because we have considered all components 

explicitly. It should be noted that, in this work, we assume the dielectric constant for the model 

porous carbon electrode and for the ionic liquid is uniform. Recent theoretical works of 

Kornyshev and co-workers reveal the importance of ‘electronic screening’ for ionic interactions 

near a metallic surface and in conducting nanoconfinement.[41] However, the polarizability 

effect or electronic screening is relatively insignificant because the carbon material has a 

dielectric constant not much different from that of a typical ionic liquid. In other words, the 

primitive model used in this work ignores the dielectric relaxation due to ion polarizability, which 

may lead to an effective dielectric constant. 

The slit pore model was used to represent porous carbon electrodes in numerous previous 

investigations on the effects of pore size on the capacitance. The same model is adopted in this 
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work to illustrate how an impurity may affect the EDL performance. Inside the slit pore, the 

electrical field due to the surface charge density is uniform. As a result, each ionic species 

experiences a constant external potential in the direction perpendicular to the surface: 

  
2 / , / 2 / 2
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B i i i
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where z   is the perpendicular distance of the center of the sphere from the lower surface, Q   is 

the surface charge density (C/m2) of the electrode and H is the surface-to- surface separation (or 

pore width). Whereas the total interaction potential between ionic species might be more 

accurately described by an atomistic model, it is commonly assumed that the non-electrostatic 

interaction play only a secondary role in the interfacial behavior of ionic liquids.[30]  

The external potential, or surface energy, acting on the impurity particles is represented 

by the square-well (SW) potential 
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where w  denotes the range of attraction, or the width of the (attractive) wall. In this study, w  is 

equal to 0.1
i  ; 

w  > 0 represents an attractive energy from the surface. The intermolecular 

potential between the ionic species and impurity is also described by the SW potential  ijV r , 
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It is worth noting that the self-energy and image forces are irrelevant if the dielectric 

constant is uniform throughout the system.[42]As explained above, the uniform dielectric 

background assumed in this work can be justified from both physics considerations and in terms 

of the specific aims pursued in this work. 
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The details of classical density functional theory (cDFT) can be found in Chapter 2. At a 

given temperature,T , and a set of electrolyte concentration in the bulk, cDFT predicts the particle 

distributions inside the slit pore as 

          0 exp ,ext ex

i i i i iz z V z Z e z z               (4.5) 

where  ext

iV z   is a potential other than the direct Coulomb forces,  ex

i z  accounts for 

electrostatic correlations and ionic excluded volume effects, and the electrical potential,  z , is 

related to the local charge density by the Poisson equation.  

It has come to our attention that the overall charge neutrality in small pores may be 

violated according to recent experiment with nuclear magnetic resonance (NMR) techniques.[43] 

In agreement with this experimental observation, the theoretical work by Colla et al also indicates 

that the confined electrolyte system may not satisfy the overall charge neutrality. [44] In this 

work, we assume that the surface potential of porous electrodes is fixed by connection with an 

external power. As discussed above, the constant voltage at the surface effectively forces the 

overall charge neutrality. 

4.3 Result and Discussion 

4.3.1 Effect of Surface Energy 
wV  on the Structure and Capacitance of EDLs 

The size dependence of the integral capacitance (CI) has been investigated before by both 

experimental and theoretical means.[31, 45, 46] The integral capacitance is defined as the ratio of 

the charge to the electrical potential at the electrode surface, that is, /I sC Q  . By modelling 

the microscopic environment of porous carbon electrodes as slit pores, CDFT predicts an 

oscillatory dependence of 
IC  on the pore size ( H ), resembling that for the potential of mean 

force between two charged surfaces surrounded by an RTIL.[31] For a pure ionic liquid in a slit 

pore with the width less than 10 times the ion diameter, we expect significant overlap of the 
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EDLs from the two charged walls. The peak capacitance appears when the EDLs near the two 

surfaces have the most constructive interference. If the RTIL contains an impurity, how is the 

IC H  curve different from that of a pure ionic liquid? 

 

Figure 4.2 The integral capacitance ( IC  ) versus the pore size ( H  ). Here, the surface electrical potential 

is s   = 1.5 V; the bulk mole fraction of the impurity,  0 0 0/b b b bx        , is 10-4. The lines 

correspond to different surface energy w . 

Figure 4.2 shows 
IC   as a function of H when the surface potential 

s  is fixed at 1.5V. 

Here the impurity is modelled as inert particles except that they can bind to the surface, i.e. ij  = 

0 for the interaction between the impurity segments with all ionic species. Throughout this work, 

the parameters and the bulk concentration for the ionic liquid are fixed, approximately 

corresponding to those for Emim-TFSI at 298 K and 1 bar (  = 0.5 nm,   = 2.32 nm−3). In the 

range of pore size about 1–4 times the ion diameter, the integral capacitance becomes remarkably 

different when the binding energy increases from 0 to 40 Bk T   . If there is no surface binding 

energy, that is, 
w  = 0, the impurity has negligible influence on the capacitance due to its 

extremely low bulk concentration. In this case, the 
IC H   curve is almost identical to that of a 

pure ionic liquid: the capacitance displays multiple peaks with a decaying envelope and the peaks 
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appear at the positions corresponding to the layer-by-layer ionic distributions. When the surface 

binding energy increases to 20
Bk T  , the integral capacitance is significantly reduced, in particular 

for large pores, while the oscillation in the 
IC H  curve is weakened. A maximum reduction of 

∼38% (at H  = 1.1 nm) can be observed in the 
IC H  curve. Further increasing the surface 

energy to 40
Bk T , which is about the same order of magnitude for the energy of a covalent bond, 

the capacitance is reduced to an even lower value, and no oscillation can be observed in the 

IC H  curve. The reduction in capacitance varies from ∼48% to ∼72%, depending on the pore 

size. Compared to the case in which 
w  = 0, strong adsorption of impurity leads to a drastic 

decrease of the integral capacitance and the disappearance of its oscillatory dependence on the 

pore size. 

Why does the impurity generate such a drastic reduction of the integral capacitance and 

make the oscillatory profile vanishing? To address this question, we first analyze the composition 

of the contact layer to explain this harmful effect of an impurity. For convenience, here the 

contact layer is defined within a region of 0.30 nm from the surface, which corresponds to the ion 

radius (0.25 nm) plus the range of the surface attraction (0.05 nm). Ions or impurity molecules in 

this region can be considered as in direct contact with the electrode. The composition of the 

contact layer is described by the fraction of each segment, s

i , inside the contact layer: 

 
0

s
s i
i s s s




   


 

  (4.6) 

where 0

s  , 
s  and 

s  are the surface number density (nm−2) of the impurity, cations (counterion 

in this case) and anions (co-ions) in the contact layer, respectively. 



89 

 

 

Figure 4.3 The composition of the contact layer versus the pore size at s  =1.5 V. The impurity bulk mole 

fraction is fixed at with 0x  =10-4. From top to bottom, the surface energy acting on the impurity is w  = 0, 

20 and 40 Bk T , respectively. 

Figure 4.3 shows the composition of the contact layer for the three ionic systems 

discussed above. One can see that the adsorption of impurity on the electrode can be greatly 

enhanced and the degree of enhancement depends on the surface energy and the pore size. For the 

case with no surface binding energy for the impurity molecules, the interfacial region is mainly 

dominated by counterions due to the strong electrostatic attraction. With the surface binding 

energy, the impurity is also able to be enriched in the contact layer. Due to the competition of the 

surface energy and the electrostatic potential, the contact layer, or the interfacial region, is 

eventually dominated by the impurity instead of the counterions as the binding energy increases. 
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Essentially, the oscillation of the capacitance is the result of the interference of alternating cations 

and anions layers. When the contact layer is occupied by the neutral impurity, the effective 

surface charge density within the first ionic layer becomes significantly smaller, making the 

layering structure less distinctive.  Therefore, the oscillation of the capacitance with the pore size 

vanishes. For the same magnitude of the surface binding energy, the depletion of the counterions 

is stronger in larger pores than in smaller pores. In contrast to the electrostatic potential, the 

surface binding energy is short-ranged. In a small pore, the confinement effect is responsible for 

the strong overlap of the electrostatic potential. A large binding energy is required for the 

impurity molecules to overcome the energy barrier and accumulate at the electrode surface. Even 

when the surface binding energy is as large as 40
Bk T , the counterions still contribute up to 

∼30% of the contact layer. In large pores, the overlap of the electrostatic potential from the 

surface becomes less distinctive so the impurities are much easily enriched at the interface. The 

smaller effective surface charge density as well as the excluded volume effects contribute to the 

reduction of the capacitance for large pores. 

To better understand the effect of adsorbed impurity, we extend our analysis of the ion 

distributions to the entire pore. For the pore size comparable to the ion diameter, the ions can only 

form a monolayer. The composition of the contact layer can be deduced from the ionic 

distributions. Therefore, here we focus on a larger pore, such as 2.0 nm to delineate the EDL 

structure in detail: the distributions of ions and impurity molecules near the interface and their 

mutual effects on each other. Figure 4.4(a–c) shows the ionic distributions across the pore. 

Similar to prior studies, cations and anions form alternating layers near the electrode surface. 

However, the oscillation of the ionic density profiles varies in response to the change in the 

surface binding energy. For the hybrid RTIL containing an impurity but without the surface 

energy, the influence of the impurity is negligible. In that case, the contact layer is mainly 
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composed of counterions. As the surface energy changes from0 to 40
Bk T , the contact layer 

evolves into two parts: counterions and the impurities, while both the counterions and co-ions 

tend to accumulate primarily at the central plane of the slit. The depletion of counterions from the 

electrode surface can be attributed to the competition between the surface energy and the 

electrostatic potential. 

 

Figure 4.4 Density distributions of the counterions, co-ions and impurity molecules across a 2.0 nm pore at 

s = 1.5 V. The impurity bulk mole fraction is 0x =10-4. From top to bottom, the surface energy acting on 

the impurity is w  = 0, 20 and 40 Bk T , respectively. 

Figure 4.5 shows the effect of surface energy on the integral capacitance and the contact 

layer composition in various pore sizes. One can see that both the capacitance and the interfacial 

region composition are sensitive to the surface energy of impurity molecules. For all three pores, 
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the impurity molecules need to overcome an energy barrier, around 10 
Bk T  for the given 

electrical potential, to enter the slit pore. Increasing the surface energy from 10 to 40
Bk T , the 

capacitance decreases monotonically with the surface energy. This implies that the impurity 

molecules begin to interfere the EDL structure and change the ionic density profiles in the pore. 

Meanwhile, the impurity molecules eventually accumulate inside the porous electrode until 

saturation. For the larger pores of H =1.2 and 2.0 nm, increasing the surface energy to 10 
Bk T  or 

more, both the capacitance and the contact layer composition show little changes. It means that, 

in these cases, the surface energy plays a more important role than the pore size effects. 

 

Figure 4.5 The integral capacitance (a) and the mole fraction of the impurity in the contact layer (b) versus 

the surface energy w at s =1.5 V. The impurity bulk mole fraction is fixed at 0x =10-4. The different lines 

correspond to the pore size H = 0.55, 1.2 and 2.0 nm, respectively 

A natural question one may ask is whether the capacitance is sensitive to the impurity 

bulk density, especially for an even smaller amount of the impurity. To address this question, we 
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investigate the impurity bulk density effect in a 1.2 nm slit pore, which equals to the pore size 

when the second peak in the capacitance curve appears (see Figure 4.2). In Figure 4.6, one can 

see that with zero or a very small surface energy, adsorption of the impurity is almost negligible 

and the impurity is difficult to accumulate on the electrode surface; when the surface energy is as 

high as 40
Bk T , the slit pore is almost saturated with the impurity even at an extreme low 

impurity bulk concentration (
0x =10−6), suggesting that the capacitance is relatively insensitive to 

the impurity bulk concentration. Both the integral capacitance and the contact layer composition 

show low sensitivity to the bulk density of the impurity for some magnitudes of the surface 

energy. As different surface energy reflects the different chemical nature of the impurity, Figure 

4.6 indicates the importance of electrolyte purification for different types of impurities. 

 

Figure 4.6 The integral capacitance (a) and the mole fraction of impurity in the contact layer (b) versus the 

impurity bulk mole fraction in a 1.2 nm pore. 
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4.3.2 Effect of Ion Binding on the Structure and Capacitance of EDLs 

For different types of impurity molecules, the impurity can attach not only to the surface 

but also to the cations or anions in the ionic liquid. As an illustrative example, here we consider 

an ionic liquid containing impurity that strongly binds with the ionic species. The computational 

procedure is the same as before. For simplicity, we fixed the intermolecular attraction between 

the impurity and cations or anion as 0, /    = 40 
Bk T while the surface energy acting on the 

impurity is 
w  =0. The reduced bulk density of the impurity is 3

0 0    = 2.9 × 10−5. We investigate 

the dependence of capacitance on the pore size and the structure of EDLs in RTIL on a single 

cathode where the surface voltage is fixed at 
s  = 1.5V. 

 

Figure 4.7 The integral capacitance versus the pore size in the presence of an impurity. Here, the voltage is 

fixed at s = 1.5 V. The impurity binds strongly with the cation (dashed line) or anions (dash-dotted line). 

The different lines represent the pure RTIL and mixture, respectively. 

Figure 4.7 shows how the capacitance changes with the pore size. The dependence of the 

capacitance on the pore size of a pure ionic liquid is also shown in this figure as a reference. We 

find that the magnitude of the capacitance oscillation is enhanced for the two hybrid RTILs and 

the peaks in the  IC H   curve are shifted in their positions. Compared with that for the pure 



95 

 

RTIL, the integral capacitance does not simply increase or decrease when the impurity molecules 

strongly bind to the ions. The integral capacitance shows a complex pattern in the pore size range 

of 1–5 times the ion diameter. In a 0.55 nm pore, the pore size is close to the ion diameter, the 

capacitance increases only when the impurities are strongly affixed to the counterions. For a pore 

narrower than 1.4 nm, the integral capacitance of the RTIL with counterion bound impurity 

shows an increase while that of the RTIL with co-ion bound impurity is reduced. Further 

increasing the pore size to 1.8 nm, both hybrid RTILs show an increase in the capacitance. When 

the pore width is larger than 1.8 nm, the size dependence becomes even more complicated. 

To understand the change in the 
IC H  curve, we present in Figure 4.8 the ionic 

distributions inside different nanopores. As we discussed before, the constructive or destructive 

interference between the EDLs stemming from the changes in the layering structure of the ionic 

liquid, leading to a peak or trough in the capacitance. [47] Both confinement and impurity 

contribute to the EDL interference. To better illustrate this enhanced oscillation, we have 

analyzed the EDL structure in the slit pore with various widths. Figure 4.8(a) shows the reduced 

density profiles of a pure ionic liquid across a 2.5 nm slit pore. We can see the ions form 

alternating layers inside the pore. The EDL at the interfacial is dominated by counterions. For the 

RTIL containing counterion-bounded impurity (Figure 4.8(b)), the impurity molecules and the 

ionic species form more ordered alternating layers compared to that for the pure ionic liquid. In 

this case, the layering structures become more distinctive. The intensity of the first layer is higher 

than that of the pure ionic liquid. The strong electrostatic coupling between counter- and co-ions 

is destroyed by the impurity molecules that distribute around the counterions. For the RTIL 

containing coion-bounded impurity (Figure 4.8(c)), the impurity has little impact on the EDL 

structure. However, the presence of impurity alters the counterion density inside the pore. In other 
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sizes of slit pores, the strongly coupled impurity also shows a significant impact on the ionic 

distributions (Figure 4.9). 

 

Figure 4.8The reduced density profiles of the impurity and ions across a 2.5 nm slit pores at s = 1.5 V (a) 

a pure RTIL, (b) the RTIL containing an counterion bounded impurity and (c) the ionic liquid containing an 

co-ion bounded impurity, respectively. 
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Figure 4.9 The reduced density profiles of the impurity and ions across slit pores with various widths at the 

positive electrode: (a) a pure RTIL, (b) the RTIL containing counterion bounded impurity and (c) the RTIL 

containing a co-ion bounded impurity, respectively. The surface electrical potential is fixed at 1.5 V. 

It should be noted that strong coupling of the impurity and ionic species results in the 

formation of clusters rather than dimers. To see the difference between an ionic liquid with strong 

affinity to impurities and that of an ionic liquid with a neutral segment tethered to ionic species, 

we investigate a binary ionic liquid in which the coion is the same as that in the above example 

while each counterion is composed of a monovalent spherical particle. The dumbbell-shaped 

dimer consists of two tangential tethered hard spheres, one is negative charged and the other is 

neutral. From the density profiles (Figure 4.10), we found that the ionic distributions for this 

binary ionic liquid is almost the same as those corresponding to a monomeric ionic liquid with the 

same ionic density but is quite different from those in the presence of impurity molecules. The 
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difference in the ionic density profiles suggests that the cooperative coupling is responsible for 

changing the ionic distributions even at a very low bulk concentration. Such cooperative binding 

impacts ion packing in the slit pore. 

 

Figure 4.10 The reduced density profiles for a binary mixture of ionic liquids across slit pores with various 

widths. From the top to bottom, the pore size is 0.55, 1.6 and 2.5 nm respectively. The ratio of the dimer to 

the monomer co-ion in the ionic mixture is 10-4. The surface voltage is fixed at 1.5 V. 
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In Figure 4.11, we compare the average ionic density inside the pore for the pure RTIL 

and for those containing impurities that bind with one of the ionic species. In all cases, the overall 

number density of the ions in the bulk is 2.32 nm−3. The average number density ave

i  inside the 

pore is defined as 

 
0

1
( ) .

H
ave

i i z dz
H

     (4.7) 

We see that the average number density of ions in the hybrid RTIL is higher than that in 

the pure RTIL. In other words, the impurity would enable a denser packing ionic species in slit 

pores. 

 

Figure 4.11 The average number density of the impurity and ions inside a 2.5 nm slit pore at s = 1.5 V. 

4.4 Conclusion 

In summary, CDFT has been applied to study the interfacial or double layer structure in 

ionic liquid/impurity mixtures using an explicit model for the ionic liquid and impurity. With a 

different type of binding energy with the surface or ionic species, the impurity shows a different 

influence on the EDL microstructures and contributes differently to the integral capacitance. It is 

noted that the impurity can be considered as either a contaminant or an additive to the ionic 
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liquid, all depending on the interaction between the impurity and the electrode or ions. 

Meanwhile, the capacitance strongly oscillates with the variation of the pore size similar to that 

for the pure ionic liquid electrolyte. With strong binding of impurity to the ionic species, the 

RTIL/impurity mixture may lead to an enhanced capacitance oscillation. In certain pores, a 

significant increase in the capacitance can be obtained. The theoretical results provide useful 

insights for further investigation of supercapacitors aiming at rational design of porous electrode 

materials and charge carriers. 
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Chapter 5. Impurity Effects on Charging Mechanism and Energy Storage of 

Nanoporous Supercapacitors 

Room-temperature ionic liquids (RTILs) have been widely used as electrolytes to 

enhance the capacitive performance of electrochemical capacitors also known as supercapacitors. 

Whereas impurities are ubiquitous in RTILs (e.g., water, alkali salts, and organic solvents), little 

is known about their influences on the electrochemical behavior of electrochemical devices. In 

this chapter, we investigate different impurities in RTILs within the micropores of carbon 

electrodes via the classical density functional theory (CDFT). We find that under certain 

conditions impurities can significantly change the charging behavior of electric double layers and 

the shape of differential capacitance curves even at very low concentrations. More interestingly, 

an impurity with a strong affinity to the nanopore can increase the energy density beyond a 

critical charging potential. Our theoretical predictions provide further understanding of how 

impurity in RTILs affects the performance of supercapacitors. 

5.1 Introduction 

A wide variety of carbon-based materials with tunable pore size, morphology, 

architecture, and functionality have been proposed to improve the capacitive performance of 

electrical double layer capacitors (EDLCs). The effects of the pore size on the electric double 

layer (EDL) structure, capacitance, and ion transport have been studied in great details both 

experimentally and theoretically.[1-9] The EDLC capacitance shows an anomalous increase as 

the pore size becomes comparable to the dimensionality of the ionic species, suggesting that 

electrodes with sub-nano pores are a better choice than those with larger pores. However, the 

anomalous increase in pores below 1 nm was not observed in few other experiments, [10] and 

some theoretical work showed the anomalous increase may be diminished by a pore-width 

dependent permittivity.[11] The supercapacitor performance depends not only on the electrical 
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potential and the geometric compatibilities of the electrode pores and ionic species but also on the 

surface properties of the electrode materials and impurities in the electrolytes.[12-18] Existing 

theoretical reports are mostly devoted to analyzing electrostatic interactions and confinement 

effects. Despite the omnipresence of impurities in room temperature ionic liquids (RTILs), 

relatively little is known on how a small amount of chemicals in the ionic liquid may influence 

the EDLC performance.[19, 20]Recent experiments and molecular dynamics simulations have 

shown that the presence of impurities may lead to EDL charging drastically different from that 

for neat RTILs.[21, 22] It has been shown that EDL charging in RTILs almost always involves 

ion exchange (swapping of co-ions for counterions) and rarely occurs by counterion adsorption 

alone.[9] Ionophobic nanopores are able to enhance the energy storage capacity because the 

surface properties can drastically change the charging mechanism.[23] A new solvent-facilitated 

charging mechanism has been identified to enhance the electrical energy stored in nanopores.[24] 

It was found that the use of “pore-philic” solvents will create effectively “ionophobic” pores, 

which have clear advantage for charge storage and potentially charging dynamics as well.  

One of the key difficulties in studying the impurity effect is that impurity species are 

present at extremely dilute bulk concentrations. Experimental tools such as atomic force 

microscopy (AFM) and X-ray reflectometry were applied to study the structural properties of 

EDLs in a hybrid RTIL containing impurity species at the electrode surface.[25, 

26]Computational methods, such as molecular dynamics (MD) simulations, were also used to 

investigate the distribution of impurities near electrified interfaces.[27]It was found that a small 

amount of polar additives can boost the performance of ionic-liquid-based supercapacitors.[28] 

Due to the importance of impurity on the EDLC performance, more effort should be devoted to 

understanding the charging mechanism and capacitive behavior in RTILs containing impurities. 
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In this work, we discuss the impurity effect on the charging and capacitive behaviors 

based on the classical density functional theory (CDFT). CDFT had been successfully used in 

studying the EDL structure and the capacitance of ionic liquids and organic electrolytes 

systems.[29-31] It has been shown that the CDFT predictions are able to capture the essential 

results from earlier experimental and simulation studies and provides microscopic insights into 

the electrochemical behavior of ionic liquids as the working electrolytes for supercapacitors. [32-

34] Specifically, we are interested in the dependence of the capacitance and the mechanism of 

EDL charging on different impurity types in RTILs. 

This chapter is structured as follows. First, we describe our coarse-grained models of 

RTILs and porous materials and provide a brief introduction to the classical DFT method. Next, 

we discuss the impurity effect on the EDL charging mechanism and the capacitive performance 

of EDLCs. Finally, we summarize the main results and possible impacts on future experimental 

work. 

5.2 Model and Methods 

We consider a generic model for EDL capacitors consisting of porous carbons and RTILs. Figure 

5.1 presents a schematic setup for RTILs in the micropores of electrodes. Following the standard 

model for the pore size distributions of porous materials characterized by gas adsorption,[35] we 

use slit pores to represent the geometry of porous carbons. The confined RTILs are at equilibrium 

with a bulk ionic liquid with impurities represented by a coarse-grained model. We consider three 

types of impurities: (1) Impurity molecules accumulate inside the pore due to strong surface 

affinity (Figure 5.1a). (2) Both ions and impurity molecules can enter the pore at low electrical 

potential (Figure 5.1b). (3) No impurity molecule can enter the pore due to surface repulsion 

(Figure 5.1c). In the coarse-grained model of the ionic liquid, both cations and anions are 

represented as charged hard spheres, and the neutral sphere represents impurity molecules. We 
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assume further that all particles have the same size and that impurities molecules bear no net 

charge. Whereas the coarse-grained model ignores chemical details, it accounts for electrostatic 

correlations and ionic excluded volume effects important for EDLC performance but neglected in 

conventional EDL theories. Approximately, the ionic model parameters are selected to match 

those corresponding to 1-ethyl-3-methylimidazolium bis- (trifluoromethylsulfonyl)imide (EMI-

TFSI), a commercial ionic liquid widely used in electrochemical devices. The number density of 

cations and anions is 2.32nm−3, and that of impurity molecule is 1% of total number density. 

 

Figure 5.1Schematic representations of three scenarios considered in this work on the effects of impurities 

in the room temperature ionic liquids on supercapacitor performance. 

The nonelectrostatic component of the external potential, or surface energy, acting on the 

impurity particles is represented by 
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where   represents the transfer energy, H  is the surface-to-surface separation (or pore width), 

and z  is the perpendicular distance from the surface. The competition of pore adsorption 

between ions and impurity molecules is controlled by transfer energy , which is equivalent to 

the resolvation energy introduced by Kondrat and Kornyshev to account for the energy cost to 

transfer an impurity molecule from the bulk to the slit pore.[23, 24] A positive transfer energy 

means that the nanopore disfavors the adsorption of the impurity molecules compared to that of 
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cations or anions, while a negative   means that the pore favors impurity molecules. Because the 

residual dielectric constant is not much different from the dielectric constant for the carbon 

electrode, we assume that the image-charge effects are relatively unimportant for determining 

ionic distributions. Even when the surface potential is fixed, a discontinuity in the dielectric 

constant at the electrode− electrolyte interface leads to image forces because charge fluctuation 

near the electrode is correlated with atomic polarization inside the electrode. 

Classical density functional theory (CDFT) is used to calculate the ion distributions and 

subsequently the capacitance of EDLCs. At a given temperature T  and a set of ion concentration 

in the bulk, 0

i , CDFT predicts the ion distributions inside the pore as 

 0( ) exp ( ) ( ) ( ) ,ex

i i i i iz V z Z e z z               (5.2) 

where 1/ ( )Bk T  , 
Bk  is the Boltzmann constant, and ex

i  accounts for electrostatic 

correlations and ionic excluded volume effects. The theoretical details of the excess chemical 

potential and the numerical method can be found in Chapter 2. 

5.3 Results and Discussions 

For all systems considered in this work, the thermodynamic conditions of the bulk ionic 

liquid are located in the one-phase region of the phase diagram for the restricted primitive model 

of electrolytes.[36] Here the concentration of the RTIL is fixed at 3.8 M, the mole fraction of 

impurity at the bulk is 0.01, and the pore width is H  = 0.6 nm. We fix the impurity concentration 

at 1% mole fraction because it is not a controllable parameter in most experiments. We expect 

that the main conclusions will be the same if the impurity concentration is slightly changed (as 

long as it remains small). 

Figure 5.2 shows the DFT predictions for the surface charge density versus the surface 

energy   for impurities molecules. The interaction between the impurity and the nanopore is 
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reflected in the surface energy , which amounts to the impurity transfer energy from the bulk 

reservoir into the nanopore. A positive surface energy   means that the nanopore disfavors the 

adsorption of the impurity molecules, while a negative   means that the pore favors impurity 

adsorption. Because both cations and anions considered in this work have the same size and 

absolute valence, these plots are symmetric if they are extended to the negative side of the surface 

electrical potential. Figure 5.2 indicates that regardless of the sign of the surface binding energy 

  the charge density of the electrode increases monotonically with the electrode potential. At 

large electrical potential, the surface charge density becomes independent of the surface energy 

because ion adsorption inside the pore is dominated by electrostatic interactions. The magnitude 

of the surface charge density, on the order of ∼0.1 C/m2, is comparable to those observed in 

molecular dynamics simulation for carbon-based nonaqueous supercapacitors.[37, 38]While the 

binding energy does not alter the range of the surface charge density, the charging curves are 

noticeably different for nanopores with different surface energies. If the impurity molecules are 

strongly favored inside the pores (e.g., 20 Bk T  ), then their presence largely reduces the 

surface charge density at low potential and thus significantly changes the shape of the Q   

curve. For a pore that repels impurity molecules, surface charge density Q   increases 

monotonically with the surface potential  , resembling the shape of a Langmuir adsorption 

isotherm. 
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Figure 5.2 Theoretical predictions for the surface charge density versus the electrical potential at different 

transfer energies of the impurity molecules. 

We may attain an understanding of the charging curves by considering the average 

number density of individual species inside the nanopores during the charging process. Figure 

5.3a presents variations of the particle densities versus the surface electrical potential for the case 

with an impurity binding energy 10 Bk T  . The number densities of ionic species and impurity 

molecules in the pore are determined not only by their bulk densities but also by the surface 

attraction energies, and the latter is responsible for the large surface densities shown in Figure 

5.3a. Here the surface charge density can even exceed the maximum packing fraction of uniform 

hard spheres because the pore width (0.6 nm) is slightly larger than the hard-sphere diameter (0.5 

nm). As the surface potential increases, the pore gains electrical charge mainly by exchanging 

impurity for counterions (anions) from the bulk. When the charging potential larger than 1 V, 

virtually all impurity molecules have been depleted from the pore, and the charging process is 

dominated by counterion insertion. For a slit pore with weak attraction ( 5 Bk T   ) to the 

impurity molecules (Figure 5.3b), the EDL charging reflects a combination of impurity-

counterion exchange and co-ion−counterion exchange at low surface potential, and a counterion 
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insertion at high surface potential. For a pore that disfavors impurity adsorption ( 0  ) in Figure 

5.3c, the charging process consists of both co-ion− counterion exchange and counterion insertion. 

For all cases, the surface charge density remains the same at high surface potential because at 

such conditions only counterions are adsorbed inside the nanopores. Because cations and anions 

have the same size but opposite charge, the surface charge becomes negative but retains the same 

absolute values if the electrode potential is switched to negative. 

 

Figure 5.3Number densities of ions and impurity molecules inside a nanopore of width 0.6nmH  with 

different transfer energies for the impurity molecules: (a) 10 Bk T   ; (b) 5 Bk T   ; (c) 0 Bk T  . 
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Three types of charging mechanisms have been identified for neat ionic liquids: [39-41] 

(i) co-ion−counterion exchange, (ii) counterion insertion, and (iii) desorption of co-ions. When 

the ionic liquid is diluted with a solvent, two additional charging mechanisms had been 

proposed:[24] (iv) solvent swapping with co-ions, which themselves are forced out of the pore at 

higher voltages and replaced with counterions, and (v) direct swapping of solvent with 

counterions without the inclusion of co-ions in the pore at any voltage. Similar to the solvent 

effect on the charging mechanisms, we may identify two distinctive charging behaviors in the 

presence of impurity molecules: (vi) impurity− counterion exchange similar to the solvent effect 

as shown in (v) and (vii) impurity−counterion exchange concomitant with co-ion−counterion 

exchange, a combination of charging mechanisms (v) and (i). Like the solvent effect on the 

charging behavior, the transfer energy (surface energy ω) determines which charging mechanism 

takes place. 

 

Figure 5.4 Differential capacitance as a function of applied potential shows a transition from a Bactrian 

camel shape to bell shape as the surface energy of the impurity molecules from attraction to repulsion. For 

impurity-disfavored nanopores ( 0  ), the two 0dC  curves are almost identical because the impurity 

molecules do not enter the pore. 
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The performance of EDLCs can be measured in terms of differential capacitance
dC , 

which is defined as a derivative of the surface charge density with respect to the electrode 

potential: 

 d

Q
C







  (5.3) 

Figure 5.4 shows the dependence of the differential capacitance on the electrode potential (

0dC  curves) at conditions the same as those in Figure 5.2 As discussed above, the impurities 

have little effect on EDL charging when 0  . Similar to results for pure ionic liquids studied in 

our previous work,[42] the 
0dC  curves exhibit an symmetric “bell shape”. At low electrode 

potential (here below 0.5 V), the near-symmetric variations of cation and anion densities suggest 

that the dominant charging mechanism is the exchange of co-ions (cations) in the pore with the 

counterions (anions) from the bulk (Figure 5.3c). In this case, the differential capacitance 

decreases sharply because ion adsorption becomes quickly saturated at small electrical potential. 

At high electrode potential (here above 0.5 V), co-ions are totally depleted from the pore as 

indicated by the number density shown in Figure 5.3c. In the latter case, the charging process is 

dominated by counterion insertion, which leads to a slower decline of the differential capacitance. 

When the transfer energy is elevated to 20 Bk T  and 10 Bk T , both counterions and 

co-ions are excluded from the nanopore at a low charging potential. In this case, the impurities 

are exchanged by counterions from the bulk only if the electrode potential is sufficiently large to 

overcome the surface energy . The differential capacitance increases to a maximum with the 

surface potential. A further increase of the electrode potential leads to the saturation of 

counterions inside the nanopore and thus a decline of the differential capacitance. In other words, 

the 
dC  curves exhibit a Bactrian camel shape. At large surface potential, the differential 
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capacitance ( 27 F/cm ) is comparable to those from previous theoretical and experimental 

investigations for a wide range of nonaqueous supercapacitors with carbon electrodes.[43]For 

pores with minimal impurity effects, the bell-shaped charging curves are also in good agreement 

with previous publications.[44]Although our model was not intended to capture the chemical 

details or the quantitative performance of any specific systems, the maximum differential 

capacitance ( 230 F/cm ) at the zero voltage is similar to that for 1-propyl-3-methylimidazolium 

tetrafluoroborate (PMIBF4) ionic liquid at Hg electrode ( 228 F/cm ).[45]The maximum 

differential capacitance shown in Figure 5.4 is slightly larger than those reported in a previous 

work ( 220 F/cm )[46] because of different theoretical models and experimental systems were 

considered. 

Figure 5.4 indicates that the peak capacitance shifts to a higher potential as the surface 

becomes more attractive (viz., surface energy changes from 5 Bk T   to 20 Bk T  ). A bell 

shape changes to the two-hump camel shape with different impurities in the differential 

capacitance-charging potential curves, and this indicates that impurities may lead to different 

charging mechanisms. 
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Figure 5.5 Energy per surface area as a function of the applied surface potential with different impurities. 

While an impurity with strong surface affinity may block a neutral pore thus reduces the energy density at 

low voltage, they can significantly increase the energy density at high voltage. 

The energy density in a nanopore could be obtained by 

 
0

0
dE C VdV



    (5.4) 

where 
dC  is the differential capacitance and 

0  corresponds to one-half of the operation potential 

window (OPW). Figure 5.5 shows the energy density in the nanopore with different types of 

impurity. At low charging potentials, an impurity repelled from the nanopore yields the energy 

density higher than that corresponding to an impurity with a strong surface affinity. However, the 

trend is reversed at high charging potentials. In the former case (ω ≥ 0), the impurity molecules 

hardly enter the nanopore and thus have negligible effects on the energy density. If the impurity 

has a strong affinity with the pore surface (ω < 0), then the peak position of the differential 

capacitance shifts to higher potential as indicated in Figure 5.4. In that case, we can obtain a 

higher differential capacitance at larger charging potentials. According to Eq.(5.4), charging at 

large capacitance and potential yield a higher energy density. 
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5.4 Conclusion 

The impurity effect on capacitance was examined in our previous work using a similar 

theoretical model. While the previous work focused on the capacitance as a function of the pore 

size at a fixed charge potential (+1.5 V), this work investigates the influence of impurity on the 

charging mechanism and the energy density of electrical double layer (EDL) capacitors in terms 

of its affinity with the electrode walls. We demonstrate that under conditions favoring impurity 

accumulation in the nanopores of the electrode impurity can change the EDL charging 

mechanism even at low bulk densities. As the transfer energy of impurity molecules increases, the 

capacitance−potential curves can change from the bell shape to the two-hump camel shape, with 

the peak shifting toward a higher charging potential. The impurity effect on the charging behavior 

is similar to the solvent effect as studied by Rochester and co-workers.[24]The main difference is 

that the amount of impurity and solvent in the bulk is very different. As an ionophobic pore could 

be beneficiary for improving charge storage and charging dynamics, introduction of impurity 

molecules inside the pore makes it essentially more ionophobic and thus enhances the energy 

storage. Our theoretical results suggest that special attention should be given to the nature of 

impurity and operation voltages when the surface properties nanoporous electrodes are modified 

to enhance the performance of EDLCs. It is worth noting that association between ions and 

impurity molecules, which might happen for impurity molecules with large polarity, may give 

rise to different pictures of the charging behavior. For impurity molecules without affinity to 

ionic species, their accumulation inside the pore will increase the charge storage and capacitance 

as shown in Figure 5.3, regardless of the polarity. The effects of ion binding with impurity 

molecules on the charging mechanism and energy density will be investigated in the future work. 

From a practical prospective, the impurity can be considered as either a contaminant or an 

additive to ionic liquids. On the basis of this study and our previous work, we suggest new 
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experimental strategies to introduce additives into ionic liquids with specific surface binding 

affinity to the porous electrodes (e.g., by surface modifications). While significant efforts have 

been devoted to formulation of ionic liquid mixtures and selection of solvents,[34]much less is 

known about how supercapacitor performance may be influenced by potent additives at a low 

concentration. We hope that this work would inspire future experimental and computational 

efforts toward these directions. 
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Chapter 6. Wettability of Ultra-small Pores of Carbon Electrodes by Non-

aqueous Electrolytes  

Porous carbons have been widely utilized as electrode materials for capacitive energy 

storage. Whereas the importance of pore size and geometry on the device performance has been 

well recognized, little guidance is available for identification of carbon materials with ideal 

porous structures. In this chapter, we study the phase behavior of ionic fluids in slit pores using 

the classical density functional theory. Within the framework of the restricted primitive model for 

nonaqueous electrolytes, we demonstrate that the accessibility of micropores depends not only on 

the ionic diameters (or desolvation) but also on their wetting behavior intrinsically related to the 

vapor-liquid or liquid-liquid phase separation of the bulk ionic systems. Narrowing the pore size 

from several tens of nanometers to subnanometers may lead to a drastic reduction in the 

capacitance due to capillary evaporation. The wettability of micropores deteriorates as the pore 

size is reduced but can be noticeably improved by raising the surface electrical potential. The 

theoretical results provide fresh insights into the properties of confined ionic systems beyond 

electric double layer models commonly employed for rational design/selection of electrolytes and 

electrode materials. 

6.1 Introduction 

Capacitive energy storage hinges on electrochemical adsorption/desorption of ionic 

species at the surface of porous electrodes that are typically made of various forms of activated 

carbons.[1, 2] The energy storage capacity can be improved by increasing the electric double 

layer (EDL) capacitance, which is linearly proportional to the surface area, and/or by using 

nonaqueous electrolytes (viz., organic electrolytes or room-temperature ionic liquids) with wide 

operating potential windows (OPW). The importance of pore size and shape on capacitive energy 

storage has been well documented.[3, 4] The customary opinion is that mesoporous carbons, with 
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the average pore size larger than 2 nm, are ideally suited for the electrode material, while 

micropores make no significant contributions to energy storage because they are not easily 

accessible to solvated ions and the ionic motions in such pores may be severely compromised.[5] 

Recently, a number of experimental and theoretical studies indicate that an anomalous increase in 

the EDL capacitance can be achieved by matching the pore size with the diameters of ionic 

species[6] and that ion diffusion in micropores can be an order of magnitude faster than that in 

the bulk.[7] However, it has been shown by Monte Carlo (MC) simulation that a first-order phase 

transition may occur in porous electrodes when the pore size is comparable to the ion size.[8-10] 

Recent molecular dynamics (MD) simulation also indicates that capillary evaporation may take 

place in 1-ethyl-3-methylimidazolium tetrafluoroborate ([EMIM][BF4]) confined between 

solvophobic sheets.[11] 

Experimental verification of the pore-size effects on EDL capacitance has been elusive 

because activated carbons typically do not have a well-defined pore structure. The problem is 

further complicated by the imprecise characterization of porous materials in terms of the surface 

areas and the pore size distributions. For example, the Brunauer-Emmett-Teller (BET) adsorption 

isotherms are routinely used to determine the specific surface areas of porous material, but it only 

works for adsorbents with large pores because it assumes uniform adsorption of gas molecules on 

a flat surface without lateral interactions. For micropores (pore size < 2 nm), the BET analysis 

describes only an apparent surface area instead of a true geometrically accessible area. The BET 

and geometrical surface areas may differ by orders of magnitude.[12] It has been shown that the 

capacitance per unit area is virtually independent of the average pore size for an organic 

electrolyte, (C2H5)4NBF4/acetonitrile, in electrodes made of carbon monoliths with narrow pore 

size distributions.[13] Furthermore, carbon electrodes exhibiting a large area-specific capacitance 

are not necessarily correlated with those with a high gravimetric capacitance.[14] Nevertheless, a 
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number of theoretical investigations of ionic liquids in idealized pores unequivocally predict a 

maximized capacitance when the pore size is comparable to the ion diameters, albeit the 

oscillatory dependence of the capacitance on the pore size has been subjected to rather different 

interpretations.[15-18] While various effects may contribute to the oscillatory variation of the 

capacitance as a function of the pore size, the discrepancy between theory and the experiment 

may also arise from the accessibility of micropores to ionic species. To our knowledge, none of 

previous investigations of EDL capacitance account for the accessibility or the phase behavior of 

ionic liquids in small pores at conditions pertinent to energy storage. 

Conventionally the accessibility of ionic fluids to the micropores of a carbon electrode is 

often loosely defined in terms of the pore geometry; viz., a pore is accessible to solvated or bare 

ions if its size is larger than the ion diameter. While the geometric constraint for the accessibility 

of individual ions is rather intuitive, such a definition of pore accessibility can easily be 

misleading because it assumes molecules as rigid bodies and ignores multi-body correlations or 

collective effects. Micropores larger than the ionic diameters may not make a significant 

contribution to energy storage if the ion density inside the pore is exceedingly low. Boukhalfa et 

al. used in situ small angle neutron scattering (SANS) to study the electroadsorption of organic 

ions in carbon pores of different sizes. They observed incomplete wetting of the smallest carbon 

pores by deuterated acetonitrile and enhanced ion sorption in subnanometer pores under the 

applied potential. This behavior may explain the characteristic butterfly wing shape of the cyclic 

voltammetry curve of specific capacitance in electrical double layer capacitors.[19] The low-

density state may be introduced by either vapor-liquid or liquid-liquid separation of the ionic fluid 

inside the pore. Unlike the size effects, phase transitions are collective phenomena depending not 

only on the interactions of ionic species with the pore surface and with themselves but also on the 

thermodynamic conditions.[20] Although the wettability of micropores has been routinely 
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discussed in the literature and, clearly, it plays an important role in commercial applications of 

porous electrodes, substantially less attention has been given to the phase behavior of ionic 

liquids and organic electrolytes under confinement. Previous studies on the pore-size effects on 

electrode performance are mostly focused on the EDL capacitances and the ionic distributions 

without an explicit consideration of possible phase transitions.[3] 

Phase transitions in inhomogeneous simple fluids have been reasonably well 

understood.[21]However, much less is known about how the phase behavior of ionic systems is 

influenced by confinement, especially under conditions whereby ionic fluids in micropores are 

subject to an external electrical potential. The long-range Coulomb interactions make the critical 

behavior and phase transitions in ionic fluids substantially more complicated than those 

corresponding to neutral systems.[22] In comparison to the bulk systems, theoretical studies of 

the phase behavior of ionic liquids under confinement are necessarily even more difficult because 

they must account for the density inhomogeneity and be consistent with the existing results in the 

bulk limit. 

Previous studies on the phase behavior of ionic liquids in the bulk are largely based on 

the restricted primitive model (RPM), in which ions are described as charged hard spheres of the 

same size and absolute valence.[23] RPM has been widely used to represent the properties of both 

aqueous and organic electrolyte solutions, molten salts, as well as room-temperature ionic 

liquids.[24] Although the model is much oversimplified to quantitatively reproduce the 

thermodynamic properties of any specific electrolyte, it incorporates key features of ion-ion 

interactions, namely, the excluded volume effects and the Coulomb potential, which are essential 

to describe the unique properties of ionic systems. As a result, RPM is routinely used to study the 

phase behavior of ionic systems including liquid-liquid equilibrium in organic electrolytes [25, 

26] and wetting transitions of ionic liquids.[27, 28] 
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Classical density functional theory (DFT) represents one of the most efficient theoretical 

tools to study phase transitions in confined fluids.[29, 30]Previously, different versions of DFT 

had been applied to describe the vapor-liquid coexistence of ionic fluids confined in slit 

pores.[31, 32] Within the framework of RPM for ionic systems, DFT predicts that confinement 

leads to a narrowed vapor-liquid coexistence region and reduces both the critical temperature and 

the critical density as the pore width decreases. It was found that an explicit consideration of 

association between oppositely charged ions reduces the critical temperature but does not change 

the qualitative behavior of the vapor-liquid-like phase diagram of confined ionic fluids. Similar 

predictions were made for the same ionic model in a cylindrical pore using the field theoretical 

variational approach[33] and in a disordered porous matrix using the method of collective 

variables.[34, 35] Consistent with MC simulations,[8, 9, 36] these theoretical methods predict 

that the vapor-liquid coexistence region gets narrower as the pore width or porosity decreases. 

However, opposite trends were observed on the dependence of capillary evaporation on the 

electrostatic potential. While MC simulation shows that an ionic liquid in narrow pores can be 

stabilized by applying a surface electrical potential, classical DFT predicts destabilizing effects, 

suggesting that the theoretical results are sensitive to the formulation of the free-energy 

functional. 

In this chapter, we study the wettability of nonaqueous electrolytes in the slit pores of 

carbon electrodes using a new version of classical DFT. RPM is used as a unified model to 

represent both vapor-liquid and liquid-liquid phase separations in ionic liquids and in organic 

electrolytes, respectively. Special attention is given to the effects of pore size and surface 

electrical potential on capillary evaporation and its implications to the properties of ionic fluids in 

the micropores of activated carbons important for capacitive energy storage. We find that 

capillary evaporation becomes more likely to occur as the pore width decreases and that the 
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critical surface electrical potential exhibits a non-monatomic dependence on the pore size. The 

theoretical results offer fresh insights into the accessibility of ionic fluids to the ultrasmall pores 

of activated carbons important for the rational design and optimization of porous structure for 

energy storage. 

6.2 The Ionic Liquid Model and Theory 

The restricted primitive model (RPM) assumes that cations and anions have the same 

diameter (      ) and valence ( 1Z Z     ). In dimensionless units, the pair potential 

between two ionic species is given by 
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where r is the center-center distance between ions i and j,   / 2ij i j    , 1/ Bk T  , and  

 2

0/ 4B rl e    is the Bjerrum length. As usual, 
Bk  is the Boltzmann constant, T  is the 

absolute temperature, e is the unit charge, 
0  is the vacuum permittivity, and 

r is the relative 

permittivity of the dielectric background. 

In a slit-like pore of width H  , each ion experiences an external energy along the normal 

direction of the planar walls positioned at 0z   and z H , 

      ,HW C
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where  HW

iV z  represents the hard-wall potential 
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and  C

iV z  is the electrical potential due to the surface charge of the planar walls 

   2 / e,C

i B iV z l Z HQ     (6.4) 
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where Q is the surface charge density for each wall. 

Figure 6.1 shows schematically that an ionic fluid in the bulk may exist either as a liquid 

or as a vapor (in the context of organic electrolytes, two liquid states of different ion densities) in 

a slit pore. For an ionic fluid with only one type of cations and one type of anions, the phase 

behavior in the bulk is described in terms of reduced temperature  * 2

04 / /r BT e l        

and reduced overall density  * 3       , where 
 and 

 are the number densities of 

cations and anions. For the ionic fluid in a slit pore, the phase behavior depends on 

thermodynamic conditions in the bulk as well as on the pore width and the surface charge or the 

surface electrical potential (i.e., voltage). Throughout this work, the pore width and the distance 

from a slit surface are denoted as 
* /H H   and

* /z z   , respectively. The dimensionless 

electric potential is defined as * e  , and the dimensionless charge density at the wall is

* 2 /Q Q e . 

 

Figure 6.1 Schematic picture of the model ionic liquid in a slit pore. The bulk liquid is in equilibrium with 

either a liquid-like or a vapor-like phase under confinement. 

RPM has been extensively used to represent, among other electrolyte systems, the phase 

behavior of both room temperature ionic liquids and organic electrolytes. In the former case, the 
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relative permittivity accounts for polarizability effects and other ionic interactions not included in 

the charged hard-sphere model. In applications of RPM to organic electrolytes, we assume that 

the solvent is a dielectric continuum with relative permittivity
r  . At room temperature, the 

dielectric constants of bulk ionic liquids are approximately in the range of 5–15,[37] and 
r =5.5 

is chosen in this work to represent a residual relative permittivity for pair interactions between 

ions. The same dielectric constant is assumed for organic electrolytes or ionic liquids in organic 

solvents. It should be noted that, for a given ionic system, the relative permittivity is in general 

not the same as that corresponding to the bulk value; the former accounts for interactions beyond 

the Coulomb potential between a pair of isolated ions in the medium, while the latter is related to 

the potential of mean force between ions in a bulk ionic system. 

To make RPM relevant to EDL capacitors for energy storage, we take dimensionless 

temperature 
* 0.05T   for most of our discussions on the pore size and the surface voltage effects 

on wettability. Approximately, the condition corresponds to an ionic liquid or an organic 

electrolyte of ion diameter 0.5  nm at temperature 300T  K(e.g., ionic liquid 1-ethyl-3-

methylimidazolium bis(trifluoromethylsulfonyl)imide (EMIM-TFSI) or ionic solutions of 

C18mim-NTF2 in decalin). The dimensionless temperature is lower than that corresponding to the 

critical temperature for the vapor-liquid equilibrium of the bulk ionic system presented by the 

equation of state used in this work * 0.072CT   . 

The basic ideas of classical DFT have been described in detail in Chapter 2. Specifically, 

in this work, we incorporate the modified fundamental measure theory(MFMT) to account for the 

ionic excluded volume effects,[38, 39] the reference fluid density (RFD) perturbation for 

electrostatic correlations, [40]and an extension of MFMT for the association free energy. 
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[41]Here, we only discuss the explicit expressions for the excess free energy due to ion 

associations  ex

as iF z    . 

The Helmholtz energy due to association between oppositely charged ions is formulated 

at the level of the first-order thermodynamic perturbation (TPT1) theory,[41] 

     ,ex as

as iF d n         r r r   (6.5) 

where  as n   r  is given by 
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Similar to that for association in uniform systems,  (i) r   is the degree of dissociation of 

species i at position r, and it is obtained from 
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where ij   is the association constant between cations and anions,   0ij K K  r  . There is a 

certain kind of arbitrariness in defining the ion pair and hence the association constant 0K  . 

Among several definitions of the ion-association constant, the one introduced by Ebling yields the 

correct second ionic-virial coefficient.[42] However, this approach does not produce good values 

for the critical temperature and the critical density of the RPM. As discussed in Ref. 47, we 

choose 0K   in the form proposed by Olaussen and Stell,[43] 
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K  is calculated from the simple interpolation scheme 

  ,K y    (6.9) 
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where  y   is the contact anion-cation cavity correlation function evaluated at   = 1, the 

reference ionic fluid without association.  The expression for  y   is also discussed in details 

in Chapter 2. 

The functional derivative of excess Helmholtz free energy due to the ion association 

yields the excess chemical potential  ex

as r   given by 
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6.3 Results and Discussions 

6.3.1 Phase Diagram of Confined Ionic Fluids 

We consider first the phase diagram for the model ionic system in slit pores with 

uncharged walls. Because of the symmetry for cations and anions, the local electric potential, as 

well as the local charge density, is everywhere zero, i.e., * 0   and * 0Q  . In construction of 

the phase diagram, we calculate the vapor-like and the liquid-like density profiles at different 

chemical potentials of the ionic species at each temperature. Subsequently, we obtain two curves 

for the dependence of the grand potential versus the chemical potential, and the crossing point 

corresponds to the condition of phase coexistence inside the pore. 

Figure 6.2(a) illustrates the dependence of the reduced grand potential,   , on the 

reduced chemical potential of the ionic species,   , in a  
* 5.0H   pore at two representative 

temperatures, 
* 0.050T   and 0.0525. At each temperature, the two curves provide the 

thermodynamic relations for the dilute and the concentrated-branches of the confined ionic 

system, and their intersection corresponds to the condition of phase equilibrium, i.e., two ionic 

density profiles for the coexisting vapor-like and liquid-like phases (or dilute and concentrated 

electrolytes) inside the pore. By applying the same procedure to different temperatures, we can 
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construct a phase diagram in terms of the reduced temperature and the average reduced ion 

density similar to that for the bulk system. 

Figure 6.2(b) shows the vapor-liquid-like coexistence curves for the model ionic system 

in slit pores of different pore widths. The solid line corresponds to the coexistence curve in the 

bulk. Consistent with earlier theoretical investigations,[32, 44] confinement narrows the phase 

coexistence envelope. While the dilute branch is weakly dependent on the slit pore width, the 

concentrated branch considerably shifts leftwards as the pore width decreases. Two effects might 

be responsible for the shift of the binodal curve. First, inhomogeneous screening of electrostatic 

interactions results in a correlation effect responsible for ion depletion near the surface:[45]an ion 

interacts more favorably with its full ionic atmosphere far away from the surface than that in the 

vicinity of the surface. Second, the leftward shift may also be attributed to the inclusion of 

association between oppositely charged ions. Pizo and Sokołowski[32] compared the phase 

diagram of the ionic system with and without ion associations. They found that formation of pairs 

between oppositely charged ions alters the effective interactions between all particles. The ion 

pairing results in a weaker effective attraction between structural entities and thus lowers the 

critical temperature of the phase transition. In Figure 6.2(b), we did not include the critical points 

for the confined ionic systems due to numerical issues. Nevertheless, it is clear that confinement 

reduces the critical temperature and the critical density as predicted before.[31] As the pore width 

decreases, the entire coexistence curve is shifted toward lower temperatures and lower densities 

in comparison to the bulk phase diagram. 
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Figure 6.2 (a) The reduced grand potential versus the reduced chemical potential of ionic species in a 
* 5.0H   slit pore; (b) Phase diagram for the ionic fluid in the bulk (solid line) and in different neutral slit 

pores. 

As shown in Figure 6.3, the depletion effect near a neutral wall is evident from the ionic 

density profiles. For the model ionic system in a neutral slit pore, the density profiles of the 

cations and anions are identical due to the system symmetry. In a dilute phase, the average ion 

density is small such that the correlation effect is relatively insignificant. As the ionic density 

increases, electrostatic correlation becomes more important and ion depletion from the surface is 

more magnified. Similar to the bulk phase diagram, the average coexisting density of the liquid-

like phase falls as temperature increases, while the trend is opposite for the vapor-like phase. 
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Figure 6.3 The density profiles of the liquid-like (a) and vapor-like (b) phases at coexistence for the model 

ionic system in a neutral slit pore of width * 5.0H   at 
*T    0.050 (solid line), 0.055 (dashed line), and 

0.060 (dotted-dashed line). Because of the symmetry, the density profiles for the cations and anions are 

identical. 

6.3.2 Capillary Evaporation 

At a given temperature, an ionic fluid in a slit pore may exist either as a liquid-like or as a 

vapor-like phase depending on the pore size, surface electrical potential, as well as temperature 

and the chemical potential of the ionic species in the bulk. In this work, capillary evaporation is 

referred to as the phase transition of the confined fluid from a liquid-like to a vapor like phase in 

response to changes in the external potential or thermodynamic conditions. 

Figure 6.4 shows the chemical potential of ionic species in a neutral slit pore and that in 

the bulk at the condition of vapor liquid-like coexistence. The two curves allow us to predict the 
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wettability of the slit pore in contact with a bulk ionic system at the same temperature and 

chemical potential. Wetting transition occurs when the chemical potential of the confined fluid is 

lower than that in the bulk. As a result, Figure 6.4 predicts that a neutral pore promotes capillary 

evaporation, i.e., the ionic fluid may exist as a stable liquid in the bulk but a vapor-like phase 

inside the pore.  

 

Figure 6.4 The 
* *T    phase diagram for the model ionic system in the bulk and in a 5.0   slit pore. The 

inset shows the degree of supersaturation versus the pore width at * 0.05T  . In all cases, the pore surface is 

uncharged. 

The inset of Figure 6.4 shows the dependence of the pore width on the “degree of 

supersaturation” defined as * * * *

, ( )b co bH      , where *

b   is the density of the bulk liquid at 

saturation and * *

, ( )b co H is the density of a bulk liquid that has a chemical potential the same as 

that of the saturated liquid inside a pore of width *H . The 
* *

, ( )b co H  can be obtained from the 

phase diagram shown in Figure 6.2. Figure 6.4 suggests that, to make the liquid state stable inside 

the pore or to make the pore wet, the corresponding ionic system in the bulk should be 

“supersaturated,” i.e., the ionic density should be larger than that of a saturated liquid at the same 

temperature. Otherwise, capillary evaporation (or dewetting) takes place inside the pore. For 

example, for a given ionic liquid with
* 0.009   , the coexistence of the liquid-like and vapor-
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like phases occurs near * 6.0CH   . In a larger pore, such as * 10.0H  , only the liquid like state is 

stable; below *

CH   the liquid-like state becomes metastable in comparison with the vapor-like 

phase, and the phase transition becomes unavoidable. 

Capillary evaporation of ionic liquids in porous carbons has been observed in both 

experimental and simulation studies. For example, Gogotsi et al.[46] showed that 1-ethyl-3-

methylimidazolium bis(trifluoromethylsulfonyl) imide ([EMIM][TFSI]) cannot wet micropores 

smaller than 0.75 nm at zero applied potential. Shrivastav and co-workers found from MD 

simulations a critical pore width, 1.2Cd  nm, for [EMIM][BF4] in contact with neutral 

pores.[11] While a quantitative comparison of the theoretical predictions with the experimental or 

simulation results has not been attempted in this study, it is clear that small pores may not be 

accessible to an ionic fluid due to dewetting or capillary evaporation. 

6.3.3 Electrowetting and Differential Capacitance 

Now we proceed to investigate the wettability of the model ionic system in charged 

pores. Figure 6.5(a) shows the surface charge density as a function of the applied voltage for a slit 

pore of width 3.5H    in contact with a bulk ionic fluid at three representative densities. 

Because of the symmetry of the ionic system, the dependence of the surface charge density on the 

surface voltage is equally applicable to conditions when both quantities are negative. As the 

surface voltage of the slit pore increases, the surface charge increases smoothly from zero at high 

ionic densities (i.e., 
*

b   = 0.4 and 0.6). In this case, the slit pore is always filled with a liquid-like 

ionic fluid because the density is remote from that near the vapor-liquid-like coexistence. At a 

lower density (
*

b   = 0.228), however, the surface charge density is virtually zero for a slit pore 

with a small surface potential; it increases discontinuously to a finite value when the surface 

potential is above around 
* 4.1  , signaling a first-order phase transition inside the pore. 
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Qualitatively, the discontinuous variation of the surface charge density in the  * *Q    phase 

diagram is consistent with that predicted by Kiyohara and co-workers using Monte Carlo 

simulation.[8] The phase transition can be understood as a manifestation of the balance between 

the electrostatic correlations and the volume exclusion interactions. While the electrostatic 

correlations lead to depletion of the ionic fluid from a neutral surface, application of a surface 

potential results in electrowetting because of the accumulation of counterions. 

A key quantity of practical interest for energy storage is the differential capacitance, 

which is defined as 

 * * */ .dC Q      (6.11) 

Without an explicit consideration of phase transitions, the differential capacitance is always a 

smooth function of the surface voltage as predicted by typical EDL models. 

Figure 6.5(b) shows how the differential capacitance varies with the applied surface 

voltage for the ionic systems described above. At high ionic density (e.g.,
*

b   = 0.4), the  
* *

dC   

curve exhibits a camel-shape, showing a minimum at zero surface voltage and a maximum at a 

higher surface voltage. Increasing the density from 
*

b  = 0.4 to 0.6, the 
* *

dC   curve still shows 

a camel-shape, while the differential capacitance at zero voltage increases. As discussed in 

previous studies,[47-49] a further increase in the bulk density induces the change of the  
* *

dC 

curve from the camel-shape to a bell-shape. For the model ionic liquid at a lower density, 
*

b = 

0.228, the * *

dC  curve shows a discontinuity around * 4.1  , at which condition the first-order 

phase transition is observed. 
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Figure 6.5 The dependence of surface charge density 
*Q   (a) and the differential capacitance 

*

dC   (b) on 

the applied voltage. The calculations are for different bulk densities given in (b). In all cases, the pore width 

is 
*H  = 3.5, and the reduced temperature is 

*T  = 0.05. The reduced voltage and charge density are 
* e   and 

* 2 /Q Q e , respectively. 

Figure 6.6 presents the density profiles of ions inside the pore at surface potentials 

slightly below and above that corresponding to the jump in the surface charge density. At 

* 4.2  , the ionic fluid is in a liquid-like state inside the pore. Although counterions are 

accumulated near the surface, the local density inside the pore is uniformly lower than that in the 

bulk due to the depletion of the coions. At the pore center, the coion concentration is slightly 

larger than the counterion concentration, which can be attributed to the local charge inversion, 

i.e., the local electrical potential has a sign opposite to that of the surface charge. At a slightly 

lower surface potential, 
* 4.0  , the pore is filled with an ionic fluid at a much lower density. In 
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this case, the density profiles show depletion of both coions and counterions because of long-

range electrostatic correlations. As expected, *

dC  is virtually negligible if the micropore is filled 

with a low density ionic fluid. A drastic increase in the capacitance occurs when the slit pore is 

wetted by the ionic fluid, i.e., when the ionic fluid inside the pore exists in a liquid-like state (see 

Figure 6.5(b)). 

 

Figure 6.6 Density profiles of cations and anions in a slit pore of H =3.5  at 
*T = 0.05 and reduced 

surface potential (a) 
* = 4.2 and (b)

*   = 4.0. The reduced density for the bulk ionic liquid is  
*

b  = 

0.228. 

Figure 6.7(a) shows the surface charge density as a function of the voltage for different 

pore sizes, *H  1.6, 2.0, 2.4, 3.2, and 4.8. In small pores (e.g., *H  < 4.8), the surface charge 

density is virtually zero until the voltage is larger than a certain value, 
* 4.0  . Beyond that 

voltage, the surface charge density jumps to a finite value and rises continuously as the voltage is 
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further increased. In a large pore (viz., *H = 4.8), the surface charge density increases smoothly 

with the surface potential over the entire range of the voltage. Qualitatively, the response of the 

surface charge density to the surface potential is similar to the MC results reported by 

Kiyohara[8] but contradicts to that from earlier classical DFT predictions.[31] Although MSA 

was used in both versions of classical DFT, the results are qualitatively different because we 

formulated the free-energy functional in terms of the non-local reference fluid theory and the 

thermodynamic perturbation theory rather than the weighted density approximations. Apparently, 

the subtle difference leads to opposite predictions of the phase behavior of the confined ionic 

fluids. 

 

Figure 6.7 (a) The surface charge density as a function of the voltage in slit pores of different reduced pore 

width * /H H  . (b) The critical surface potential as a function of the reduced pore width. Here the 

density for the bulk ionic liquid is
* 0.228b  . 
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The surface voltage at which the discontinuity of differential capacitance occurs can be 

regarded as the “critical” voltage, *

C . Beyond this voltage, the slit pore is filled with an ionic 

fluid in the liquid-like state. Figure 6.7(b) shows the dependence of the critical voltage as a 

function of the pore size when the ion density is approaching that for the saturated liquid in the 

bulk. *

C  disappears for *H > 4.5, suggesting that the first-order phase transition occurs only in 

small pores. Interestingly, the critical voltage first increases slightly with the pore size and falls 

abruptly beyond a certain pore width. The non-monotonic behavior reflects not only a 

competition of electrostatic correlations and excluded-volume interactions but also the 

confinement effects on the vapor-liquid-like transitions. 

6.4 Conclusions 

To conclude, we have investigated the phase behavior of ionic fluids in the micropores of 

carbon electrodes using the restricted primitive model (RPM). By constructing a new version of 

the classical density functional theory (DFT) that accounts for electrostatic correlations and 

associating between oppositely charged ions, we demonstrate that capillary evaporation may take 

place in the micropores of carbon when the pore size is comparable to the ion diameter of 

nonaqueous electrolytes and that application of a surface electrical potential promotes wetting 

transition. In the latter case, the theoretical results contradict earlier DFT predictions but are 

consistent with recent Monte Carlo simulation, suggesting that the DFT performance is sensitive 

to the formulation of the free-energy functional, in particular, for phase-equilibrium calculations. 

In stark contrast to conventional understandings of the accessibility of micropores to 

ionic fluids, capillary evaporation is determined by the pore geometry as well as ion-ion and ion-

surface interactions underlying the phase behavior of the entire ionic system. Because capillary 

evaporation may result in a drastic reduction in the capacitance, the pore size effects on the 

performance of carbon electrodes depend on the temperature, the ionic density, as well as the 
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surface electrical potential. According to our theoretical calculations, wetting transition is most 

likely due to the liquid-liquid phase separation of an organic electrolyte in small pores. Vapor-

liquid-like coexistence is less likely for room temperature ionic liquids because the liquid density 

is typically remote from that corresponding to the coexistence point. The sharp difference may 

help explain discrepancies observed in experiments on the pore effects on the performance of 

various carbon electrodes for capacitive energy storage. 

RPM is clearly oversimplified to quantitatively represent the properties of real ionic 

liquids or organic electrolytes. Nevertheless, it is our hope that this work would usher in a new 

direction of theoretical investigation of electrolytes in a porous electrode beyond electric double 

layer models that have been of central interest in electrochemistry for centuries. To highlight the 

essential features of the capillary evaporation induced by ion-ion correlation and confinement, we 

have implicitly assumed in this work that the dielectric constant of the electrode is the same as 

that of the electrolyte solution. In experiment, the dielectric constant of the electrode and that of 

the solution are generally different and this dielectric discontinuity may also play a significant 

role in determining the surface structure, as suggested by recent theoretical and simulation 

work.[18, 45, 50, 51]A systematic study on all of these effects, however, is still lacking and can 

be pursued in future work. 
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Chapter 7. Conclusions and Outlook 

In this thesis, Classical Density Functional Theory (CDFT) has been used to provide 

insights into the mechanisms of charge storage in Electric Double Layer Capacitors (EDLCs). 

CDFT is a versatile and powerful modeling tool for studying interfacial phenomena including the 

phase behavior of electrolytes under confinement.   

Following the introductory chapters on the background and methodology (Chpaters 1 and 

2), Chapter 3 and Chapter 4 investigated how additives/impurities in ionic liquid influence the 

EDL structure and charge storage in EDLC. The key findings are as follows: 

1. Because of the electrostatic attraction from the ionic species and the polarized 

electrode, the additive molecules of low molecular weight and high polarity will accumulate in 

the nanopores even at a very low bulk density, i.e. the ratio of additives to ionic liquid is as low as 

10-4. The competitive adsorption of counter-ions and additive molecules alters the EDL structure 

at the vicinity of the electrode surface and the charge storage in the pore, leading to the increase 

of the integral capacitance compared to that in a pure ionic liquid. 

2. Adding highly polar additives to the ionic liquid may inhibit the pore size effect 

on integral capacitance. The oscillation behavior of the capacitance with pore size is reduced 

compared to that in pure ionic liquids, without scarifying the performance. It will enable a 

broader usage of amorphous carbon material, such as low-cost activated carbon.  

3. For an arbitrary impurity, tuning its binding energy with the electrode surface 

will lead to a drastic reduction of the capacitance.  With a strong binding energy with the surface, 

the charge effect would be screened by the impurity and the ions would be repelled from the pore. 

With a strong binding energy with the ions, an enhanced capacitance oscillation is observed, due 

to the changings for the ion packing inside the pore. 
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Chapter 5 examines the idea whether the charge would be stored more efficiently in an 

“ionophobic” pore. The electrolyte consists of ionic liquid and small amount of impurity, and the 

transfer energy for the impurities is varied to create an ionophobic or ionophilic environment 

inside pore. The key findings are as follows: 

1. By decreasing the transfer energy of impurity molecules, a micropore can change 

from ionophilic to ionophobic; the corresponding capacitance-potential curve changes from a bell 

shape to a camel shape, with the peak shifting toward a higher charging potential. 

2. The corresponding calculation of the energy density in different pores shows that 

the ionophobic pore could store more charge than the ionophilic pore, mainly due to the different 

charging process. This study demonstrate the hypothesis that ionophobic pore is beneficial for 

charge storage.  

Finally, Chapter 6 explores the accessibility of non-aqueous electrolytes to ultra-small 

pores. The key findings are: 

1. When the pore size is comparable to the ion diameter of the non-aqueous 

electrolyte, capillary evaporation may take place in such micropores, leading to a drastic 

reduction of the capacitance.  

2. As the bulk density of the non-aqueous electrolyte approaches to the demixing 

point, there would be no or very few ions in the pore at low voltage. However, the counterions 

abruptly enter the pore at some critical voltage, indicating a first-order phase transition in 

response to the surface charge increase.  

3. The treatment of solvent as a dielectric media may not be reasonable for the high 

concentrated electrolyte solutions. The extended work that utilizing a model taking into account 

the size, shape, or valence effect and explicitly treatment of the solvent molecular should be the 

focus in the future study. 
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To sum up, we hope the conclusions and insights from this thesis work would be useful 

for the rational design of optimal electrolyte/electrode systems for electrical energy storage, for 

understanding the EDL structures in dense electrolytes, and for exploring the rich wetting 

scenarios of ionic systems under confinement. 




