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#### Abstract

:

Behavioral and social scientists have identified many non-biological predictors of mortality. An important limitation of much of this research, however, is that risk factors are not studied in comparison with one another or from across different fields of research. It therefore remains unclear which factors should be prioritized for interventions and policy to reduce mortality risk. In the current investigation, we compare 57 factors within a multidisciplinary framework. These include: (1) adverse socioeconomic and psychosocial experiences during childhood, and (2) socioeconomic conditions, (3) health behaviors, (4) social connections, (5) psychological characteristics, and (6) adverse experiences during adulthood. The current prospective cohort investigation with 13,611 adults from 50 to 104 years of age (mean age $=69.3$ ) from the nationally representative Health and Retirement Study used weighted traditional (i.e. multivariate Cox regressions) and machine learning (i.e. Lasso, random forest analysis) statistical approaches to identify the leading predictors of mortality over six years of follow-up time. We demonstrate that, in addition to the wellestablished behavioral risk factors of smoking, alcohol abuse and lack of physical activity, economic (e.g. recent financial difficulties, unemployment history), social (e.g. childhood adversity, divorce history), and psychological (e.g. negative affectivity) factors were also among the strongest predictors of mortality among older American adults. The strength of these predictors should be used to guide future transdisciplinary investigations and


intervention studies across the fields of epidemiology, psychology, sociology, economics, and medicine to understand how changes in these factors alter individual mortality risk.

## Introduction

Population aging has given rise to an increase in non-communicable diseases that account for the majority of deaths in the United States (1). Although disease and mortality are caused by molecular, cellular, and physiological changes, non-biological processes play important roles in shaping mortality risk. The National Institutes of Health Office of Behavioral and Social Sciences designates the behavioral and social sciences as fundamental to our understanding of disease pathogenesis and mortality, with knowledge derived from these disciplines leading to scientific breakthroughs that can transform health policy (2). New efforts and approaches to the ways in which research guides policy are needed given the three decade stagnation of U.S. life expectancy relative to other industrialized countries (3).

Studies of the determinants of mortality have identified a wide range of behavioral risk factors across disciplines. McGinnis and Foege (4), followed by the work of Mokdad and colleagues (5), established the prevailing role that health behaviors-predominantly smoking, poor nutrition, and physical inactivity—play in mortality rates, accounting for nearly 35\% of all deaths in the United States. While health behaviors have received the majority of attention in the scientific literature, other studies have identified specific economic, social, and psychological factors associated with higher risk of mortality, such as early childhood adversity (6), financial difficulties in adulthood (7), poor social relationships (8), lower levels of neuroticism and
conscientious ( 9,10 ), and experiences of discrimination (11). An important limitation of much of this research, however, is that risk factors within and between these domains are often studied in isolation from each other with a priori hypotheses, so it is unclear which factors are the relatively strongest predictors of mortality risk. Additionally, a focus on single specific risk factors can result in publication of inflated effect sizes (12).

Several studies on mortality have sought to move beyond these siloed single-factor hypothesis testing approaches to incorporate independent predictors from across domains. For example, Ganna and Ingelsson (13) investigated 655 health, demographic, and lifestyle predictors of 5-year mortality in nearly 500,000 adults in the United Kingdom. These risk factors included circulating blood biomarkers, anthropometrics, health and medical histories, sociodemographics, early life health factors, family history, psychosocial factors, and health behaviors. Following an examination of the 5655 factors in independent analyses, proxy measures of health itself, as measured through self-reported health, recent morbidities, disability, medication use, and walking pace were, not surprisingly, the strongest predictors of all-cause mortality as they capture the most proximal underlying pathophysiology preceding death. In contrast, when those with recent illnesses were excluded, smoking emerged as an important predictor of mortality.

Ganna and Ingelsson's investigation highlights the importance of an approach that incorporates factors from across different domains to
determine the strongest predictors of mortality. However, the inclusion of proximal health factors obstructs the discovery of behavioral and social factors from across the lifespan. A simultaneous investigation focused on predictors in the economic, behavioral, social, and psychological domains from across the life course will help advance our understanding of the importance of these factors as earlier, longer-term predictors of mortality (14). Such an investigation may potentially reveal important transdisciplinary life course contributors to mortality to inform future investigations, similar to Genome-Wide Association Studies (GWAS) $(15,16)$ and Environment-Wide Association Studies (EWAS) (17-19) that have revealed specific genetic factors or environmental toxins that are predictive of longevity, ill health, and mortality. Importantly, restricting our analyses to behavioral and social factors from across the life course, including childhood, establishes the importance of factors within these domains to include in future studies of the exposome (20) or in studies, such as Ganna and Ingelsson, which traverse the behavioral and social with the biological and medical sciences.

Comprehensively ranking independent predictors of mortality from across the behavioral and social sciences requires unique data that includes the most relevant potential risk factors. We used data from adults aged 50 years and older who participated in the U.S. Health and Retirement Study (HRS). The HRS is a nationally representative study of adults with biannual data collection since its inception in 1992. Adults were aged 52 to 104 at the time the exposures were measured between the years of 1992 and 2008,
with six years of follow-up for mortality. 13,611 adults are included in the current analysis.

The HRS is not only unique in its comprehensive investigation of socioeconomic conditions, but also in its inclusion of several factors from the behavioral and social sciences, including early life factors, social relationships, and psychological characteristics. In the current investigation, we use three complementary analytical approaches to determine the relative contribution to prospective mortality of 57 independent predictors measured from years 1992 to 2008 selected from six commonly investigated domains in the behavioral and social sciences: (1) adverse socioeconomic and psychosocial experiences during childhood, and (2) socioeconomic conditions, (3) health behaviors, (4) social connections, (5) psychological characteristics, and (6) adverse experiences during adulthood. We further explore how each of these 6 identified domains, and the combination across all 57 factors, predict mortality.

First, we examine the contribution of each individual predictor, regardless of domain, to time to death using Cox regression models. Within the Cox regression framework, we also explore the proportion of the variance explained by each domain alone to mortality and the proportion explained by all 57 factors when included in the same analysis. Our analysis also capitalizes on advances in statistical science that have paved the way for data-driven approaches that simultaneously analyze a large number of predictors and their interactions $(2,21)$. Our analyses include these data-
driven approaches, namely the least absolute shrinkage and selection operator (Lasso) regression (22) and random forest survival analysis (RFSA) (23). Both of these approaches have contributed to understanding novel interdisciplinary and interactive pathways to health and mortality, while minimizing prediction error, such as over- or underestimating the predictive power of each factor, that can occur with traditional Cox regression models or survival decision trees when using data from individual datasets. Finally, we completed a replication of our primary Cox regression analyses in an independent dataset using another United States cohort of participants, the Midlife in the United States (MIDUS) Study. While not nationally representative, MIDUS offers the most comprehensive set of variables in the United States that best match the social and behavioral factors considered here in our primary study population (HRS).

## Results

15 Participants. The average age of participants was 69.3 years ( $\mathrm{SD}=9.7$ ) with the majority women (58.6\%), White (77.6\%), and born in the United States (91.0\%).

Descriptive statistics. Table S1 presents descriptive statistics for all 57 variables included in the study.

## Main Results.

## Estimation of mortality risk for each independent factor

We used Cox regression to estimate the excess mortality risk of having a particular level of exposure to a risk factor compared to no exposure in 57
independent models adjusted for the following demographic characteristics (corresponding hazard ratio): male gender (HR=1.28, 95\%C.I. $=1.23,1.33$ ), race/ethnicity $\left(H R_{\text {Black }}=1.22,95 \%\right.$ C.I. $\left.=1.13,1.31\right) ; H R_{\text {other Race }}=1.08,95 \%$ C.I. $=0.94,1.24) ; \mathrm{HR}_{\text {Hispanic }}=1.02,95 \%$ C.I. $=0.92,1.12$ ) and whether the individual was foreign-born ( $\mathrm{HR}=0.87,95 \%$ C.I. $=0.80,0.95$ ). Table 1 and Figure 1 shows the individual hazard ratios and confidence intervals for each predictor ranked from strongest to weakest association with mortality over the study period (2008 to 2014). Point estimates for the hazard ratios are represented by dots; the line widths for each predictor present the $95 \%$ confidence intervals adjusted for multiple comparisons. Confidence intervals in our study that do not include 1 are considered statistically significant at the $95 \%$ level.

The ten factors associated with the greatest risk of mortality over the study period were current or previous history as a smoker (HR = 1.91, 95\% C.I. $=1.70,2.14$ and $\mathrm{HR}=1.32,95 \%$ C.I. $=1.22,1.43$, respectively), history of divorce ( $\mathrm{HR}=1.44,95 \%$ C.I. $=1.31,1.60$ ), history of alcohol abuse ( $\mathrm{HR}=$ $1.36,95 \%$ C.I. $=1.14,1.61$ ), recent financial difficulties $(H R=1.32,95 \%$ C.I. $=1.22,1.43$ ), history of unemployment $(H R=1.32,95 \%$ C.I. $=1.10,1.59)$, lower life satisfaction (HR = 1.31, 95\% C.I. = 1.19, 1.45), never married (HR $=1.30,95 \%$ C.I. $=1.03,1.63)$, history of food stamps $(H R=1.28,95 \%$ C.I. $=$ $1.09,1.49$ ), and negative affectivity ( $\mathrm{HR}=1.23,95 \%$ C.I. $=1.14,1.33$ ). Of the 57 predictors, 42 had confidence intervals that did not include 1, substantiating many previous a priori studies on these individual factors.

In order to estimate heterogeneity of associations by race, gender, education, or age group, we completed a series of follow-up analyses with interactions between each of these factors with each of the 57 factors considered here. We found little evidence that the strength of prediction differed by gender (Table S2), between White and non-White participants (Table S3), or those who completed high school and those who did not (Table S4). Many significant associations were apparent for individuals younger than 75 years old, whereas for those 75 years and older, significant associations were sparse (Table S5). Results were consistent when we censored participants who died within two years of 2008, where illness prior to death may be more likely to affect the level of the exposure (Table S6).

## Estimation of mortality risk for each domain and all domains

combined
Next, we calculated the proportion of variance explained from Cox regression models including (1) all demographic characteristics combined, (2) demographic characteristics and specific domains, and (3) one final model with all 57 variables. Estimates are conditional on age as the baseline hazard, but proportion of variance explained does not include age.

Demographic characteristics of gender, race/ethnicity, and place of birth explained $1.9 \%$ of the variation in mortality risk over the study period, and each domain independently provided an additional 1.1-4.7\% increase in predictive power, with the smallest difference for childhood economic and psychosocial adverse experiences and largest difference for health
behaviors. Social connections, such as objective markers of marital status and subjective reports of positive and negative relationships with family and friends, ranked second in the increase in predictive power for mortality (3.1\%). These were followed by psychological characteristics (2.6\% increase), adulthood socioeconomic conditions (2.3\% increase), and adulthood adverse experiences (1.3\% increase). All variables together predicted an additional $9.5 \%$ of the variance in mortality in older adults above that of demographic characteristics, suggesting mostly unique variance in mortality accounted for by each domain.

As each domain included a different number of variables, we also ran principal component analyses within each domain and selected the top 3 principal components within each domain to predict mortality. In this approach, each domain predicted an additional $0.7 \%$ to $4.4 \%$ of variance, maintaining the same rank of lowest to greatest proportion of variance explained. Specifically, childhood factors ranked lowest (0.7\% increase), followed by adulthood adverse experiences (1.2\% increase), adulthood socioeconomic conditions (1.3\% increase), psychological characteristics (1.3\% increase), social connections (1.9\% increase), and finally behavioral factors (4.4\% increase) which ranked highest. Combined across all domains, all principal components explained an additional $7.2 \%$ of the variance in mortality.

Estimation of mortality using Lasso and Random Forest Survival Analysis

For a second complementary approach, we implemented a regression algorithm that allows a large number of predictors to be fit in a single model - lasso regression (22). As an alternative to prediction with several variables at a time, lasso allows an analysis of all 57 risk factors and demographic factors simultaneously. In order to produce robust estimates, the algorithm estimates hazard ratios that are shrunk closer to the null, with cross validation used to produce the best fitting parsimonious model. We present in Figure 2 hazard ratios estimated from lasso survival analysis (22). The 10 strongest behavioral and social predictors of mortality were largely similar to the results from the independent Cox survival models, even though all factors were included in the same model. The additional top 10 most predictive factors identified with the Lasso model were negative interactions with children, which was also a strong predictor in the Cox survival models, and childhood psychosocial adversity. any additional factors identified through this approach, which additionally demonstrated that household wealth was a leading predictor of mortality (see Figure S1).

## Replication in the MIDUS Study

Thirty-nine of the 57 variables across the 6 domains were able to be matched between the MIDUS Study and the HRS (see Table S7). The replication of the unweighted Cox regression models in the MIDUS study sample demonstrated generally similar unweighted hazard ratios and
overlapping confidence intervals across $85 \%$ of factors from the HRS (see Table S8), without accounting for any corrections for multiple comparisons. Additionally, for the $\mathbf{1 0}$ highest ranked predictors in the HRS in this refined set of $\mathbf{3 9}$ variables, $\mathbf{5}$ directly matched the $\mathbf{1 0}$ highest ranked in MIDUS, including past or current smoking status, alcohol abuse, history of employment, and negative affectivity. Two additional factors in the HRS's highest ranked, life satisfaction and recent financial difficulties, are closely linked conceptually to hopelessness and wealth which were among MIDUS's highest ranked. There were some exceptions to the overlapping confidence intervals, however, with a lack of overlap in confidence intervals in $15 \%(\mathrm{n}=6)$ of the 39 factors, including history of divorce, history of renting, smoking status, lower positive interactions with friends, hopelessness, and lower neuroticism (see Figure 3 for HRs and confidence intervals from both studies). Of these, the hazard ratios for smoking, divorce, and neuroticism were higher in the HRS whereas the other factors (i.e. maternal education, history of renting, positive interactions with friends and hopelessness) were higher in MIDUS, although the direction of association only differed meaningfully for neuroticism. Methods for the replication are included in the Supplementary Materials.

## Discussion

In the present study, factors from across the behavioral and social sciences were explored as independent predictors of mortality, and many were discovered as especially important regardless of the applied statistical
approach. These included, behaviors (e.g. smoking, alcohol abuse, physical inactivity), financial wellbeing (e.g. reported financial difficulties or lower wealth), social experiences (e.g. divorce, negative interactions with children, discrimination), and psychological characteristics (e.g. trait negative affectivity, lower life satisfaction). In addition, we found that each overall domain contributed substantially to explaining the variance in time to death. Because of different strengths of the complementary analytic approaches, some predictors were better identified with a particular approach. While adverse psychosocial experiences in childhood were associated with mortality in independent Cox regression analysis, but its importance ranked higher in the Lasso model. Conversely, differences were apparent for discrimination, lower life satisfaction, and sleep problems, although important when examined independently, they reduced in strength when considered in a model simultaneously with recent financial difficulties, health behaviors, negative social interactions with children, and early psychosocial adversity. These findings provide evidence to support the suggestion that other prospective and national cohort studies should widen the net that is cast when testing behavioral and social factors by including these and related measures of social experiences and psychological characteristics from across the life course.

There were also some individual variables that were not predictive of mortality across domains in the individual Cox regression analyses and machine learning algorithms. For example, childhood economic difficulties
were unrelated with any approach. Adverse psychosocial experiences in adulthood, including for example, death of a child, being in combat, or experiencing a natural disaster, were also unrelated to mortality in the three statistical approaches. Finally, in the current study of older adults, religiosity was unrelated to mortality in any of the analyses.

There were some findings that ran counter to those in the literature. In the Lasso regression analysis, older adults whose fathers were unemployed when they were children or whose mothers had lower education levels were more likely to live longer. These results may result from a cohort effect for adults born in the 1930s, during the Great Depression, and whose fathers were sent to Europe to fight in World War II. As adults in the HRS continue to age, we can potentially examine the effects of childhood socioeconomic conditions as a function of the different generations of children included in the study. Another finding that seems counterintuitive in the Lasso regression is that increased adversity in adulthood was related to reduced risk of mortality. Some research suggests that moderate levels of psychosocial adversity may predict lower distress across the lifespan compared to no adversity or high adversity (24). In the current investigation, we did not develop our aims to examine the curvilinear relationship between our selected factors, including adulthood adversity, with mortality. Our current findings provide fruitful grounds for future explorations. These counterintuitive results may also be due to mortality selection.

There are several factors not included in the current study that were either not measured in the HRS or purposefully excluded from our analyses. The HRS does not have data on dietary consumption, nor measures of environmental contaminants, which have been the focus of prior prediction models of mortality $(4,18)$. We excluded genetic and health markers because our primary focus was to examine predictors typically examined in the behavioral and social sciences (12). A recent investigation by Liu and colleagues (25) using data from the HRS determined that genetic factors, health behaviors, and life course circumstances accounted for one-third of the variation of a novel summary marker of health calculated from 9 biomarkers. Importantly, there was also a significant gene-environment interaction by which cardiovascular disease polygenic risk scores and socioeconomic disadvantage compounded accelerated aging. While the study did not use similar measures to ours - we included social connection with family and friends and personality characteristics - Liu's study demonstrates the added information that can be gleaned when including genetic markers in studies of health and mortality. Liu and colleagues' study also highlights that each investigated domain accounts for significant variability in the selected outcome, similar to our investigation.

Future studies should develop lifespan models that include genetic, biological, and health markers, in addition to the individual level factors considered here (e.g. economic, behavioral, social, and psychological) and more macrolevel markers (e.g. built, natural, and social environments,
including structural racism, neighborhood cohesion, policies at state/provincial and national levels) that have previously been demonstrated as determinants of health and mortality. Social trajectory theories (26-28) highlight the pathways through which social and economic experiences early in life and through adulthood foster health habit formation, economic attainment, and psychological characteristics that ultimately shape the healthspan and life expectancy. While our investigation did not demonstrate that early economic experiences impact mortality later in life, social trajectory research is clear on the importance of early economic experiences in laying the ground for economic attainment, health habits, and personality in midlife and later in life. Importantly, those adults who emerged from poor economic conditions earlier in life may have died at earlier ages and, resultingly, may not have been included in the HRS or our analyses with the HRS data (i.e. selective mortality). Lifespan modeling using longitudinal prospective studies that started collecting data with younger participants than the HRS and that includes genetic, built, and political environment measures would allow for testing the role of early social and economic conditions in laying the foundation for social and economic attainment in adulthood, health habits, and personality formation.

Our study has several limitations. It is important to note that our study design does not allow for causal interpretations. Although we can rank which
factors best predict mortality from across disciplines, we cannot assert that modifying levels of these factors would change an individual's mortality risk. The utility of our approach is the ranking of multiple factors from across the disciplines which can expand future considerations of what types of predictors should be more thoroughly investigated, and is intended as a means of hypothesis generation for future observational and clinical studies. Second, our measures of adulthood psychosocial adversities were limited in scope and number, and do not include the full breadth and number of events that are often measured by life event scales (31). As noted elsewhere, other relevant adversities in adulthood (e.g. food insecurity, domestic abuse) were not included in the HRS (32). Third, there may be some concern that the reporting of childhood events is prone to reporting and recall error (33, 34), as seen in previous studies where early abuse experiences are underreported $(35,36)$. Hardt and colleagues $(36,37)$ have noted, however, that when adverse experiences are clearly defined, as in the case in our report, reporting bias should have little effect in studies. Nationally representative studies have supported Hardt's conclusion, demonstrating that rates and health impacts of childhood health, economic, and traumatic experiences reported as adults are similar to prospective cohort studies that commenced in childhood (38-40). Our results are specific to six years of follow-up time for mortality, and the factors we identify could differ with longer follow-up time.

We replicated our findings in the national Midlife in the United States Study, which was selected for its breadth of psychological factors, its location (i.e. the U.S.), the capacity to compare similar age groups, and access to linked mortality data. There may also be utility in comparing how factors across the behavioral and social sciences predict mortality compared to morbidity or physical functioning assessed with objective data collected in electronic health records. Replication should be further considered with nationally representative datasets from across the globe, including the U.K. Biobank and the International Sister Studies of which the HRS is just one. These nationally representative sister studies have been conducted in Brazil, China, Costa Rica, England, Europe, India, Indonesia, Ireland, Japan, Korea, Malaysia, Mexico, Northern Ireland, South Africa, Scotland, and Thailand and collected data from these studies have been harmonized through the effort to create the Gateway to Global Aging Data platform. Establishing global and country-specific behavioral and social predictors of mortality across these developed and developing countries may expand our understanding of the challenges faced globally by an aging population as well as clarify unique challenges facing specific countries.

The purpose of our investigation was to draw attention to specific early life and adulthood socioeconomic, behavioral, social, and psychological factors that may impact mortality in a nationally representative and prospective study in the United States. Our goal was to expand the types of factors that current and future investigations could consider in their
methodologies in order to obtain a more comprehensive understanding of the impact of behavioral and social factors on health and mortality. Similar investigations with other national studies may help consolidate around a critical set of behavioral, economic, social, and psychological factors to include in future studies.

## Methods

## Predictors.

Fifty-seven predictors measured from years 1992 to 2008 across the following domains were measured: (1) adverse socioeconomic and psychosocial experiences during childhood, (2) socioeconomic conditions, (3) health behaviors, (4) social connections, (5) psychological characteristics, and (6) adverse experiences during adulthood. For a full list of the 57 variables in the current analysis, see Table 1. See Supplementary Materials and Methods for further details of the measures used, and how data were processed for the current analysis.

Outcome.
Mortality records in the HRS were linked to National Death Index (NDI) through 2011. Beyond 2011, mortality information was ascertained through exit interviews obtained from a family member of the respondent. For more information see (50).

## Data Source.

All data is publicly available and can be retrieved upon request from https://hrs.isr.umich.edu/data-products/access-to-public-data.

## Statistical Analysis

Means and standard deviations (SDs) were calculated for each continuous variable, and totals and percent for each categorical variable. Correlations among all risk factors are presented in Supplementary Figure S2. The analyses were weighted to account for the survey design of the Health and Retirement Study. The outcome of interest across our analyses was time to death. Multivariate Cox regression analyses (51) were used to examine the contribution of each predictor to the hazard of death, with age as the time unit. Continuous variables were standardized. Binary variables were coded -1 and 1 , and categorical variables with three categories $-1,0$, and 1 . These were implemented using the 'survival' package in $R$ (52). For Figure 1, predictors were examined independently in multivariate cox models adjusted for gender, race, ethnicity, and migrant status. We estimated cluster-robust standard errors by household due to the sampling of respondents and their spouses in the HRS. We obtained standardized hazard ratios (HRs) and $95 \%$ confidence intervals for each predictor which were corrected for multiple comparisons using Bonferroni correction for 57 comparisons (53). We also completed follow-up, sensitivity multivariate Cox regression analyses excluding those who died within two years from 2008 and with an interaction between each predictor and gender (male versus females, racial identification (White versus non-White), educational status (completed high school or not), and age ( $<75$ versus $75+$ ).

Next, to estimate the proportion of variance explained by each predictor domain, we estimated a multivariate Cox regression model for each domain independently, adjusted for sex, race, ethnicity, and migrant status, and obtained the pseudo R-squared for each domain. We used exploratory Principal Components analyses to reduce the dimensionality of our data. This process was completed in two steps. First, the imputePCA function from the missMDA package was used to impute any missing values. Then, for each category of variable, the PCA function from FactoMineR was used to identify the dimensions within that category. The three dimensions which explained the greatest amount of variance were used to in the multivariate Cox regression models for each domain independently and the domains combines. Next, we performed Lasso regression (22) in order to fit a prediction model which selects the best fitting parsimonious model given a large number of potential predictors of mortality. Given the time to event nature of the data, we fit our models using the glmnet() function in R with family="cox". Lasso is a generalized linear model that is fit with penalized maximum likelihood and is appropriate when correlations are not high enough to cause any issues with multicollinearity, as is the case in the current study. It was developed to provide a variable selection approach which has the advantage, as compared to backward or forward selection models, of penalizing coefficients rather than completely dropping or adding variables to the model, even though variables can be set to zero if they do
not add sufficiently to the model (54). We used cross-validation with the cv. glmnet function to select a model with the minimum mean crossvalidation error.

Finally, we used random forest survival analysis to predict survival over the survey period, using the domain specific predictors and age as the baseline hazard. The random forest algorithm is a non-parametric, ensemble machine learning tool first introduced by Breiman (55) as an extension of classification and regression trees (CART) and bagging.

The random forest algorithm works by repeatedly drawing bootstrap samples from the original sample and a random selection of predictors to grow a predetermined number of decision trees across which results are pooled. A training data set consisting of $n$ of $N$ cases (two thirds of the original sample) is generated for each of $k$ decision trees and the remaining cases (one third of the original sample) are used as test data to estimate the out of bag (OOB) classification error. A random sample $m$ of $M$ predictors is selected at each node and the one predictor that best discriminates discrepancies in survival is chosen for that particular split. As a result, the root node of each decision tree represents the strongest predictor and the splits that follow are based on the successively strongest predictors. A final classification is made using a majority of votes across all trees.

We implemented random forest survival analysis with all predictors included in a single model. Classification was performed using the 'rfsrc' function from the R package 'randomForestSRC v2.8.0' $(56,57)$ with a
maximum of five iterations-each with 500 classification trees. We obtained variable importance plots for each predictor. Missing values were imputed using missForest (58).

We evaluated the extent to which each variable contributes to predicting survival using the metric of variable importance, using the 'vimp' function from the R package 'randomForestSRC v2.8.0' $(56,57)$. We calculate variable importance using random permutation of the variable approach. This is done by comparing the accuracy of prediction of each tree as estimated from the model with the tree with each particular variable permuted. A summary of these differences across all of the trees is used to calculate variable importance (59). The figure shows positive variable importance in blue, which indicates this factor increases the predictive nature of the model. Negative variable importance is shown in red, indicating these variables decrease the accuracy of prediction. This is likely due to random error. Note that the variable importance scale is quite low, meaning that based on the random forest model with baseline hazard of age, these variables are not highly predictive of survival relative to age in this model.

Code for data analysis is provided in the Supplement Dataset.
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Fig. 1. Independent Cox regression hazard ratios of each predictor for mortality. Confidence intervals that include 1 indicate that a predictor is not statistically significant at the $5 \%$ level, corrected for multiple tests using the Bonferroni Method (60). Age is used as the baseline hazard. Predictor coefficients on the right of the line increase risk of mortality, and predictor coefficients on the left decrease risk of mortality.

Fig. 2. Hazard ratios from time to event Lasso regression. Age is used as the baseline hazard. All 57 factors were used to fit the model, along with demographic factors of male gender, black race, other race and Hispanic ethnicity. Only hazard ratios that differ from 0 in the final model are presented in the figure.

Fig. 3. Independent Cox regression hazard ratios and confidence intervals (unweighted) of each predictor for mortality in the HRS (red) and MIDUS (blue) studies with 39 harmonized variables from the 6 domains. Results are 15 Age is used as the baseline hazard and are not corrected for multiple tests. Predictor coefficients on the right of the line increase risk of mortality, and predictor coefficients on the left decrease risk of mortality.
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Table 1. Hazard ratios and 95\% confidence intervals for each predictor ranked from strongest to weakest association with mortality over the study

| Variable | HR | $95 \% \mathrm{Cl}$ |
| :--- | :--- | :--- |
| Current Smoker | 1.91 | $(1.70,2.14)$ |
| History of Divorce | 1.45 | $(1.31,1.60)$ |
| Alcohol Abuse | 1.36 | $(1.15,1.61)$ |
| Recent Financial Difficulties | 1.32 | $(1.22,1.44)$ |
| History of Unemployment | 1.32 | $(1.10,1.59)$ |
| History of Smoking | 1.32 | $(1.22,1.43)$ |
| Lower Life Satisfaction | 1.31 | $(1.19,1.45)$ |
| Never Married | 1.30 | $(1.03,1.63)$ |
| History of Food Stamps | 1.28 | $(1.09,1.49)$ |
| Negative Affectivity | 1.23 | $(1.14,1.33)$ |
| Negative Interactions with Family | 1.23 | $(1.12,1.35)$ |
| Negative Interactions with Children | 1.22 | $(1.12,1.34)$ |
| Daily Discrimination | 1.22 | $(1.12,1.32)$ |
| Trait Anxiety | 1.21 | $(1.12,1.31)$ |
| Lower Positive Interactions with | 1.21 | $(1.11,1.31)$ |
|  |  |  |
| Children | 1.20 | $(1.11,1.31)$ |
| Childhood Psychosocial Adversities | 1.18 | $(1.08,1.28)$ |
| Anger Out | 1.17 | $(1.07,1.29)$ |
| Major Discrimination | 1.17 | $(1.08,1.27)$ |
| Negative Interactions with Friends | 1.16 | $(1.07,1.26)$ |
| Cynical Hostility | 1.16 | $(1.07,1.25)$ |
| Pessimism | 1.15 | $(1.03,1.28)$ |
| Low/No Vigorous Activity | 1.14 | $(1.02,1.27)$ |
| History of Food Insecurity | 1.14 | $(1.06,1.23)$ |
| Hopelessness | 1.14 | $(1.05,1.23)$ |
| Lower Positive Affectivity | 1.13 | $(1.05,1.22)$ |
| Lower Optimism | 1.13 | $(1.03,1.25)$ |
| Lower Occupational Status | 1.13 | $(0.98,1.30)$ |
| Lower Wealth | 1.13 | $(1.01,1.26)$ |
| History of Medicaid | 1.13 | $(1.04,1.23)$ |
| Lower Neighborhood Safety | 1.13 | $(1.04,1.22)$ |
| Anger In | 1.12 | $(1.04,1.21)$ |
| Loneliness | 1.12 | $(1.04,1.20)$ |
| Lower Neighborhood Cohesion | 1.12 | $(1.04,1.20)$ |
| Low/No Moderate Activity | 1.12 | $(1.03,1.21)$ |
| Lower Purpose in Life | 1.11 | $(1.03,1.20)$ |
| Neighborhood Disorder | $(1.02,1.20)$ |  |
| Sleep Problems | $1.20)$ |  |
| Lower Positive Interactions with | 1.11 |  |

Family

| Lower Conscientiousness | 1.10 | $(1.03,1.17)$ |
| :--- | :--- | :--- |
| Perceptions of Obstacles | 1.09 | $(1.02,1.17)$ |
| Lower Neuroticism | 1.09 | $(1.02,1.16)$ |
| Lower Extroversion | 1.09 | $(1.01,1.17)$ |
| Lower Income | 1.07 | $(0.88,1.30)$ |
| Lower Education | 1.07 | $(0.99,1.16)$ |
| Family Received Financial Help in | 1.07 | $(0.96,1.19)$ |
|  |  |  |
| Childhood | 1.06 | $(0.99,1.14)$ |
| Lower Sense of Mastery | 1.06 | $(0.98,1.14)$ |
| Lower Father Occupational Status | 1.04 | $(0.96,1.14)$ |
| History of Renting | 1.03 | $(0.95,1.13)$ |
| Relocated Homes in Childhood | 1.02 | $(0.95,1.10)$ |
| Lower Openness to Experiences | 1.00 | $(0.92,1.08)$ |
| Lower Religiosity | 0.98 | $(0.87,1.10)$ |
| Lower Education Father | 0.97 | $(0.89,1.05)$ |
| Father was Unemployed in Childhood | 0.96 | $(0.89,1.04)$ |
| Lower Positive Interactions with |  |  |
|  |  |  |
| Friends | 0.94 | $(0.88,1.02)$ |
| Lower Agreeableness | 0.93 | $(0.86,1.01)$ |
| Adulthood Psychosocial Adversity | 0.86 | $(0.77,0.97)$ |
| Lower Education Mother |  |  |

