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Exploiting Time Asynchrony in Multi-user

Transmit Beamforming

Mehdi Ganji, Student Member, IEEE, Xun Zou, Student Member, IEEE, and

Hamid Jafarkhani, Fellow, IEEE

Abstract

In this paper, we analyze the benefits of intentionally adding timing mismatch in the downlink

transmit beamforming for wireless transmission. Transmit beamforming enables the so-called space-

division multiple access (SDMA), where multiple spatially separated users are served simultaneously.

The optimal beamforming vectors can be found to minimize the average transmit power under each

user’s Quality-of-Service (QoS) constraint. We show that intentionally adding timing offsets between

the transmitted signals can significantly reduce the average transmission power compared with the

conventional optimal beamforming method while providing the same QoSs for users. We provide three

different methods exploiting the time asynchrony which improve the performance with a computational

complexity similar to that of the optimal synchronous beamforming. We derive the expressions for the

achievable rates using the proposed methods and then provide efficient algorithms to solve the minimum

power optimization. We show analytically and numerically that our proposed methods outperform the

conventional optimal transmit beamforming.

Index Terms

Beamforming, Asynchronous Transmission, Interference Management, Power Minimization, Over-

sampling, Timing Mismatch, Multi-user, SDMA.

I. INTRODUCTION

Transmit beamforming is a versatile technique for signal transmission to serve multiple users

simultaneously in multiple-antenna systems [1]. With multiple antennas, the idea of transmit
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beamforming is to transmit directional beams to reduce the co-channel interference and thus,

enables serving several users using the same resource slot (time/ frequency) which is called spatial

division multiple access (SDMA). In contrast to the space-time coding methods [2] which can

be designed in time-space domain without the aid of channel state information (CSI), transmit

beamforming exploits the CSI to combat the channel fading [3–5]. In theory, dirty paper coding

(DPC), a multi-user encoding strategy based on the interference pre-subtraction [6], is the optimal

(capacity achieving) strategy in multiple input multiple output (MIMO) downlink channels from

the base station to mobile users [7]. However, DPC is difficult to implement in practical systems

due to the high computational burden caused by successive encoding and decoding, especially

when the number of users is large.

Thus, in the practical scenarios where users have limited computational capabilities and only

employ single antennas, the beamforming is proposed as an alternative solution of DPC [8–13].

Beamforming has been shown to achieve a fairly large fraction of DPC capacity with a lower

computational complexity when the base station has multiple antennas and each user has a single

antenna [14]. Moreover, it has been shown that if the beamforming vectors are chosen optimally,

the sum rate of BF approaches that of DPC as the number of users goes to infinity [15, 16]. As

an example, in multibeam satellite communications [17] the burden of interference cancellation

is carried by the transmission side at the gateway instead of the user terminals equipped with

single antennas and limited computational capabilities [18]. Therefore, beamforming techniques

with low complexity are more favorable compared with more complex DPC or Superposition/

successive interference cancellation (SIC) methods.

Many different techniques are proposed in the literature for the multiple input single output

(MISO) minimum power beamforming problem [19–22] which generally assume symbol-level

synchronization. However, in this work, we incorporate the idea of introducing timing offsets

at the transmitter side to improve the performance. The idea of intentionally introducing timing

offset is investigated in other contexts. It is shown in [23] that with time asynchrony, the

achievable rate region can be improved for multiple access channels. By intentionally introducing

symbol asynchrony in the transmitted signal, a higher diversity gain can be achieved by zero-

forcing detection in spatial multiplexing. [24–26]. The benefits of asynchronism in CDMA

systems with random spreading is analyzed in [27] and it is shown that asynchronous transmission

can indeed enhance the spectral efficiency. In addition, asynchronous NOMA (ANOMA) systems

can achieve a better throughput performance compared with the conventional (synchronous)
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NOMA systems [28–31]. Orthogonal differential decoding can be improved by utilizing the

oversampling technique [32, 33] to achieve the sampling diversity gain. Asynchronous cognitive

radio framework is studied in [34], where the primary user and the secondary user are not

aligned in their timing which results in interference reduction and power saving. An asynchronous

network coding (ANC) transmission strategy for multiuser cooperative networks is investigated

in [35], where the received signals from multiple sources are asynchronous to each other. The

proposed scheme achieves full diversity and outperforms the complex field network coding in

terms of decoding complexity and bit error rate. To the best of our knowledge, the benefits of

asynchronous transmission has never been studied in the downlink transmit beamforming and

little is known about the possible performance improvement.

A. Contributions and Organizations

In this paper, we comprehensively investigate the benefits of time asynchrony in downlink

beamforming. The primary contributions of the paper are summarized as follows:

• We derive the asynchronous beamforming system model and propose three methods to

exploit the asynchronous beamforming. Each proposed method provides different complexity

and performance. All of them outperform the conventional synchronous methods as verified

by analytical and numerical comparisons.

• We derive the achievable rate expressions for the proposed asynchronous methods with

“no time-domain precoding”, “uncorrelated time-domain precoding” and “correlated time-

domain precoding” which are named as “Method A”,“Method B” and “Method C”,

respectively.

• We analyze the effect of the time delays and the pulse shape in the performance of Method

A and prove its superiority compared with the synchronous method due to the “reduced

InterUser Interference (IUI)”.

• We analyze the effect of the time delays and the pulse shape in the performance of

Method B and propose a novel algorithm to optimize the beamforming vectors and power

distribution functions simultaneously to exploit the “frequency-selectivity” imposed by the

time asynchrony.

• We explain the oversampling technique in Method C which results in a signal space with

a higher dimension involving higher rank matrices. We, then, propose a novel algorithm

which includes a user scheduling step, a semi-definite relaxation (SDR) step and a power-
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control step in order to exploit the “additional available rank” provided by asynchronous

transmission and oversampling.

• We compare the proposed methods by considering various characteristics, including the

complexity and detection delay, and finally present numerical results to compare their

performances.

The remainder of the paper is organized as follows. In Section II, the general system model and

some introductory notes are presented to set the scene for introducing the proposed methods.

In Section III, Method A, its corresponding rate expressions and its performance are analyzed.

In Section IV, Method B and its corresponding rate expressions are presented, and an efficient

algorithm to solve the corresponding power minimization is provided. In Section V, Method C

with user scheduling and oversampling technique is presented. Next, the rate expressions with

simplifying sub-channel/power assignments are provided to enable SDR with a simple power-

control step. In Sections VI and VII, the numerical results and final remarks are presented,

respectively.

II. GENERAL SYSTEM MODEL AND PRELIMINARIES

We consider a downlink wireless communication system consisting of one transmitter equipped

with M transmit antennas and K single-antenna users where the environment has limited

frequency selectivity, or more specifically is frequency flat. Note that in frequency selective

applications, the effectiveness of proposed method which is adding artificial frequency selectivity

is not significant. The system operates over a multi-user fading channel and the transmitter sends

a block of N complex symbols to each user. Channel coefficients change independently from

one block to another and are perfectly known at the base station (BS) [20].

Let dk = (dk[1], · · · , dk[N ])T ∈ CN×1 denote the random vector of complex constellation

symbols, where dk[n] is the symbol intended for User k at time instant n with average power of

E[|dk[n]|2] = 1. These constellation symbols are assumed to be i.i.d. random variables selected

from an arbitrary constellation. Thus, we have the covariance matrix E[dkdHk ] = IN , where

IN is an N × N identity matrix. The constellation symbols can be time-precoded properly to

yield precoded symbols of sk = (sk[1], · · · , sk[N ])T ∈ CN×1, k = 1, · · · , K. Then, the precoded

symbols are linearly modulated by a unit-energy real-valued square-root Nyquist pulse as:

sk(t) =
N∑
n=1

sk[n]p(t− nTs), (1)



5

where Ts is the symbol interval and p(t) is the pulse shaping filter which can be assumed to

be a rectangular pulse shape (rect.) (a theoretical pulse shape most common in the literature)

or a root-raised cosine (r.r.c.) pulse with roll-off factor of β (a common pulse shape in many

communication standards like DVB-S2X standard [36] for high throughput satellite systems).

(a) Synchronous transmission (b) Asynchronous transmission

Fig. 1: Demonstration of synchronous and asynchronous transmission.

To exploit the benefits of time asynchrony, the time delay of τkTs is intentionally inserted

between the transmitted streams where τk is the normalized timing offset intended for User k.

Thus, the transmitted signal can be denoted as s(t) =
∑K

k=1wksk(t− τkTs), where wk ∈ CM×1

denotes the beamforming vector applied to the transmitting antenna elements to generate the

spatial channel for transmission to User k. Putting τk = 0, k = 1, · · · , K will result in the

synchronous system model. For the asynchronous system model, various works in the literature

have shown that the uniform time delays, i.e., τk = (k − 1)/K, result in optimal performance

in different settings [26, 29]. Thus, in this work, we use the uniform time delays although

any other choice of time delays is still applicable. The difference between synchronous and

asynchronous transmission is demonstrated in Fig. 1. The received signal at User k can be denoted

as yk(t) =
∑K

l=1 h
H
kwlsl(t−τlTs)+nk(t) where hk ∈ CM×1 denotes the channel vector for User

k and nk(t) is the additive white Gaussian noise (AWGN) at the kth user with variance of σ2
k.

Applying the received signal at the kth user to a matched filter with the impulse response p(t)

and sampling the filter output at time instants tn = nTs + τkTs, n = 1, 2, · · · , N yields a set of

statistics, yk[n], for detecting the transmitted symbol vectors. Denoting yk = (yk[1], · · · , yk[N ])T ,

we will have yk =
∑K

l=1Gklh
H
kwlsl + nk. The matrix Gkl, called the “offset matrix”, is an

N ×N Toeplitz matrix whose elements depend on the pulse shape and the corresponding time
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delay and are denoted as:

[Gkl]m,n = g(τklTs + (m− n)Ts) , gτkl(m− n), m, n = 1, · · · , N, (2)

where τkl = τk − τl and g(t) = p(t) ∗ p(t). Denoting u as the number of significant (truncated)

side-lobes in the Nyquist pulse shape, the offset matrix is a u-banded Toeplitz matrix. The vector

nk represents the noise vector at User k whose covariance matrix is Qk = E[nknkH ] = σ2
kIN .

For any square-root Nyquist pulse, e.g., r.r.c., Gkk = IN and GT
kl = Glk. Also note that for

the synchronous transmission, i.e., τk = 0,∀k, all the timing offset matrices become an identity

matrix. The introduced timing offsets at the transmit side is known by the BS and can be

sent to the users. The channel can introduce additional time delay at the user side which can

be estimated and compensated by the synchronization methods. The effect of residual timing

synchronization error is analyzed in []; however, in this work, we assume that channel-imposed

time delays are sufficiently compensated by the users.

In this paper, we will present three asynchronous beamforming methods as shown in Fig. 2.

The details of these methods will be presented in different sections as follows.

III. SPATIAL BEAMFORMING DESIGN WITH NO TIME-DOMAIN PRECODING

In this section, we assume that no time-domain precoding is employed, i.e., sk =

dk. The received samples at User k can be written as yk[n] = hHkwkdk[n] +∑K
l=1
l 6=k
hHkwl

∑N
m=1[Gkl]n,mdl[m] + nk[n], n = 1, · · · , N where Gkl becomes an identity matrix

for the synchronous transmission. Assuming Gaussian-distributed symbols, the variance of the

effective noise, i.e., ñk[n] =
∑K

l=1
l 6=k
hHkwl

∑N
m=1[Gkl]n,mdl[m] + nk[n], can be calculated as

σ̃2
k[n] =

∑K
l=1
l 6=k
|hHkwl|2

∑N
m=1[Gkl]

2
n,m + σ2

k. As a result, the achievable rate at User k can be

written as rk = limN→∞
1
N

∑
n log2(1 +

|hHk wk|2
σ̃2
k[n]

). Note that rk provides a lower-bound for the

achievable rate of non-Gaussian symbols. Due to the Toeplitz structure of the offset matrices,

the expression for the achievable rate can be further simplified. For non-boundary sub-channels,

i.e., n = u, · · · , N − u, the variance of effective noise is independent of the sub-channel index,

i.e., σ̃2
k =

∑K
l=1
l 6=k
|hHkwl|2

∑u
n=−u g

2
τkl
(n) + σ2

k. Therefore, as N → ∞, the effect of boundary

sub-channels vanishes and the achievable rate can be written as:

rAk = log2

(
1 +

|hHkwk|2∑K
l=1,l 6=k ητkl|h

H
kwl|2 + σ2

k

)
, (3)
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(a) synchronous method (b) Method A

(c) Method B (d) Method C

Fig. 2: Simple illustration of the proposed methods: yellow, grey and white colors indicate the desired signal, the

IUI and no-interference, respectively.

where rAk denotes the achievable rate by asynchronous transmission and symbol-by-symbol

detection at User k, ητkl =
∑u

n=−u g
2
τkl
(n) represents the “offset coefficient”, and u is the number

of significant (truncated) side-lobes in the Nyquist pulse shape. Note that, although N →∞ is

required for rigorous derivation of the achievable rate, rAk approximates the achievable rate very

well even for a moderate block length.

The offset coefficients ητkl are the key factors to analyze the achievable rates of Method

A. With synchronous transmission, i.e., τk = 0,∀k, the offset coefficients are equal to one

and as a result, the achievable rates simplify to the conventional synchronous rate expressions

rsynchk = log2

(
1 +

|hHk wk|2∑K
l=1,l 6=k |h

H
k wl|2+σ2

k

)
[20]. In fact, in the next lemma, we show that for any

other values of timing offsets 0 < τk < 1, the offset coefficients are less than one which results

in the reduction of the IUI and hence, increase of the achievable rate.

Lemma 1: For any Nyquist filter denoted as g(t), the offset coefficient defined as ητ =
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∑u
n=−u g

2
τ (n), for a given τ , has the following property:

ητ ≤ η0 ∀τ ∈ (0, 1). (4)

In addition, ητ can be calculated for the rectangular pulse and root raised cosine pulse with

roll-off factor of β as:

ηrect.τ = τ 2 + (1− τ)2, ηr.r.c.τ ≈ 1− β/4 + β cos(2πτ)/4, (5)

respectively.

Proof: The proof is presented in Appendix A.

Note that β = 0 results in ηr.r.c.τ = 1 for all values of τ . In other words, timing offset has no

effect on interference when β = 0. In addition, τ = 0 results in the maximum of ητ = 1 for all

Nyquist pulse shapes and τ = 1/2 results in the minimum of 1/2 and 1− β/2 for the rect. and

the r.r.c. pulse shapes, respectively. In Fig. 3, the behaviour of the offset coefficient with respect

to the normalized timing offsets is shown for a rect. pulse and truncated r.r.c. pulses with the

roll-off factor β = 0.1, 0.5, 1. Note that τ = 0.5 results in the smallest offset coefficient.

Fig. 3: Values of ητ for different timing offsets.

The average transmit power equals
∑K

k=1 ||wk||2, thus, the power minimization problem can

be expressed as:

min
{wk}Kk=1

pavg =
K∑
k=1

||wk||2 (6)
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s.t.
|hHkwk|2∑K

l=1,l 6=k ητkl|h
H
kwl|2 + σ2

k

≥ γ∗k, k = 1, · · · , K.

The parameters γ∗k = 2r
∗
k−1 describe the signal to interference plus noise ratios (SINRs) required

by each user. There are different methods proposed in the literature to solve this optimization

problem for a feasible set of SINR requirements [22]. For example, using the uplink-downlink

duality and modifying the optimal algorithm presented in [8, 22], we can solve the optimization

problem. For completeness, the highlight of the algorithm is presented in Appendix B. It can be

easily shown that the asynchronous method outperforms the synchronous method because each

user suffers from less inter-user interference in the asynchronous systems.

Proposition 1: The average transmission power obtained from the asynchronous transmission

in (6) is less than that of the synchronous method, i.e., pAavg,opt < psynchavg,opt.

Proof: The proof is trivial as the minimization problem for both the synchronous and

asynchronous methods include the same objective function while having looser constraints for

the latter due to less interuser interference. As a result, the average transmit power is reduced

by using Method A.

IV. SPATIAL BEAMFORMING DESIGN WITH UNCORRELATED TIME-DOMAIN PRECODING

In this section, we present Method B in Fig. 2 that uses uncorrelated time-domain precoding.

Recalling the received samples at User k, yk =
∑K

l=1Gklh
H
kwlsl + nk, note that the offset

matrices are banded Toeplitz matrices. Banded Toeplitz matrices are asymptotically equivalent

to circulant matrices as the matrix dimension goes to infinity [37, 38]. The first implication of

the asymptotic equivalence of Banded Toeplitz matrices with circulate matrices is that a banded

Toeplitz matrix can be diagonalized by DFT matrices as its size grows large. In other words,

as N → ∞, matrix Gkl can be denoted as UNΛklUN
H where UN denotes the N × N DFT

matrix and Λkl is a diagonal matrix whose nth diagonal element is denoted as [Λkl]nn = λkl[n].

Diagonal structure of Λ̃kl = UH
NGklUN is also verified in Fig. 4 for a moderate number of

block length. The off-diagonal residual, defined as sum of squared of off-diagonal elements is

shown for the r.r.c. pulse and various values of N . It can be seen that, as N increases, the off

diagonal elements converge to zero and, thus, the offset matrices can be diagonalized by DFT

matrix.

Therefore, to diagonalize the offset matrices, each data stream can be precoded as, sk =

UNPk
1/2dk where UN is the N × N DFT matrix and Pk is a diagonal matrix whose nth
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Fig. 4: Verification of diagonal structure of Λ̃kl = U
H
NGklUN with r.r.c. pulse.

diagonal element is the power coefficient of User k’s nth sub-channel denoted by Pk[n]. At User

k, the received samples are multiplied by UH
N to get:

ŷk = U
H
Nyk = h

H
kwkP

1/2
k dk +

K∑
l=1
l 6=k

Λklh
H
kwlP

1/2
l dl + n̂k, (7)

where the covariance matrix of n̂k is equal to σ2
kIN . Then, assuming Gaussian signaling, the

achievable rate at User k can be written as:

rBk = lim
N→∞

1

N

N∑
n=1

log2

(
1 +

Pk[n]|hHkwk|2∑K
l=1,l 6=k |λkl[n]|2Pl[n]|h

H
kwl|2 + σ2

k

)
. (8)

The next implication of the asymptotic equivalence of banded Toeplitz matrices with circular ma-

trices is that the diagonal elements of Λkl are samples of the generating function of matrix Gkl.

In more details, defining the generating function ofGkl as Gτkl(f) =
∑∞

n=−∞ gτkl(n)e
−j2πfn, f ∈

[0, 1], we have λkl[n] = Gτkl(n/N), n = 1, · · · , N [39]. For example, for the offset matrix Gkl

with r.r.c. pulse and N = 100, the absolute values of λkl[n] and the function |Gτkl(f)| (denoted

as λ[n] and Gτ (f) in the legend for better presentation) are shown in Fig. 5.

Defining fn = n/N , dfN = 1/N and Pk(fn) = Pk[n], we can rewrite the achievable rate

as rBk = limN→∞
∑N

n=1C(fn)dfN where C(fn) = log2

(
1 +

Pk(fn)|hHk wk|2∑K
l=1,l 6=k |Gτkl (fn)|2Pl(fn)|h

H
k wl|2+σ2

k

)
.

Because C(fn) is bounded and almost everywhere continuous on the interval [0, 1], then it is

Reimann integrable on the interval [40], and we get:

rBk =

∫ 1

0

log2

(
1 +

Pk(f)|hHkwk|2∑K
l=1,l 6=k λkl(f)Pl(f)|h

H
kwl|2 + σ2

k

)
df, (9)
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Fig. 5: Comparison of |Gτkl(f)| and |λkl[n]| with r.r.c. pulse and N = 100.

where λkl(f) = |Gτkl(f)|2, called the “offset function”, depends on the pulse shape and the

corresponding time delay τkl. The power distribution function of User k is denoted as Pk(f), f ∈

[0, 1]. A similar approach is also used in [41] to show the capacity region of broadcast channels

with inter-symbol interference (ISI) and colored Gaussian noise.

The offset function λkl(f) is the deciding factor on the achievable rates of Method B. As shown

in Appendix A, Gτkl(f) is indeed the sum of the shifted versions of the frequency spectrum of

the pulse shape, while each shifted version is multiplied by an exponent of the corresponding

time delay (refer to Appendix A, Eq. (22)). Therefore, for the synchronous beamforming and

Nyquist pulse shape, the folded spectrum of the pulse shape adds up to one, which then results in

λkl(f) = 1. Thus, the achievable rate expression simplifies to the conventional rate expression.

However, exploiting time asynchrony will alter the function λkl(f) which is demonstrated in

Fig. 6 for r.r.c. pulse shape and different time delays. It can be interpreted that, the addition of

time delays effectively transforms the flat fading channel into a “frequency selective channel”

which can be exploited by proper power spectrum management.

The average transmission power can be calculated as
∑K

k=1 ||wk||2
∫ 1

0
Pk(f)df , hence, the

power minimization can be written as:

min
{Pk(f),wk}Kk=1

pavg =
K∑
k=1

||wk||2
∫ 1

0

Pk(f)df (10)

s.t.

∫ 1

0

log2

(
1 +

Pk(f)|hHkwk|2∑K
l=1,l 6=k λkl(f)Pl(f)|h

H
kwl|2 + σ2

k

)
df ≥ r∗k, k = 1, · · · , K.
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Fig. 6: Demonstration of λkl(f) for r.r.c. pulse with β = 0.5, 1 and different values of timing offsets.

Proposition 2: The optimal transmission power obtained from the power minimization in (10)

is less than Method A, i.e., pBavg,opt < pAavg,opt.

Proof: The proof is presented in Appendix C.

Next, a two-step sub-optimal algorithm is proposed to find the beamforming vectors and

power distribution functions. In the first step, the beamforming vectors are obtained by assuming

uniform power distribution functions which reduces the optimization problem to

min
{wk}Kk=1

pavg =
K∑
k=1

||wk||2 (11)

s.t.

∫ 1

0

log2

(
1 +

|hHkwk|2∑K
l=1,l 6=k λkl(f)|h

H
kwl|2 + σ2

k

)
df ≥ r∗k, k = 1, · · · , K.

To efficiently find the beamforming vectors under the rate constraints, the beamforming vectors

can be found using the lower bounds of the actual rate expressions (refer to Appendix C for

more details). The optimization problem can be rewritten as

min
{wk}Kk=1

pavg =
K∑
k=1

||wk||2 (12)

s.t. log2

(
1 +

|hHkwk|2∑K
l=1,l 6=k

∫ 1

0
λkl(f)df |hHkwl|2 + σ2

k

)
≥ r∗k, k = 1, · · · , K.
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Since the rate constraints in (12) are tighter versions compared with those in (11), the solution

of (12) is also a suboptimal solution for (11). The optimization problem in (12) is equivalent

to the optimization problem in (6) because
∫ 1

0
λkl(f)df = ητkl . Hence, the optimal algorithm

presented in Appendix B can be used to find the optimal beamforming vectors for the above

problem as well. However, the average transmit power can be further reduced by proper spectrum

management as discussed in the next step.

In the second step, the power distribution functions are found. Power spectrum management or

Dynamic Spectrum Management (DSM) is a well-known and an effective method for reducing

the effect of crosstalk in Digital Subscriber Line (DSL) systems [42]. Various DSM algorithms are

proposed in the literature including the Optimal Spectrum Balancing (OSB), Iterative Spectrum

Balancing (ISB), Iterative Water-Filling (IWF) and Successive Convex Approximation for Low

complExity (SCALE) [43]. The SCALE optimization has shown the lowest complexity with

fastest convergence properties and closest solutions to the optimal one [44]. Let denote ||w∗k||2

and λkl(f)|hHkw∗l |2 as ρk and λ̂kl(f), respectively, wherew∗k is the beamforming vectors obtained

from the first step. Then, the DSM problem can be formulated as:

min
{Pk(f)}Kk=1

pavg =
K∑
k=1

ρk

∫ 1

0

Pk(f)df (13)

s.t.

∫ 1

0

log2

(
1 +

Pk(f)λ̂kk(f)∑K
l=1,l 6=k λ̂kl(f)Pl(f) + σ2

k

)
df ≥ r∗k, k = 1, · · · , K,

which can be solved efficiently with SCALE algorithm [44]. For example, the power distribution

functions for the case of M = 4, K = 4 using r.r.c. pulse shape with β = 0.5 and a random

channel realization is shown in Fig. 7. It can be observed that the frequency selectivity that is

imposed by intentional time delays is exploited by the proposed algorithm. As a result, further

reduction in the average transmit power can be achieved as shown in the legend of Fig. 7 and

also in the simulation section.

V. SPATIAL BEAMFORMING DESIGN WITH CORRELATED TIME-DOMAIN PRECODING

In this section, we present Method C that exploits Oversampling and timing asynchrony.

Oversampling technique provides independent set of sufficient statistics for the asynchronous

transmission which can be exploited to cancel the IUI interference [23].

To obtain the set of sufficient statistics, each user samples the received signal K times more

than the previous methods, i.e., at time instants tjn = nTs + τjTs, for n = 1, 2, · · · , N, j =
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Fig. 7: Demonstration of power distribution functions obtained by the proposed two-step algorithm for r.r.c. pulse

with β = 0.5.

(a) Sampling at generic users 1 and 2 (b) Oversampling at User k

Fig. 8: Demonstration of oversampling method.

1, · · · , K which yields a set of sufficient statistics yjk[n] for detecting the transmitted sym-

bol vectors [23]. The oversampling method is demonstrated in Fig. 8. Denoting yjk =

(yjk[n], · · · , y
j
k[N ])T , we will have yjk =

∑K
l=1 h

H
kwlGjlsl + n

j
k where njk represents the noise

vector of the jth set of samples at User k whose covariance matrix is Qj
k = E[njkn

j
k

H
] = σ2

kIN .

Putting all the samples together as yk = (y1
k

T
, · · · ,yKk

T
)T results in:

yk =


G11 G12 ··· G1K

GT12 G22

. . . ...
... . . . . . . GK−1,K

GT1K ··· GTK−1,K GKK



hHk w1IN 0N ··· 0N

0N hHk w2IN
. . . ...

... . . . . . . 0N
0N ··· 0N hHk wKIN


( s1

s2
...
sK

)
+

 n1
k

n2
k

...
nKk


= GHks+ nk, (14)
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where 0N represents the N × N all-zero matrix. Matrix G contains the offset matrices as its

constructive blocks. Matrix Hk represents the effective channel coefficients at User k which

depends on the actual channel and the choice of beamforming vectors at the antenna elements.

The vectors s and nk denote the precoded symbols and the noise vector at User k whose

covariance matrix equals Gσ2
k due to oversampling. It is shown that Matrix G with distinctive

time delays is positive definite for any time-limited pulse shape (which encompasses all the

pulse shapes in practice) [45]. Therefore, unlike the synchronous transmission where matrix G

becomes rank-deficient, in the asynchronous transmission with distinctive time delays, matrix G

is full-rank [46]. Because matrix G is full-rank, NK sub-channels are available to be exploited.

In addition, matrix G is a block Toeplitz matrix which with uniform time delays and proper

ordering in the received samples can become banded Toeplitz [47] and, thus can be diagonalized

by DFT matrix, as explained in Section IV.

In order to use the “additional available rank”, and be able to cancel the co-channel

interference, the users should be divided into groups with a common beamforming vector

assigned to each group. In this way, the effective channel matrix will be the same for all the

users in a group and the offset matrix can be diagonalized by DFT matrix to remove the co-

channel interference. The information symbols of users within each group is precoded together

and transmitted by the same beamforming vector. Therefore, the concept of multicast multi-group

beamforming is utilized as shown in Fig. 9, where spatial-domain beamfroming is used to avoid

inter-group interference and time-domain precoding is used to avoid intra-group interference.

Assume K/q groups, {G1, · · · ,GK/q}, where each of them includes q users, i.e., |Gg| =

q, g = 1, · · · , K/q and define a user-grouping function that assigns each user to a group,

i.e., π : K → G, where K = {1, · · · , K} and G = {1, · · · , K/q} are the set of user

and group indices, respectively. Each user, k, is assigned to a group, g, π(k) = g, and the

user-grouping policy will be discussed later. Unlike Method B with uncorrelated precoding,

where each user’s data is precoded separately, here, the intended symbols of all users in a

group are precoded together. The intended symbols for the users in Group g are precoded

as
(
sTq(g−1)+1, · · · , sTqg

)T
= UNqP

′
g
1/2 (

dTq(g−1)+1, · · · ,dTqg
)T

where UNq and P ′g are the

Nq×Nq DFT matrix and Nq×Nq diagonal power allocation matrix, respectively. After time-

precoding, power allocation and pulse shaping, the signal for Group g can be written as: Sg(t) =∑q
i=1

∑N
n=1 sq(g−1)+i[n]p(t− nTs − τiTs). Then, the signal for each group is beamformed by

w′g ∈ CM×1, and hence, the transmitted signal can be written as S(t) =
∑K/q

g=1w
′
gSg(t).
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Fig. 9: Method C’s System Model.

The received signal at the kth user can be denoted as yk(t) =
∑K/q

g=1 h
H
kw

′
gSg(t) + nk(t). By

employing the oversampling technique, explained before, we can have:

y′k =


G11 G12 ··· G1,q

GT12 G22

. . . ...
... . . . . . . Gq−1,q

GT1,q ··· GTq−1,q Gq,q

 K/q∑
g=1

hHkw
′
gUNqP

′
g
1/2

 dq(g−1)+1

dq(g−1)+2

...
dqg

+

 n1
k

n2
k

...
n
q
k


= G′

K/q∑
g=1

hHkw
′
gUNqP

′
g
1/2
d′g + n

′
k. (15)

As explained before, the banded Toeplitz matrix G′ can be diagonalized by DFT matrix, i.e.,

G′ = UNqΛ
′UH

Nq, as N →∞ [38]. After multiplying y′k with UH
Nq, the resulting samples can

be written as ŷ′k = Λ′
∑K/q

g=1 h
T
kw
′
gP
′
g
1/2d′g + n̂

′
k where the covariance matrix of the effective

noise vector equals Λ′σ2
k. Denoting the nth diagonal elements of the Λ′ and P ′g, as λ′[n] and

P ′g[n], respectively, and assuming Gaussian signaling, the rate at the kth user can be written

as rCk = limN→∞
1
N

∑
n∈Ik log2

(
1 +

P ′
π(k)

[n]λ′[n]|hHk w′π(k)|2∑K/q
j=1,j 6=π(k) P

′
j [n]λ

′[n]|hHk w′j |2+σ2
k

)
where Ik represents the

set of sub-channels indices which are assigned to User k. The average transmit power equals

pavg = limN→∞
1
N

∑K/q
g=1 tr(Λ

′P ′g)||w′g||2, thus, the optimization problem can be formulated as

min
{w′g ,P ′g}

K/q
g=1 ,{Ik}Kk=1,π(.)

pavg = lim
N→∞

1

N

K/q∑
g=1

tr(Λ′P ′g)||w
′
g||

2 (16)

s.t. lim
N→∞

1

N

∑
n∈Ik

log2

(
1 +

P ′π(k)[n]λ
′[n]|hHkw′π(k)|2∑K/q

j=1,j 6=π(k) P
′
j [n]λ

′[n]|hHkw′j |2 + σ2
k

)
≥ r∗k, k = 1, · · · , K.

The sub-channel and group assignment polices make the above optimization problem overly

complicated and intractable. To solve the optimization problem efficiently, we use a sub-optimal

method of sub-channel and power assignment rule to simplify the optimization problem. We
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assume the following simplifying assumptions: (I) a simple power assignment rule for sub-

channels which is, indeed, optimal for an AWGN channel, and (II) the same q available sub-

channel configurations for each group. These assumptions are explained in Appendix D in more

details. After considering the above simplifying assumptions, the power minimization problem

can be formulated as:

min
{w′g}

K/q
g=1 ,{Pk}Kk=1,(π(.),φ(.))

pavg =
K∑
k=1

Pk||w′π(k)||
2 (17)

s.t.
Pk|hHkw′π(k)|2∑K/q

j=1,j 6=π(k) Pc(k,j)|h
H
kw
′
j |2 + σ2

k

≥ γ∗k, k = 1, · · · , K,

where π(.), φ(.) are the group assignment and sub-channel assignment functions, respectively,

assigning each user to a group index, i.e., (π : K → G = {1, · · · , K/q}) and a sub-channel

assignment index (φ : K → S = {1, · · · , q}). The index c(k, j) denotes the index of the user

in Group j which has the same sub-channel assignment as the kth user, i.e., c(k, j) = {l ∈

Gj|φ(l) = φ(k)}. After simplification, the problem is similar to the well-known multigroup

multicast QoS problem in the literature [18, 48–50] and similar approaches can be used to solve

the problem.

To this end, we first solve the power optimization problem given a set of group and sub-channel

assignments π(.) and φ(.), then, consider a heuristic group/sub-channel assignment policy to

further improve the objective function. The well-known semi-definite relaxation [51] technique

can be applied by assuming all the power adjustment coefficients being equal to one. Thus, the

optimization problem reduces to:

min
{w′g}

K/q
g:1

pavg =

K/q∑
g=1

||w′g||
2 (18)

s.t.
|hHkw′π(k)|2∑K/q

j=1,j 6=π(k) |h
H
kw
′
j|2 + σ2

k

≥ γ∗k, k = 1, · · · , K.

The above problem is a quadratically constrained quadratic programming (QCQP) problem with

non-convex constraints. By some manipulations, we can have the following standard semi-definite

programming (SDP).

min
{W ′g}

K/q
g:1

pavg =

K/q∑
g=1

tr(W ′
g) (19)

s.t. γ∗k

K/q∑
j=1,j 6=π(k)

tr(HkW
′
j ) + γ∗kσ

2
k − tr(HkW

′
π(k)) ≤ 0
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W ′
g ≥ 0, ∀g ∈ {1, · · · , K/q}, (20)

where Hk = hkh
H
k , W ′

g = w′gw
′
g
H . The non-convex rank-one condition is dropped and thus,

the solution can be found by SDP solvers like CVX [52]. However, due to the relaxation, the

obtained solution will not, in general, consist of rank-one matrices. Hence, an approximate

solution to the original problem can be found using a randomization technique like Gaussian

randomization method [53]. Then, similar to the multigroup multicast power control (MMPC)

[48] step which converts the candidate beamforming vectors to a candidate solution, we apply

the following step to find the power adjustment coefficients.

Let denote ||w′∗j ||2 and |hHkw
′∗
j |2 as ρ′j and αkj , respectively, where ŵ′∗j is a beamforming

vector candidate obtained from the Gaussian randomization method. Then, to find the power

adjustment coefficients, we solve the following optimization problem:

min
{Pk}Kk=1

pavg =
K∑
k=1

Pkρ
′
π(k) (21)

s.t.
Pkαk,π(k)∑K/q

j=1,j 6=π(k) Pc(k,j)αkj + σ2
k

≥ γ∗k, k = 1, · · · , K,

which is a linear program (LP) and can be solved easily by matrix inversion as the inequalities

are active at the optimal solution (see Appendix B for more details). After feeding Nrand

beamforming vector candidates to the power control step, the one with lowest objective function

value is chosen as the final solution. In summary, the proposed algorithm includes solving the

SDP problem once and solving the LP problem Nrand times. The choice of Nrand is a trade-

off between the extent of sub-optimality of the final solution and the overall complexity of the

algorithm [48].

A key step in the proposed method lies in sub-channel/user-grouping. User scheduling and sub-

channel assignment is studied in various context in the literature including the Non-Orthogonal

Multiple Access (NOMA) and Multicast Mutigroup beamforming [18, 48, 54, 55]. In Multicast

transmission, same information is transmitted to all users in a group and the interference is only

caused by the users in other groups [56]. However, in NOMA systems, users assigned to the

same group also cause interference to each other which is removed by ordered SIC based on the

channel strengths [57]. Therefore, because of the ordered SIC, the user-grouping algorithms in

NOMA settings are more involved, compared with similar algorithms for multicast multigroup

transmission. Method C is similar to multicast transmission as the same information is sent to

all users in a group with no intra-group interference which is eliminated by the oversampling
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technique. The underlying intuition for user-grouping in multicast transmission is that users

assigned to the same group should have co-linear (i.e., similar) channels since they need to

use the same beamforming vector. On the contrary, interfering users, assigned to other groups,

should be orthogonal to minimize the interference [16].

Therefore, inspired by the multigroup multicast nature of Method C, we use the following

low-complexity user-grouping method, detailed in [18]:

• One user per group is allocated according to the semi-orthogonality criteria originally

proposed in [16]. The goal is to allocate non-interfering users in different groups.

• For each of the groups, the most parallel users to the previously selected user are assigned

to the same group. As a result, the similarity of the co-group channels is maximized.

Note that the focus of this work is analyzing the benefits of time asynchrony and not the user-

grouping algorithm. Thus, any other user grouping algorithm that fits our system model can be

employed. The effect of the user-grouping method is analyzed in Section VI.

VI. COMPARISON AND NUMERICAL RESULTS

TABLE I: Comparison of the Proposed Methods

Methods Complexity at Users Detection Delay Uplink Knowledge of Delays Oversampling Algorithm

synch. STE SS yes own delay no optimal

Method A STE SS yes own delay no optimal

Method B N -IFFT+STE FF yes own delay no sub-optimal

Method C Nq-IFFT+STE FF no all delays in own group yes sub-optimal

A. Comparison

In Table I, various properties of the proposed methods, including the complexity and delay,

are compared. Due to the limited computational capabilities of the users in a beam-forming

application, we only consider the complexity at the user side. The synchronous method and

Method A enjoy symbol-by-symbol (SS) detection with a possible single-tap equalizer (STE)

while Methods B and C perform detection on a frame-by-frame (FF) basis and have additional

complexity of N × N IDFT matrix multiplication and Nq × Nq IDFT matrix multiplication,

respectively. However, the N ×N and Nq×Nq IDFT matrix multiplications can be effectively

perforemd by N -point and Nq-point Inverse Fast Fourier Transform (IFFT). The synchronous
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method, Methods A and B are applicable to uplink with minor modifications, however, Method

C is only applicable to downlink due to the correlated precoding which requires the collective

information of all users in a group. In addition, in Method C, the users require the knowledge of

the user’s time delays in their own group to perform oversampling, however, in other methods,

each user only requires its own time delay. The proposed algorithms for the synchronous and

Method A are optimal while the multi-step algorithms for Methods B and C are sub-optimal.

Providing improved algorithms for Methods B and C is an interesting topic for future work.

B. Numerical Results

In this section, numerical simulations are performed to verify our presented results. The Monte

Carlo simulations are performed over 1000 realizations of random channel coefficients where

the channel coefficients follow a Rayliegh fading model CN (0, 1). For each such configuration,

the same rate constraint is assumed for all users and the noise variance is set to σ2
k = 0.1

for all users. Different configurations of transmit antennas (M ), number of users (K) and rate

constraints (r∗k) are considered to show the advantages of the asynchronous methods. In Fig.

10a, the performance of the synchronous method is compared with Method A with M = 6

transmit antennas and the rate constraint of r∗k = 1.5(bpcu) for each user. Different pulse shapes

are included to show the effect of pulse shape in the performance of beamforming methods.

For fair comparison, the synchronous method is assumed to use the same pulse shape as its

counterpart. As explained in Proposition 1, due to asynchrony, the choice of pulse shape has

significant effect on the performance improvement of Method A. As the roll-off factor of the

r.r.c. pulse shape increases, the decrease in the transmit power increases. β = 1 provides the

highest improvement while β → 0 provides no reduction in power as proved in Proposition 1.

Beside decreasing the average transmit power, Method A can also support 10 users which is

not possible with the synchronous beamforming. In Fig. 10b, the comparison is performed for

K = 10 and r∗k = 1.2(bpcu) with respect to different number of transmit antennas. By increasing

the number of transmit antennas, the average transmit power decreases and the performance of

both synchronous and asynchronous methods converge. With large number of antennas, the IUI

can be completely removed by spatial beamforming and asynchrony loses its benefits. However,

as the number of transmit antennas decreases and the system becomes overloaded, the reduction

in the average transmit power, obtained by asynchrony, increases. For example, with M = 6 and

r.r.c. pulse with β = 0.5, around 3dB power reduction is achieved. In addition, using Method A,
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(a) M = 6, r∗k = 1.5(bpcu) (b) K = 10, r∗k = 1.2(bpcu)

(c) M = 6, K = 8

Fig. 10: Performance of Method A

.

the required rate constraints can be supported by 5 transmit antennas which is impossible with

the synchronous beamforming. In Fig. 10c, the comparison is presented for M = 6 and K = 8

with respect to various rate constraints. For small rate constraints the gain provided by Method A

is not noticeable, however, as the rate constraints increase the reduction in the average transmit

power increases. In addition, the largest rate constraint that can be provided by the synchronous

method is r∗k = 1.8(bpcu) while Method A can support up to r∗k = 2.2(bpcu).

In Fig. 11, the performance of Method B using the 2-step algorithm proposed in Section IV
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(a) M = 6, r∗k = 1.5(bpcu) (b) M = 6, K = 8

Fig. 11: Performance of Method B.

with SCALE DSM algorithm [44] and N = 100 is shown. In Fig. 11a, M = 6, r∗k = 1.5[bpcu]

and different number of users (K) are considered. As the number of users increases, the reduction

in the average transmit power increases. For example, for K = 9, around 1dB power reduction

is achieved. In Fig. 11b, considering M = 6 and K = 8, the power reduction of around 10dB

and 2dB is achieved at r∗k = 2.2 compared with Method A by r.r.c. (β = 0.5) and rect. pulses,

respectively.

In Fig. 12, the performance of Method C using the proposed algorithm in Section V with

Nrand = 300, q = 2, and with/without user scheduling is shown. In Fig. 12a, K = 10, r∗k =

1.2(bpcu) and different number of transmit antennas (M ) are considered. As the number of

transmit antennas increases, the spatial domain becomes sufficient to cancel the IUI and Method

C is not helpful. However, with low number of transmit antennas, the spatial domain is unable to

effectively cancel the IUI and user-grouping and the precoding/oversampling technique greatly

improves the performance. Furthermore, by using Method C, the required rate constraints can

be satisfied by M = 4 transmit antennas. In Fig. 12b, with M = 6, K = 10, the power

reduction of around 6dB and 4dB are achieved at r∗k = 1.4(bpcu) compared with Methods

A and B, respectively. In addition, for the chosen parameters, Method C can support up to

r∗k = 2(bpcu) while the synchronous method and Methods A/B can support up to r∗k = 1.2(bpcu)



23

(a) K = 10, r∗k = 1.2(bpcu) (b) M = 6, K = 10

Fig. 12: Performance of Method C.

and r∗k = 1.4(bpcu), respectively. Note that the heuristic user scheduling method further reduces

the average transmit power. While we have presented the results for a few sets of parameters,

we have done extensive simulations with other choices of parameters and a similar trend has

been observed.

VII. CONCLUSION

In this paper, we investigated the benefits of adding intentional time delays in the performance

of downlink transmit beamforming. We compared our proposed methods with the optimal

transmit beamforming method and showed that our proposed methods improve the performance

by decreasing the average transmit power. Method A which uses no time-domain precoding

exploits the reduction in the co-channel interference and by using the optimal algorithm (which

exploits the duality of uplink and downlink beamforming) can improve the performance. In

Method B, which uses uncorrelated time-domain precoding, the offset matrices are diagonalized

and thus, different sub-channels experience different qualities. The imposed frequency selectivity

can be exploited by DSM algorithms, e.g., the SCALE algorithm, to further reduce the average

transmit power. Note that the proposed two-step algorithm provides a sub-optimal solution.

Method C employs correlated time-domain precoding and an oversampling technique to obtain

a set of sufficient statistics which results in a system model with higher dimensional full-rank
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matrices. The additional available rank helps to cancel the intra-group co-channel interference

while the inter-group IUI is reduced by the spatial beamforming. The hueristic group/sub-channel

assignment, in conjunction with the SD relaxtaion and the power control step provides a sub-

optimal solution. In a nutshell, adding intentional timing offsets provide powerful tools to manage

the co-channel interference in downlink beamforming scenarios.

APPENDIX A

PROOF OF LEMMA 1

Assuming a rectangular pulse shape, due to its finite time support, it can be easily shown

that ηrect.τ =
∑∞

i=−∞ g
2(τTs + iTs) = τ 2 + (1− τ)2. Therefore, we focus on deriving the results

for the r.r.c. pulse shape which has infinite time support. Denoting g(t) as a raised cosine

pulse shape with symbol period of Ts and the roll-off factor of β, the goal is to find ητ =∑u
i=−u g

2(τTs + iTs). Assuming truncation of the raised cosine pulse shape with large number

of side lobes, we can approximate ητ ≈ η∞τ =
∑∞

i=−∞ g
2(τTs + iTs). The frequency spectrum

of the discrete sequence of {g(τTs + iTs)}∞i=−∞ can be denoted as:

Gτ (f) =
1

Ts

∞∑
i=−∞

e−j2πτ(f+i)ĝ(
f + i

Ts
), f ∈ [−1/2, 1/2], (22)

where ĝ(f) is the Fourier transform of the raised cosine pulse shape g(t) and is denoted as:

ĝ(f) =


Ts |f | ≤ 1−β

2Ts

Ts
2

[
1 + cos

(
πTs
β

(
|f | − 1−β

2Ts

))]
1−β
2Ts

< |f | ≤ 1+β
2Ts

0 o.w.

. (23)

The spectrum function Gτ (f) is periodic with period of 1 and based on the Parseval’s theorem,

we have η∞τ =
∫ 1/2

−1/2 |Gτ (f)|2df . Based on the definition of ĝ(f), the spectrum function Gτ (f)

for f ∈ [−1/2, 1/2] can be derived as:

Gτ (f) =


e−j2πτfA(−f) + e−j2πτ(f+1)A(f + 1) −1

2 < f ≤ −1+β2

e−j2πτf |f | ≤ 1−β
2

e−j2πτfA(f) + e−j2πτ(f−1)A(−f + 1) 1−β
2 < f ≤ 1

2

, (24)

where A(f) = 1
2

[
1 + cos

(
πTs
β

(
f
Ts
− 1−β

2Ts

))]
. Thus, η∞τ can be calculated as follows:

η∞τ =

∫ −1+β
2

−1
2

∣∣A(−f) + e−j2πτA(f + 1)
∣∣2 df︸ ︷︷ ︸

b

+

∫ 1
2

1−β
2

∣∣A(f) + e−j2πτA(−f + 1)
∣∣2 df︸ ︷︷ ︸

a

+(1− β).
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In general, for the pulse shapes that satisfy the Nyquist no-ISI condition, the frequency-shifted

replicas of the spectrum add up to a constant value, here, e.g., A(f) + A(−f + 1) = 1, f ∈

[1−β
2
, 1
2
]. Thus, putting τ = 0 yields η∞0 = 1, which is in fact the maximum value of η∞τ . For

non-zero values of timing offset, the phase rotation of the frequency replicas due to timing offset

results in out-of-phase addition of replicas and hence, η∞τ < η∞0 , τ ∈ (0, 1).

Fig. 13: Schematic illustration of the folded spectrum with phase rotation of the frequency replicas.

To further simplify η∞τ , note that a = b, and we calculate one of them as:

a =

∫ 1
2

1−β
2

A2(f) + A2(−f + 1) + 2A(f)A(−f + 1) cos(2πτ)df. (25)

Because the function A(f) is always positive, thus, τ = 0 maximizes a as explained before, and

τ = 1/2 minimizes a. By some calculations, we can show that a = 3β/8 + β cos(2πτ)/8. As a

result, η∞τ can be calculated as η∞τ = 1− β/4 + β cos(2πτ)/4 which concludes the proof.

APPENDIX B

SUMMARY OF THE OPTIMAL ALGORITHM FOR DOWNLINK BEAMFORMING

Denoting wk =
√
ρkuk where ||uk||2 = 1, the power optimization problem can be written as:

min
{ρk,uk}Kk=1

pavg =
K∑
k=1

ρk (26)

s.t.
ρku

H
k hkh

H
k uk∑K

l=1,l 6=k ητklρlu
H
l hkh

H
k ul + σ2

k

≥ γ∗k, k = 1, · · · , K.

By exploiting the virtual uplink duality, the power minimization can be equivalently stated as

[8]:

min
{ρk,uk}Kk=1

pavg =
K∑
k=1

ρk (27)
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s.t.
ρku

H
k h̃kh̃

H

k uk

uHl

(∑K
l=1,l 6=k ητklρlh̃kh̃

H

k + IM

)
ul
≥ γ∗k, k = 1, · · · , K.

where h̃k = hk/σk. Then, the beamforming direction uk and beamforming amplitude ρk can

be recursively updated to find the optimal answer, as follows:

• Update beamforming direction: uk(t+ 1) =
(∑K

l=1,l 6=k ητklρl(t)h̃kh̃
H

k + IM

)−1
h̃k.

• Update beamforming amplitude: ρk(t + 1) =
γ∗k
µk(t)

ρk(t) where µk(t) =

ρk(t)u
H(t)kh̃kh̃

H
k uk(t)

uHl (t)
(∑K

l=1,l 6=k ητklρl(t)h̃kh̃
H
k +IM

)
ul(t)

.

The rate constraint inequalities are active at the optimal point, thus, to satisfy the rate

constraint inequalities, the power control procedure is adopted as follows ρ = F−1γ∗ where

ρ = (ρ1, · · · , ρK), γ∗ = (γ∗1 , · · · , γ∗K) and [F ]i,j =

 uHi h̃ih̃
H

i ui i = j

−ητijγ∗i uHj hih
H
i uj i 6= j

.

APPENDIX C

PROOF OF PROPOSITION 2

To show the superiority of Method B compared with Method A, we simply assume uniform

power distribution function in Method B which simplifies the achievable rate expression for

User k to rBk =
∫ 1

0
log2

(
1 +

|hHk wk|2∑K
l=1,l 6=k λkl(f)|h

H
k wl|2+σ2

k

)
df . Then, to prove that the asynchronous

method with uncorrelated precoding can reduce the power transmission, we show that for the

set of optimal beamforming vectors obtained for Method A, we have rBk > rAk . Then, the

beamforming vectors’ amplitudes can be accordingly reduced which results in power reduction.

To show that, we use the Jensen’s inequality for the convex function of log2(1 + 1/x), which

results in
∑

i log2(1 + 1/xi) ≥ log2(1 + 1/
∑

i xi). Therefore, we have:

rBk =

∫ 1

0
log2

(
1 +

|hHk wk|2∑K
l=1,l 6=k λkl(f)|h

H
k wl|2 + σ2

k

)
df ≥ log2

(
1 +

|hHk wk|2∑K
l=1,l 6=k

∫ 1
0 λk,l(f)dfh

H
k wl|2 + σ2

k

)
= rAk . (28)

Besides, by applying the Parseval’s theorem, we can show that ητkl =
∑∞

n=−∞ g
2
τkl
(n) =∫ 1

0
|Gτkl(f)|2df =

∫ 1

0
λkl(f)df (refer to Appendix A for more details). Thus, it can be seen

that the right hand side of the inequality is equal to rAk = log2

(
1 +

|hHk wk|2∑K
l=1,l 6=k ητk,l |h

H
k wl|2+σ2

k

)
which verifies that rBk > rAk and concludes the proof.

APPENDIX D

DERIVATION OF THE RATE EXPRESSION FOR METHOD C WITH SIMPLIFYING ASSUMPTIONS

The term 1
N
tr(Λ′P ′g) in the average transmit power expression can be written as

1
N

∑Nq
n=1 λ

′[n]P ′g[n] =
∑

k∈Gg Pk where Pk = 1
N

∑
n∈Ik λ

′[n]P ′g[n]. To simplify the optimization
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problem, we use a sub-optimal power allocation which is, in fact, optimal for AWGN channels

[47]. Assuming an AWGN channel, the optimal capacity-achieving power allocation simplifies

to λ′[n]P ′g[n] = Pk, ∀n ∈ Ik which is followed by the concavity of log2 function and Jensen’s

inequality. Therefore, by substitution, the optimization problem simplifies to:

min
{w′g}

K/q
g=1 ,{Ik,Pk}Kk=1,π(.)

pavg =
K∑
k=1

Pk||w′π(k)||
2 (29)

s.t. lim
N→∞

1

N

∑
n∈Ik

log2

(
1 +

Pk|hHkw′π(k)|2∑K/q
j=1,j 6=π(k) Pc(n,j)|h

H
kw
′
j|2 + σ2

k

)
≥ r∗k, k = 1, · · · , K,

where c(n, j) = {l ∈ Gj|n ∈ Il}. In simple words, Pc(n,j) is the power adjustment coefficient

of the user in Group j which Sub-channel n is assigned to it. In the above optimization, the

summation is over assigned sub-channels, however, with a simple sub-channel assignment rule,

we can get rid of the summation and the optimization problem can be further simplified. We

Fig. 14: Schematic representation of the simplified sub-channel assignment.

assume that there are q different sub-channel configurations, {S1, · · · ,Sq}, where each of them

includes K/q different users in K/q different groups, i.e., |Ss| = K/q, s = 1, · · · , q. Define

a sub-channel-assignment function that assigns each user to a sub-channel configuration, i.e.,

φ : K → S, where K = {1, · · · , K} and S = {1, · · · , q} are the set of user and sub-channel

configuration indices, respectively. Each user, k, is assigned to a sub-channel configuration, s,

φ(k) = s. An example of the simplified sub-channel assignment is shown in Fig. 14 for K = 6

and q = 3, where G1 = {1, 2, 3}, G2 = {4, 5, 6}, S1 = {1, 4}, S2 = {2, 5} and S3 = {3, 6}. Note

that the users with the same color (same sub-channel configuration) interfere with each other.

Therefore, the optimization problem is simplified to

min
{w′g}

K/q
g=1 ,{Pk}Kk=1,(π(.),φ(.))

pavg =
K∑
k=1

Pk||w′π(k)||
2 (30)

s.t.
Pk|hHkw′π(k)|2∑K/q

j=1,j 6=π(k) Pc(k,j)|h
H
kw
′
j |2 + σ2

k

≥ γ∗k, k = 1, · · · , K.
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where c(k, j) = {l ∈ Gj|φ(k) = φ(l)}.
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