
UC Berkeley
Working Paper Series

Title
Are Local Minimum Wages Too High? Working Paper #102-19

Permalink
https://escholarship.org/uc/item/7xt8716f

Authors
Nadler, Carl
Allegretto, Sylvia
Godoey, Anna
et al.

Publication Date
2019-04-01

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/7xt8716f
https://escholarship.org/uc/item/7xt8716f#author
https://escholarship.org
http://www.cdlib.org/


IRLE WORKING PAPER
#102-19

April 2019

Carl Nadler, Sylvia A. Allegretto, Anna Godøy and Michael Reich

Are Local Minimum Wages Too High?

Cite as: Carl Nadler, Sylvia A. Allegretto, Anna Godøy and Michael Reich (2019). “Are Local Minimum Wages Too 
High?” IRLE Working Paper No. 102-19. 
http://irle.berkeley.edu/files/2019/04/Are-Local-Minimum-Wages-Too-High.pdf

http://irle.berkeley.edu/working-papers

http://irle.berkeley.edu/files/2019/04/Are-Local-Minimum-Wages-Too-High.pdf
http://irle.berkeley.edu/working-papers/


Are Local Minimum Wages Too High,
and How Could We Even Know?∗

Carl Nadler Sylvia Allegretto Anna Godoey Michael Reich
Institute for Research on Labor and Employment, UC Berkeley

April 17, 2019

Click here for latest version

Abstract

We measure the effects of six citywide minimum wages that ranged up to $13 in
Chicago, the District of Columbia, Oakland, San Francisco, San Jose and Seattle, em-
ploying event study and synthetic control methods. Using aggregate data on average
earnings and employment in the food services industry, we find significantly positive
earnings increases and no significant employment losses. While such evidence suggests
the policies raised the earnings of low-wage workers, as intended, a competing expla-
nation is that the industry responds to wage increases by increasing their demand
for more productive higher-wage workers, offsetting low-wage layoffs (i.e., labor-labor
substitution). To tackle this key question, we present a theoretical framework that con-
nects the responses estimated at the industry-level to the own- and cross-wage labor
demand elasticities that summarize the total effect of the policies on workers. Using a
calibration exercise, we find that the combination of average earnings gains and con-
stant employment cannot be produced by labor-labor substitution unless there are also
effects on hours. To test whether the minimum wage increases demand for higher-wage
workers or reduces low-wage workers’ hours, we examine the effects of California’s re-
cent state and local minimum wage policies on the food services industry. There we
find no evidence of labor-labor substitution or hours responses. Thus, the most likely
explanation for the responses we find in the cities is that the industry’s demand for
low-wage workers is inelastic, and the policies raised their earnings.
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1 Introduction

Many U.S. studies on the labor market effects of minimum wage policies have focused on

employment in industries in which a large fraction of workers are paid at or just above the

minimum, such as restaurants. When it is found that the policies raise average earnings

in the industry without causing statistically significant employment losses, the prevailing

interpretation is that the policies raise low-wage workers’ earnings (e.g., Card and Krueger,

1994, 2000, Dube et al., 2010, Allegretto et al., 2017). Since this evidence is based on

changes in total employment, another explanation is that the industry responds to wage

increases by reducing their demand for low-wage workers while simultaneously increasing

their demand for more productive higher-wage workers—i.e., labor-labor substitution (e.g.,

Jardim et al., 2017, Neumark, 2018). Relatedly, if employers respond to wage increases by

reducing hours (an intensive margin response) then evidence on employment alone is not

sufficient to summarize the total effect.

The question of how we should interpret industry-level evidence is especially relevant for

evaluating recent local minimum wages. For most of these localities, there are no publicly

available data sources with direct information on wages, hours and employment. As a re-

sult, to evaluate them, analysts have to rely on data on average earnings and employment

aggregated at the industry-level, such as that provided by the Bureau of Labor Statistics.

Despite several decades of minimum wage research, it is also unclear what the effects of these

local policies will be. Many of these minimum wages will reach $15 in the next few years,

far above the wage floors studied in previous research of federal and state policies. As a

result, there is concern that they could be counterproductive even among some minimum

wage proponents (e.g., Krueger, 2015).

In this paper, we make three contributions to the minimum wage literature. First, we

present a framework that connects the parameters estimated using aggregate industry-level

data to the own- and cross-wage labor demand elasticities in a standard model of labor

demand. We use this framework to show how labor-labor substitution affects the interpre-
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tation of industry-level evidence. Second, we provide a comprehensive assessment of the

earnings and employment effects of six recent citywide policies in Chicago, the District of

Columbia, Oakland, San Francisco, San Jose and Seattle, in which the new minimum wages

ranged from $10 to $13. And third, we present new evidence on labor-labor substitution and

hours effects in the food services industry, exploiting the recent changes in California’s state

and local minimum wage policies that have since 2014 raised the minimum wage from $8 to

$10.50 statewide and to over $12 in a growing number of cities.

In the six cities, we find positive earnings responses in the food services industry that

are remarkably close to those estimated in recent studies of state and federal minimum wage

increases (e.g., Dube et al., 2010; Dube et al., 2016; Totty, 2017). Like these studies, we

also do not detect any employment losses. Based on a calibration exercise informed by

our theoretical framework, we show that labor-labor substitution alone cannot explain the

combination of average earnings gains and constant employment. Intuitively, the reason is

that when employers substitute more productive higher-wage workers for lower-wage workers,

they necessarily reduce total employment demand. It is possible that a combination of labor-

labor substitution and sharply reduced hours per worker can explain the pattern of results

we see in the six cities. However, our analysis of California food services finds no evidence

of either labor-labor substitution or hours effects. As a result, the most likely explanation

for our findings is that total labor demand elasticity for employment and hours combined is

inelastic, and the policies have raised the earnings of low-wage workers in the six cities.

Our theoretical analysis and calibration exercise is motivated by a recent critique raised

by Jardim et al. (2017), who study the effects of Seattle’s recent citywide minimum wage

increases. Unlike previous U.S. studies, they use administrative microdata with information

on quarterly earnings and hours worked by each employee in locatable establishments in the

city. When they aggregate their data at the industry-level, they measure employment effects

in food services close to zero. Yet, when they look at all workers earning under $19, they

measure large negative employment effects. The effects are even larger when they look at
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total hours worked by these workers, suggesting that the minimum wage reduces demand

along both the extensive and intensive margins. Comparing the different sets of results,

they conclude that industry-level evidence based on aggregate earnings and employment

data suffer from an “attenuation bias” and are unable to detect impacts on hours. Our

theoretical framework suggests that this pattern of results—if they are accurate—can be

reconciled only under some form of labor-labor substitution.

Motivated by this critique, we begin by carefully characterizing the conditions under

which the responses estimated in industry-level studies—which we call industrywide elastic-

ities—can be used to bound the total effects on low-wage workers. In a standard model of

labor demand, these effects are summarized by the own-wage and cross-wage labor demand

elasticities for employment and hours. We show that when there is no labor-labor substitu-

tion, cross-wage effects are zero, and small industrywide employment responses and positive

earnings responses together imply that higher minimum wages increase the average earnings

of low-wage workers net of any hours reductions.1

To quantify the effect of labor-labor substitution on this relationship, we focus on the

extensive margin and consider a model in which production depends on only three inputs: a

low-wage group whose wage is covered by the minimum wage, a high-wage group and capital.

We show that the number of high-wage substitutes needed to replace the low-wage workers

depends on three factors: the marginal rate of technical substitution of the low-wage group

for the high-wage group, the ratio of the groups’ weekly hours and the effect on capital. In

industries such as food services, capital is considered to be another substitute for low-wage

workers, and high-wage workers work longer hours on average. Therefore, the total increase

in demand for high-wage workers will not fully offset the change in low-wage employment. As

a result, small industrywide employment elasticities are inconsistent with large employment

effects on low-wage workers in this case as well.2

1Neumark and Wascher (2008) show a similar relationship between group-level employment elasticities
and the elasticity of labor demand (see also Neumark, 2018). To the best of our knowledge, our analysis of
the industrywide elasticity of earnings is new.

2Brown et al. (1982) show a similar relationship between the employment responses estimated on de-
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In the next part of the paper, we turn to our second objective, in which we measure the

industrywide earnings and employment elasticities in the six cities. We focus on the food

services industry, because of the large fraction of workers there who we estimate are covered

under the policy, over 75 percent. We begin with an event study approach, comparing the

treated cities to untreated metropolitan areas across the U.S. Our preferred model finds a

statistically significant earnings elasticity of 0.19 and an insignificant employment elasticity

of 0.04. The 90 percent confidence interval rules out negative employment elasticities lower

than -0.05, indicating that employment losses industrywide have, if anything, been small.

Motivated in part by the contentious debates in the minimum wage literature over how to

construct a valid counterfactual for employment in the absence of a minimum wage increase

(e.g., Neumark et al., 2014, Allegretto et al., 2017), we show that these estimates are robust

to an alternative approach using a synthetic control estimator (Abadie and Gardeazabal,

2003; Abadie et al., 2010).3

With the estimates of the industrywide elasticities in hand, we return to our original

question and ask what they imply for low-wage workers. Using a calibration exercise based

on our theoretical framework, we find the answer may depend on whether there is both

labor-labor substitution and hours effects. In the absence of hours effects, our industrywide

estimates rule out employment elasticities on the workers who are directly affected by the

increase lower than -0.25, which implies that the policies raised low-wage workers’ earnings.

However, when there are also hours effects, higher-wage substitutes replace the output from

not only low-wage workers’ lost employment but also their hours. Therefore, if there are

hours effects, it is possible that the employment gains among the substitutes could fully

mographic groups and the effects on those directly affected by the minimum wage. Although labor-labor
substitution alone is unable to produce the combination of average earnings gains and constant employment,
it can come close if the industry is able to substitute very low-wage workers with those whose market value
is equal to the new minimum and who work similar hours. Importantly, however, this extreme form of
labor-labor substitution cannot reconcile the pattern of results in Jardim et al. (2017). In this case, Jardim
et al.’s preferred approach (based on all workers earning under $19) would not be able to detect the losses
that they report.

3Previous studies of minimum wage policies using synthetic control estimators include Dube and Zipperer
(2015), Jardim et al. (2017), Neumark et al. (2014) and Powell (2017).
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offset the employment losses among low-wage workers.

To distinguish between these interpretations, in the third and final part of the paper we

exploit California’s recent changes in its state and local minimum wage policies and measure

their combined influence on the demographics and hours worked among low-wage workers

in the food services industry. We find no evidence that the policies caused the industry to

replace the low-wage workers with those with higher qualifications or reduce their hours.

With little empirical support for labor-labor substitution or hours effects, we conclude that

the six cities’ policies raised the earnings of low-wage workers in this industry.4

The rest of this paper is structured as follows. Section 2 provides a framework for

interpreting the responses observed in industry-level studies. Section 3 describes the data

we use in our analysis. Section 4 provides background on the six cities and their local

minimum wage policies and reviews our analytic approach. Sections 5 and 6 report results

from our event study and synthetic control analyses, respectively. Section 7 summarizes

results from additional robustness and falsification tests. Section 8 reports the results from

our calibration exercise. Section 9 presents evidence on labor-labor substitution and hours

responses in the food services industry. Section 10 concludes.

2 A framework for interpreting industrywide responses

The goal of our analysis is to measure the effects of local minimum wage policies on workers

whose wages are directly affected by the policies—who we refer to as minimum wage workers.

As in previous studies, we focus on food services5 and rely on industry-level data for each

locality with information on average earnings and employment. This aggregation raises the

question of how the responses that we observe at the industry-level relate to minimum wage

workers. In particular, if we find the minimum wage raised earnings and did not reduce

4Our findings on labor-labor substitution are consistent with a growing number of studies that also find
that minimum wages do not influence the composition of employment across different demographic groups
(e.g., Dube et al., 2016, Cengiz et al., 2018, Giuliano, 2013).

5The full title of this industry is “food services and drinking places” (NAICS code 722).
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employment at the industry-level, can we infer the employment effects on the industry’s

minimum wage workers were small enough such that on net the policy raised their earnings?

Since industry-level responses are averages over workers who are and are not affected by

the policy, one concern is that they will understate the actual effects of the policy, a form

of “attenuation bias” (Jardim et al., 2017). This attenuation will be worse if increases in

wages of one group of workers increases the demand for another, higher-wage group—i.e.,

labor-labor substitution (e.g., Neumark, 2018). Also, since we do not observe hours, we may

not be able to tell if there are hours responses. To clarify these issues, in this section we

present a framework for interpreting industry-level responses and show their relationship to

the causal effects on minimum wage workers.

The causal estimands of industry-level analyses are the partial effects of the minimum

wage on average earnings and employment. Typically, the outcomes and the minimum wage

are specified in logs, so that these parameters are interpretable as elasticities with respect

to the minimum wage. We call these estimands the industrywide elasticities of earnings and

employment with respect to the minimum wage, or simply the industrywide elasticities.6

Assume that output in the industry is produced using labor and capital under a constant

returns to scale production function. Also assume that the industry is competitive in both

the factor and product markets, so that in equilibrium demand for each factor is set so

that its marginal product is equal to an exogenously determined price. (In other words, the

supply of labor and capital is perfectly elastic). Assume further that there are J groups of

labor, indexed by i. The wage for each group is wi. In equilibrium, the industry demands

Ni workers of each group i for hi hours a week.

Under these assumptions, we can decompose the industrywide elasticities into the effects

of the minimum wage on different groups of workers. Taking the partial derivative of log

employment with respect to the log minimum wage, we find that the industrywide employ-

6For example, in Dube et al. (2010), the main estimating equations take the form: lnYit = εlnMWit +
controls + νit, where Yit is either average earnings or employment in restaurants, i indexes U.S. counties
and t calendar quarter, and MWit is the minimum wage. Using our terminology, the coefficient ε is then the
industrywide elasticity of Y with respect to the minimum wage.
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ment elasticity is a weighted average of group-specific employment elasticities, with weights

that depend on the group’s size:

∂lnN

∂lnMW
=
∑
i

Ni

N

∂lnNi

∂lnMWi

(1)

Applying a similar set of steps to log average earnings, we find a more nuanced relation-

ship between the industrywide earnings elasticity and the minimum wage’s group-specific

influence. Note that group i’s total earnings in the industry is a product of their wage,

hours and total employment: Earni ≡ wihiNi. Differentiating log average earnings and

re-arranging terms, we find:

∂lnEarn

∂lnMW
=
∑
i

eshri

(
∂lnwi
∂lnMW

+
∂lnhi
∂lnMW

+
∂lnNi

∂lnMW

)
− ∂lnN

∂lnMW

=
∑
i

eshri
(

∂lnwi
∂lnMW

+
∂lnhi

∂lnMWi

)
︸ ︷︷ ︸

wage and hours effects

+

(
eshri −

Ni

N

)
∂lnNi

∂lnMWi︸ ︷︷ ︸
composition effect

 (2)

where eshri is group i’s share of earnings in the industry: eshri ≡ wihiNi∑
l wlhlNl

.

Equation (2) shows that the industrywide earnings elasticity is a weighted average of

wage and hours responses as well as a composition effect. The sign of the composition effect

depends on the difference between the group’s share of earnings and the group’s share of

the workforce. When wages vary between groups, this term will be negative for low-wage

workers and positive for groups higher in the wage distribution. In the context of a minimum

wage increase, the composition effect captures the increase in average earnings that would

result from layoffs.

For understanding the effects of the minimum wage on minimum wage workers, an im-

portant question is whether the increases in earnings caused by the new minimum are

offset by hours and employment reductions—that is, whether the new minimum raises
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minimum wage workers’ earnings on net. Given the notation above, this condition is

∂lnwi
∂lnMWi

+ ∂lnhi
∂lnMWi

+ ∂lnNi
∂lnMWi

> 0. If an increase in the minimum wage influences the de-

mand only for groups whose wages are directly affected by the increase, then Equations (1)

and (2) suggest that the industrywide elasticities are sufficient to answer this answer. If

we find positive industrywide earnings elasticities and near zero industrywide employment

elasticities—such as those reported by Dube et al. (2010, 2016), Addison et al. (2012), Totty

(2017) and Jardim et al. (2017)—then the average employment effects on minimum wage

workers must also be close to zero. In this case, there are no composition effects, and a pos-

itive industrywide earnings elasticity further implies that wage gains are larger than hours

reductions.

The issue with this interpretation is that an increase in the wage of one group of workers

influences the demand for other groups. In a standard model of labor demand, these adjust-

ments are called cross-wage effects. If higher-wage workers are substitutes for lower-wage

workers, then the cross-wage effects of a minimum wage increase on these groups are positive

and will offset the reductions in the demand for the minimum wage workers. This process

is called labor-labor substitution. In this case, the industrywide earnings and employment

elasticities no longer reflect only the effects on minimum wage workers since the elasticities

are averages over higher-wage groups as well.

To better understand how labor-labor substitution affects the interpretation of the indus-

trywide elasticities, consider a stylized setting in which there are only two groups, a low-wage

group, L, and a high-wage group, H. The increase in the minimum wage only affects the

wage of the low-wage group. We also assume there are no hours responses.7 The constant

7To incorporate employment and hours responses into our analysis of labor-labor substitution, we would
need to specify separate prices for both the extensive and intensive margins of adjustment. We would also
need to assume a labor aggregator function that specifies how each group’s employment and hours enter into
the production function. (See Hamermesh (1993) for an insightful discussion of these issues). We leave this to
future research. Jardim et al. (2017) argue that hours responses are an important channel for understanding
the total effects of minimum wage policies: They find larger negative effects of Seattle’s minimum wage on
total hours worked by low-wage workers than on their headcount employment. However, a comparison of
Jardim et al.’s hours and employment estimates from their preferred synthetic control models reveals that
the effect on employment accounts for about two thirds of the effect on total hours. They also find slightly
larger effects on employment than total hours using their interactive fixed effects estimator (see Table 6).
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returns to scale production function in this case is F (hLNL, hHNH , K), where K is capital.

Under these assumptions, the total effects of a minimum wage increase follow the Hicks-

Marshall rule of derived demand: For each group of workers, the total employment effect is

the sum of output-constant effects—attributable to substitution between the different factors

of production—and a scale effect (e.g., Hamermesh, 1993). In this case, the scale effect

captures the reduction in industrywide employment attributable to the minimum wage’s

effect on production costs.

Let εLL denote the output-constant labor demand elasticity for the low-wage group with

respect to their wage. Similarly, let εHL and εKL denote the output-constant cross-wage

elasticities of labor demand for the high-wage group and capital, respectively, with respect

to the low-wage group’s wage.

To see how labor-labor substitution affects the interpretation of the industrywide em-

ployment elasticity, note that under cost minimization the output-constant elasticities obey:

FLεLL
∂lnwL
∂lnMW

hLL+ FHεHL
∂lnwL
∂lnMW

hHH + FKεKL
∂lnwL
∂lnMW

K = 0 (3)

where FL, FH , and FK are the marginal products of each factor. In other words, in order

for an increase in the minimum wage to have no net effect on industry output, the change in

output attributable to the change in demand for each factor individually must sum to zero.8

Equation (3) implies we can express the change in the demand for the high-wage group

as a function of the change in the demand of the low-wage group and capital. Noting that

under cost minimization the ratio of the marginal products is equal to the ratio of the factor

prices, we find that the industrywide employment elasticity under labor-labor substitution

These comparisons suggest that most of the effect of the minimum wage in their analysis operates through
the demand for low-wage workers’ employment, not their weekly hours. In Section 9 we find no effects of
California’s state and local minimum wage policies on low-wage workers’ weekly hours in the food services
industry. We therefore believe that focusing on employment is likely to be a reasonable approximation for
understanding how labor-labor substitution influences the interpretation of industrywide elasticities.

8To derive Equation (3), note that under cost minimization, output equals a constant q ≡
F (hLL

c (w, r, q) , hHH
c (w, r, q) ,Kc (w, r, q)), where Lc (·) , Hc (·) ,Kc (·) denote the conditional factor de-

mands, w is a vector of wages and r the price of capital. We then differentiate both sides of this identity
with respect to the log minimum wage.
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is:

∂lnN

∂lnMW
=
L

N

∂lnwL
∂lnMW

εLL +
H

N

∂lnwL
∂lnMW

εHL −
∂lnwL
∂lnMW

ηsL

=
L

N

∂lnwL
∂lnMW

(
1− wLhL

wHhH

)
︸ ︷︷ ︸

labor-labor substitution

εLL −
sK
sH

H

N

∂lnwL
∂lnMW

εKL︸ ︷︷ ︸
capital effect

− ∂lnwL
∂lnMW

ηsL︸ ︷︷ ︸
scale effect

(4)

where sL, sH and sK are each factor’s share of total costs and η is the elasticity of prod-

uct demand. Under labor-labor substitution, the industrywide employment elasticity is a

function of three components: (1) the output-constant effect on low-wage workers with an

adjustment for labor-labor substitution, (2) the effect on the demand for capital, and (3) a

scale effect.9

Equation (4) shows that the increase in the demand for high-wage workers after a mini-

mum wage increase will not fully offset the reduction in low-wage employment for four rea-

sons: First, in low-wage industries such as food services, capital is likely to also be another

substitute for the low-wage group, so some of the output will be preserved via labor-capital

substitution: εKL ≥ 0. Second, the amount of high-wage labor needed will depend on the

marginal rate of technical substitution (MRTS) of the low-wage group for the high-wage

group: FL
FH

. Since under cost minimization the MRTS is equal to the ratio of the wages of

the two groups, this ratio is less than one. Third, high-wage workers work longer hours on

average than low-wage workers since high-wage workers are more likely to work full-time:

hH ≥ hL. Fourth, scale effects reduce the demand for both low- and high-wage workers.

Therefore, if we find an increase in the minimum wage does not reduce industrywide em-

ployment, it implies the policy does not reduce demand for low-wage workers either.

Nevertheless, if the high-wage group of workers earn close to the new minimum wage

9Brown et al. (1982) show a similar relationship between (1) the employment elasticity with respect to
the minimum wage for a group of workers in which only a subset are low-wage and earn a wage directly
affected by the minimum and (2) the elasticity of employment for the low-wage subset. Their exposition
abstracts from capital and scale effects and differences between hours worked by the different subgroups.
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and work a similar number of hours per week as the low-wage group, it is possible that

large reductions in the demand for low-wage workers’ employment yield only small changes

in total industrywide employment that may be difficult to distinguish statistically from

no effect at all. Yet, this form of labor-labor substitution is less likely to be an issue in

our setting, in which we measure the effects of large increases in the minimum wage. For

example, suppose after Seattle’s minimum wage increase from $9.47 to $13 the food services

industry substitutes workers previously paid $9.47 with workers whose market wage is $15.

For simplicity also suppose these are the only two types of workers and the $9.47 workers

account for 25 percent of the industry (a similar share who we estimate worked at the pre-

policy minimum in the six cities on average). According to Equation (4), in this case an

output-constant labor demand elasticity of -1 for $9.47 workers would yield an industrywide

employment elasticity equal to
(
1− 9.47

13

)
× −1 = −0.07 before accounting for capital and

scale effects. The 90 percent confidence intervals that we estimate in our event study analysis

are able to rule out the modest employment losses implied by even this extreme form of

labor-labor substitution.10

In summary, using a standard model of labor demand, we have shown that in the absence

of labor-labor substitution, industrywide earnings and employment elasticities are averages

over the effects on minimum wage workers’ hours and employment. As a result, if we find

an increase in the minimum wage raises earnings and has no effect on employment industry-

wide, it implies that the policy raises the earnings of minimum wage workers on average net

of reductions in their employment or hours. Labor-labor substitution yields smaller indus-

trywide employment elasticities. But, small industrywide employment elasticities are still

inconsistent with highly elastic demand responses, especially if the substitute workers are

earning wages well above the minimum or work longer hours than minimum wage workers.

10Interestingly, this extreme form of labor-labor substitution cannot reconcile the pattern of results in
Jardim et al. (2017). In this case, Jardim et al.’s preferred approach (based on changes in employment
and hours among workers earning under $19) would not be able to detect the losses that they report. We
therefore consider this case to be very unlikely in light of the available evidence. We test for labor-labor
substitution directly in Section 9.
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To make our analysis of labor-labor substitution tractable, we have assumed the minimum

wage does not reduce the demand for minimum wage workers’ hours. If industries respond

to wage increases by reducing hours as well employment, the total increase in the demand for

high-wage substitutes could potentially fully offset the reduction in minimum wage worker

employment. We present evidence in support of this assumption in Section 9, in which

we study California’s recent state and local minimum wage policies on the food services

industries’ use of low-wage labor and find no effects on hours. We also find no evidence of

labor-labor substitution in California, indicating that industrywide earnings and employment

responses reflect the effects on minimum wage workers directly.

3 Data

We study the effects of six large cities’ local minimum wage policies in Chicago, the District

of Columbia, Oakland, San Francisco, San Jose and Seattle. Our analysis relies mainly on

two data sets. The first is the Outgoing Rotation Group of the Current Population Survey

(CPS ORG).11 This survey provides information on wages and hours of a randomly surveyed

cross section of households in each state every month. We use these data, for instance, to

measure the demographic attributes of food service workers who are living near the six cities.

To construct a measure of each CPS ORG respondent’s wage, we follow the recent litera-

ture on the effects of the minimum wage on inequality (e.g., Autor et al., 2016): For workers

who report they are paid by the hour, we take their hourly wage as given. For workers who

report they are not paid by the hour, we measure their hourly wage by dividing their usual

weekly earnings by the number of hours they worked in the previous week in their main

job.12 We also drop workers with allocated earnings responses, self-employed workers, and

workers who report either zero hours or wages. Throughout our analysis, we use CPS ORG

11We obtain the CPS ORG files from the Center for Economic and Policy Research website: http:

//ceprdata.org/cps-uniform-data-extracts/cps-outgoing-rotation-group/.
12We use hours at their main job—and not all jobs as in Autor et al. (2016)—since we are interested in

measuring the responses in food services specifically and hours at all jobs may include hours with employers
in different industries.

12
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weights when estimating averages or regression models.

A limitation of the CPS ORG data is that it does not provide geographic identifiers for

most cities, only for larger metropolitan areas and counties. Even for these areas, the survey

contains typically only a few hundred observations each year. As a result, it cannot be used to

evaluate the effects of local minimum wages. For our analysis of the six citywide policies, we

therefore turn to the Bureau of Labor Statistics’ Quarterly Census of Employment and Wages

(QCEW) administrative data. The QCEW publishes a quarterly count of employment and

earnings reported by employers that belong to the Unemployment Insurance (UI) system,

which covers more than 95 percent of all U.S. jobs. The data are aggregated at the county

level and are available by detailed industry.

We obtain QCEW data for all U.S. counties from the Bureau of Labor Statistics.13 Two

cities in our study, the District of Columbia and San Francisco, are coterminous with their

counties. The four other cities are located within larger counties. To analyze these cities,

we obtain city-level QCEW tabulations from city or state agencies.

As in administrative datasets generally, the employment and earnings figures reported in

the QCEW are not prone to the sampling errors that are inherent in household surveys like

the CPS ORG. Nevertheless, the QCEW data can be noisy—i.e., they can fluctuate signif-

icantly from one period to the next—especially for areas smaller than a county. This noise

can be generated when businesses change location, name, or their industry code. Fluctua-

tions can also occur from changes in responses rates across establishments as well as when

multi-site businesses change whether they report their employment and earnings figures sep-

arately for each location or decide to consolidate their data and report as a single, multi-site

business.14

13The QCEW data are available at https://www.bls.gov/cew/datatoc.htm.
14To check whether these reporting issues may bias our results, we have examined whether the variables in

our analysis are noisier in Chicago, Oakland, San Jose and Seattle (the four cities that are not coterminous
with their counties) than in the counties that we include in the cities’ comparison groups. We measure the
level of noise in each variable by its standard deviation during the period before the minimum wage policy
went into effect. (We first de-trend each variable before computing its standard deviation to distinguish
noise from overall growth across the localities). We find that the amount of noise in the variables in these
cities are typically within the range observed in other counties, even those with comparable levels of private

13
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For each locality and industry, the QCEW reports quarterly employment levels based on

counts of all filled jobs, whether full or part-time, temporary or permanent. For our earnings

analyses we use the QCEW “average weekly wage,” which is constructed as the ratio of total

industry payroll to employment, divided by 13 (= 52 weeks/4 quarters). Since this variable

reflects both the hourly wage paid to workers and the number of hours worked every week,

we refer to this variable as average weekly earnings, or, simply, average earnings.

4 Six local minimum wage policies

4.1 Background

The six cities we study were among the earliest movers in a new wave of local minimum

wages across the U.S. Figure 1 displays the evolution of the minimum wage during our study

period in the three California cities in our sample, Oakland, San Francisco and San Jose.

Among the California cities, San Francisco had the highest local minimum wage in 2012,

$10.24, which increased annually with regional inflation until 2015. The city then raised

its minimum wage to $12.25 in May of 2015 and to $13 in July of 2016. San Francisco’s

minimum wage thus increased a total of 27 percent during our study period. San Francisco

was also the first city in the U.S. to establish a $13 minimum wage for all workers in a city.

Oakland and San Jose both began our study period at the $8 California minimum wage.

Each city then increased its minimum wage rapidly. Oakland’s minimum wage increased

from $8 to $9 in 2014q3, as a result of the California statewide minimum wage increase. The

city’s minimum wage then rose from $9 to $12.25 in a single step in 2015q2—an overnight

increase of 36 percent and a total increase of 53 percent over three quarters. Oakland then

indexed its minimum wage to regional inflation beginning in 2015. San Jose’s minimum wage

rose overnight by 25 percent, from $8 to $10 in March of 2013. The city then indexed the

sector employment. We conclude it is unlikely these reporting issues are biasing our results. Results are
available upon request.
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minimum wage to regional inflation beginning in 2015, resulting in an overall increase of 29

percent by 2016.

Figure 2 displays the evolution of local minimum wages in our three other cities: Chicago,

the District of Columbia and Seattle.15 In 2010, Chicago’s minimum wage increased modestly

along with Illinois’s statewide minimum wage change, from $8 to $8.25. The city level then

increased to $10 in 2015q3 and to $10.50 in 2016q3. The overall increase was thus 27 percent.

Meanwhile, the District of Columbia’s minimum wage rose from $8.25 to $9.50 in 2014q3,

then to $10.50 in 2015q3 and to $11.50 in 2016q3. The District’s minimum wage overall

increase was thus 39 percent. Finally, Seattle’s minimum wage rose from $9.47 to $11 in

2015q2 and then to $13 in 2016q1, or a 37 percent increase in total.

Although the six citywide policies varied in the speed and magnitude of their minimum

wage increases, by the end of 2016 each of the cities had raised its wage floor to levels well

above the level in most states in the past few decades. As a result, the policies covered

about 21 percent of the private sector workforce in each city, on average. Nevertheless, some

industries were affected more than others. Table 1 shows the distribution of private sector

employment near the six cities before the local minimum wages went into effect, by industry.

We tabulate the distribution for two groups, depending on whether or not the worker reports

a wage above the level of the citywide minimum at the end of 2016.

Since the QCEW data do not provide direct information on hourly wages, we estimate

the shares reported Table 1 using the CPS ORG, selecting workers living near their cities

using the county and metropolitan area responses in the survey.16 To ensure we have a large

enough sample for each city, we pool the final four years before the citywide policy went into

effect.

15Each of these three cities’ policies allowed for subminimum wages, for example for tipped workers and
for workers in small firms. Following the literature, we generally abstract from these subminimum wages in
what follows.

16We select workers living in Chicago, San Jose and Seattle based on whether they report living in their
respective metropolitan areas in the city’s state. For Oakland and San Francisco, which are part of the same
metropolitan area, we partition the sample depending on whether they live in San Francisco county. We
select workers living in the District of Columbia using the separate state identifier for the District.
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Table 1 shows that the workers covered by the citywide policies were heavily concentrated

in only a few industries: food services, retail trade, and educational and health services.

Together these industries employed over 60 percent of those covered. Among these industries,

food services stands out not only for the number of minimum wage workers they employed,

but also for the large share of the food service workforce covered by the policies, over 75

percent.

The large number of workers in food services who previously worked below the new

citywide minimum wages supports our focus on this industry. As we showed in Section 2,

in order for us to use industrywide responses to determine whether the policies increased

minimum wage workers’ net earnings, the number of minimum wage workers in the industry

must be sufficiently large; otherwise, even small industrywide disemployment effects could

be consistent with highly elastic labor demand elasticities.

4.2 Analytic approach

We measure the causal influence of the six local minimum wage policies on average earnings

and employment in food services by comparing the changes we observe in the six treated

cities against a group of untreated counties in metropolitan areas across the U.S using two

complementary methods, event study and synthetic control. Each assumes that the compar-

ison counties would have trended in parallel with the six cities in the absence of the policies

once we account for certain differences between the two groups.

The event study model accounts for the differences between the six cities and the com-

parison counties’ food services industries by controlling for observable changes in other parts

of the local economies. It then measures the industrywide elasticities by exploiting variation

over time in the average level of the minimum wage induced by the phase in of the local

policies. A virtue of this approach is that we can assess its identifying assumptions by test-

ing for any influence of the policies before they went into effect. Nevertheless, when we find

significant pre-trends, identification then relies on parametric trend controls, which assume
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that the rate of divergence between the treated and untreated groups is constant over time.

We therefore also estimate the effects of the minimum wage policies using synthetic

control, which has been shown to be robust to unobserved time-varying heterogeneity to

the extent that these differences manifest themselves in the outcomes during the pre-policy

period. The synthetic control method also yields city-specific estimates of the policies that

we leverage to measure the industrywide elasticities using variation in the minimum wage

policies between the treated cities. Yet, the synthetic control estimator itself can be biased if

the trajectory of earnings and employment in the cities in the absence of the policies cannot

be represented as a weighted average of the untreated comparison counties.

In light of the tradeoffs between the two approaches, we present results from both analyses

without favoring one over the other. In fact, we will find that they yield similar estimates

of the industrywide earnings and employment elasticities, suggesting that our findings are

robust to the different assumptions that underlie these methods.

4.3 Comparison counties

To construct our comparison group, we include counties that had no change in their minimum

wage policy during our period of study. To maximize the number of counties we can include,

we begin our period of study in 2009q4, one quarter after the federal minimum wage increased

to $7.25 per hour. Our sample of comparison counties include those that are in states

that either did not increase their minimum wage between 2009q4 and 2016q4, or—like San

Francisco and Seattle—index their minimum to inflation each year but otherwise had no

other changes.

In addition to requiring each county in a comparison group to have no change in its

minimum wage policy, we only include counties in a metropolitan area with an estimated

population of at least 200,000 in 2009.17 By restricting our comparison group to only counties

17Counties are in a metropolitan area if they lie in a Census Core-based statistical area (CBSA). To
determine whether a county lies in a CBSA, we use CMS’s “SSA to FIPS CBSA and MSA County
Crosswalk” for fiscal year 2015. These data are released by the NBER: http://www.nber.org/data/

17
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meeting these criteria, we are able to distinguish the effects of the policies from other changes

that occurred to other heavily populated, metropolitan areas during the same period.

Figure 3 maps the resulting 159 comparison counties across the United States. The 99

counties in our sample that did not experience any increases in their state minimum wage are

located throughout the South as well as parts of the Midwest and Northeast. The other 60

counties that are in states that index their minimum wage to inflation each year are located

primarily in Florida, Ohio and Washington, and also include parts of Arizona, Colorado and

Missouri.

Table 2 presents an array of descriptive statistics for the six cities and the comparison

counties. Compared to the six cities, the comparison counties on average have smaller pop-

ulations and employment, pay lower wages, and experienced slower growth in the aftermath

of the Great Recession. The third and fourth rows in Panel A report that average earnings

across all sectors in the six cities were (1385.4/860.9 =) 1.6 times higher than the comparison

counties and employed over twice as many workers, on average. Average earnings and em-

ployment of food services exhibit similar differences between the cities and the comparison

counties. These differences in compensation reflect differences in previous minimum wage

policies, as well as living costs and other underlying economic conditions.

Table 2 also reports the average earnings and employment of workers in two food service

sub-sectors, full service and limited service restaurants. Similar to what we find for food

services as a whole, more workers are employed in restaurants in the six cities than in the

comparison counties; on average these workers earn more as well. In both the six cities and

the comparison counties, workers in limited service restaurants earn on average about 80

percent of those in full service restaurants. As a result, we expect the cities’ local minimum

wage laws to have a larger effect on limited than full service restaurants. (We return to this

prediction in Section 7.)

The differences we find between the six cities and their comparison counties suggest that

cbsa-msa-fips-ssa-county-crosswalk.html (last accessed January 24, 2018).
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even if the cities had not increased their minimum wages, average earnings and employment of

workers in the comparison counties would not have followed the same trend as in the six cities.

To test this important issue, we examine whether they evolved similarly during the years

preceding the minimum wage increase. Panel B of Table 2 reports earnings and employment

changes from 2009 through 2012 for both sets of areas. Food services employment grew

about (11.7
7.0
− 1× 100 ≈) 70 percent faster in the six cities than in the comparison counties

but experienced similar growth in average earnings during this period. Table 2 also shows

that the overall private sector employment grew about 37 percent faster in the six cities.

Together, the differences between the six cities and the comparison counties suggest that

simple comparisons between these groups alone would not accurately isolate the true causal

effect of the local minimum wage policies. In Sections 5 and 6, we describe and use two

statistical methods—event study and synthetic control—to evaluate the causal effect of the

policies despite these underlying differences.

5 Event study analysis

5.1 Methods

We first measure the effect of local minimum wage policies using an event study framework.

An event study generalizes the difference-in-differences approach by measuring the effect of

the policies both before and after they were implemented. Estimates of the influence of the

policies before they went into effect can be used to test the models’ identifying assumptions.

In this analysis, we leverage two sources of variation over time to estimate the earnings and

employment responses to the policies: (1) The initial jump in the minimum wages when the

policies first went into effect, and (2) the subsequent phase in.

We begin with a fully nonparametric model that measures the effect of each city’s policy

separately at each quarter around the time of implementation. Let i index each of the

localities in our analysis: the six treated cities and their untreated comparison counties. Let
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t index quarters 2009q4 through 2016q4, our study period. We also introduce notation to

mark the beginning of the new minimum wage policy for each city, t0i . Quarter t0i is when

the city’s minimum wage started to increase. For example, for Seattle, t0i is 2015q2, when

the minimum wage increased from $9.47 to $11; for the District of Columbia, t0i is 2014q3,

when the minimum wage increased from $8.25 to $9.50.

To estimate the nonparametric event study models, we fit regression models that take

the form:

Yit =
6∑

s=−13

1
(
t− t0i = s

)
γis +X ′itβt + µi + δt + uit (5)

where Yit is our outcome of interest (e.g., log food service average earnings or employment)

for locality i in quarter t, µi is a locality effect, and δt is a quarterly time effect. The

locality effect µi controls for factors, such as geography or local labor market institutions,

that influence the overall level of the outcome in the locality and do not vary over our period

of study. The time effect δt captures factors, such as the business cycle or inflation, that

influence the level of the outcome in quarter t and are common to all cities and counties in

our sample. The variable Xit is a vector of control variables. We allow the influence of these

control variables to vary over time by interacting them with time effects (indicated by the

t subscript on the coefficient, βt). We discuss these control variables in more detail below.

The event time dummy variables 1(t− t0i = s) indicate city i’s position at quarter t relative

to the quarter when the policy went into effect. We set these dummy variables to zero for

the untreated comparison counties.

The event study coefficient γis in Equation (5) measures the difference between the

observed outcome Yit and a regression-based counterfactual that is constructed from the

combined influence of the control variables as well as the locality and time effects: γis =

Yit−X ′itβt−µi− δt. This counterfactual represents what we would expect to observe in city

i but for the new minimum wage policy.

The full set of event study coefficients are not identified, because the model includes
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separate locality effects for each city. Following convention, we normalize the event study

coefficients so that the difference between the observed outcome and its counterfactual equals

zero one quarter before the policy went into effect. To do this, we exclude the event time

dummy 1 (t− t0i = −1) from the model. For example, for an outcome measured in logs, if we

estimate γis to be 0.05 it means the outcome grew about 5 percent in city i, s quarters after

the start of the citywide policy, relative to what we would expect based on the regression

model.

Each estimated event time coefficient γis is based only on a single city-quarter observation

in the sample: This estimate equals what would otherwise be the regression residual for the

city-quarter observation if the set of city-specific event time dummies were excluded from

the model. As a result, even when the regression recovers unbiased estimates of the causal

effects, the estimates will be noisy. We therefore consider alternative parameterizations of

Equation (5) to measure the overall effect of the policies that average over the changes in

the cities during our period of study.

Based on the policies’ phase in schedules, we adopt a simple trend break model for

estimating the average effects of the minimum wage policies.18 As motivation, Figure 4

plots the event study coefficients from estimating Equation (5) on the six cities’ minimum

wage policies, measured in logs. The horizontal axis counts the quarters since the cities

implemented their policies, t − t0i—which we call “event time.” The vertical dotted line at

zero therefore marks the beginning of the citywide policies, when t− t0i = 0.

Each circle in Figure 4 plots an estimate of the event time coefficient γis. In this model,

the event time coefficients measure the difference between the city’s log minimum wage and

the regression-based counterfactual, relative to one quarter before the citywide policies went

into effect. Since 60 of the comparison counties, and two of the treated cities, have minimum

wages that are indexed to inflation, the counterfactual minimum wage rises modestly over

time. As a result, the event time coefficients to the left of the zero line generally lie either

18Recent studies to use trend break models to measure the effects of either policies or other events over
time include Deryugina (2017) and Lafortune et al. (2018).
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below or above zero, depending on whether or not the city’s minimum wage was also indexed

to inflation, respectively. Over time, the event time coefficients trend toward zero as they

reach their level at the end of the pre-policy period.

When the policies go into effect, Figure 4 depicts a jump in each of the cities’ minimum

wages, ranging from 7 percent in San Francisco to 19 percent in Chicago. As the minimum

wages phase in, the increases continue. The figure shows that six quarters after the start

of the policies, at t− t0i = 6, the cities’ minimum wages range from 16 to 44 percent above

their pre-policy level.19

The pattern depicted in Figure 4 suggests we can capture the growing influence of the

citywide policies as the minimum wages phase in with a regression model of the form:

Yit = 1
(
t ≥ t0i

)
θjump + 1

(
t ≥ t0i

) (
t− t0i

)
θphasein +X ′itβt + µi + δt + uit (6)

Equation (6) is a difference-in-differences model with an additional parameter to capture

the influence of the phase ins. The coefficient θjump measures the average shift in the outcome

at event time zero. The coefficient θphasein measures a slope of a linear trend that runs

through the subsequent quarters. A positive slope indicates that the influence of the policies

increases over time.

Assuming that we can model the dynamic effects of the policies with this parameteriza-

tion, estimates of θjump and θphasein are unbiased if—after adjusting for the control variables—

the six cities on average would have trended in parallel with the untreated comparison coun-

ties but for the policies.

We can relax the parallel trends assumption if we assume that the treated and untreated

groups diverge at a constant rate during the study period. To do so, we add a term to

Equation (6) that controls for a linear trend in event time:

19Technically, Figure 4 shows that at t − t0i = 6 the minimum wages range from 16 to 44 log points—
not percent—above their pre-policy level. Although differences between variables in logs are approximately
equal to the percent difference, this relationship does not hold when the difference in logs is sufficiently large.
Going forward, we refer to effects measured in log point units as percent differences, for simplicity.
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Yit =
(
t− t0i + 1

)
θpretrend + 1

(
t ≥ t0i

)
θjump + 1

(
t ≥ t0i

) (
t− t0i

)
θphasein

+X ′itβt + µi + δt + uit

(7)

In Equation (7), θpretrend measures the slope of a linear trend that runs throughout the

study period.20 Since the model also includes a break in this trend at event time zero—

captured by the parameter θphasein—the regression estimates θpretrend using only variation

during the pre-policy period. The model then estimates the causal effects of the policy using

variation after the policies went into effect that cannot be explained by this linear trend.

The trend break model also admits a test of the parallel trends assumption. If a t-test

finds that θpretrend is nonzero then we conclude that the six cities and the comparison counties

do not trend in parallel during the pre-policy period, and models that do not control for the

pre-trend directly are biased. For example, a positive slope indicates that the six cities on

average grow at a faster rate than the comparison counties. Without further adjustment,

the model will understate any true losses in the outcome attributable to the minimum wage.

Even after we control for the linear trend term (t− t0i + 1), estimates of the causal effects

of the policies will be biased if the six cities diverge from the comparison counties at a rate

that changes during the study period. Although it is impossible to test whether the rate

of divergence is constant, we can assess the likelihood of this assumption by comparing

the estimated pre-trend against the city-level event time coefficients that we find when we

estimate Equation (5).

We plot the estimates of trend break model in Equation (7) for the cities’ log minimum

wages in Figure 4. As expected, the pre-trend, jump, and phase in that we estimate closely

20The model identifies the coefficient θpretrend off of the linear trend term
(
t− t0i + 1

)
. This variable

marks the position of city i in quarter t relative to the end of the city’s pre-policy period, t− t0i = −1. By
centering the linear trend term around this quarter, we constrain the pre-trend to equal zero at the end of the
pre-policy period. This constraint is consistent with how we normalize the city-level event time coefficients
in the nonparametric model (Equation (5)), and allows us to check the validity of this parameterization by
comparing the estimated pre-trend to the event time coefficients.
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follow the pattern depicted by the city-level event time coefficients. The figure shows no

pre-trend on average during the pre-policy period, followed by a 13 percent jump in the

minimum wage at event time zero. Afterward, the model finds that the minimum wage

grows about 3 percent on average each quarter.

We expect to find a similar jump and phase in pattern to that shown in Figure 4 from

regressions of earnings and employment, to the extent that the citywide policies have an

effect on these outcomes. Moreover, if the influence over time can be summarized by an

industrywide elasticity with respect to the minimum wage, the magnitude of the effect each

quarter will be proportional to the increase in the average minimum wage at that point.

We estimate the industrywide elasticities using an instrumental variables framework that

leverages the variation in the minimum wage over time recovered by the event study. The

first stage is the model specified in Equation (7) in which the dependent variable is the log

minimum wage in the locality (depicted in Figure 4). The second stage model is:

Yit = ε ̂lnMW it +
(
t− t0i + 1

)
φpretrend +X ′itλt + ζi + ψt + νit (8)

where ̂lnMW it is the log minimum wage predicted from the first stage model. Since Yit is

measured in logs, the coefficient ε is the industrywide elasticity of the outcome with respect to

the minimum wage. Since Equation (8) includes the same set of trends, control variables, and

locality and time effects as in Equation (7), the instrumental variables regression identifies

the elasticity only from the changes in the minimum wage on average over time, as estimated

by the trend break model.

In addition to the locality and time effects, we include two control variables in our regres-

sion models: (1) the average earnings in the total private sector, excluding food services, and

(2) total employment in the total private sector, excluding food services. Each variable is

measured quarterly at the locality level (either city or county) and comes from the QCEW.

For simplicity, we call these variables private sector earnings and private sector employment,

respectively. These variables control for changes in local labor market conditions over time.
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We exclude food services, because it is the focus of our analysis. Including it in our control

variables could bias our estimates toward zero by controlling for changes to the cities that

would be attributable to the minimum wage.21 Previous studies of state level minimum wage

policies include similar variables (e.g., Addison et al., 2015, Allegretto et al., 2017, Meer and

West, 2016). Each variable is measured in logs.22

As shown in Equations (5)–(8), we allow the influence of these control variables to change

over our study period by interacting each one with a full set of quarterly time dummies. We

focus on this particular specification, because we find it is the best predictor of the six cities’

outcomes during the pre-policy period. Alternative specifications yield larger mean squared

errors. Since the parameters of our trend break model are identified off of the regression-

adjusted variation in the cities’ outcomes, this specification yields more precise estimates

of the effects of the policies and reduces the sensitivity of the trends to outliers. For the

same reason, this specification also reduces the variability of the city-specific coefficients from

the nonparametric model, which helps us assess the validity of the parametric assumptions

underlying the trend break model when we compare the city-specific coefficients to the fitted

trends. Nevertheless, we find that the industrywide earnings and employment elasticities

are not sensitive to which specification we adopt, including those that do not include any

control variables at all other than the locality and time effects.23

We perform hypothesis tests and construct confidence intervals under two alternative

assumptions about how the data are correlated. We first cluster the data at the city and

county levels, the level at which the policies were enacted. However, if the data between

21In Section C.2 we perform a falsification test in which we re-run our event study models on earnings and
employment in professional services. For that analysis our control variables are total private sector earnings
and employment, excluding both food services and professional services.

22We do not include population, because we find the six cities’ population on average trends in parallel
with the comparison counties’ throughout the event study window. As a result, our results are not sensitive
to whether or not we control for population. See Appendix Figure A1. In addition, we find that controlling
for population generally reduces the model’s explanatory power, as we discuss below.

23To determine which specification minimizes the city-level mean squared error, we use a cross-validation
procedure: First we estimate each model on the comparison county sample only, excluding the treated cities.
We then compute goodness of fit statistics on the held-back city sample over the pre-policy period. See
Appendix B for a full description of this procedure, including estimates of the industrywide elasticities from
alternative models.
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cities and counties in the same state are correlated, it may be more appropriate to cluster at

the state level. In this case, clustering at the city and county level may lead us to overstate

the statistical significance from our tests. On the other hand, clustering the data at the state

level could risk understating the statistical significance, if clustering at the city and county

level is more appropriate. With these tradeoffs in mind, we report the results both ways:

clustering at either (1) the city and county or (2) the state level.24

Cluster-robust standard errors control for correlations in the regression error terms within

clusters, under the assumption that the number of clusters is sufficiently large. In our appli-

cation, however, this assumption may not hold. Depending on how we cluster, we have either

six treated city clusters or four treated state clusters (including the District of Columbia). We

correct for the small number of treated clusters by following a recommendation of Cameron

and Miller (2015). In particular, we report p-values from a wild bootstrap using the empirical

t-distribution, clustered at either the city and county or state level (Cameron et al., 2008).25

The 90 percent confidence intervals we report contain the set of values that are not rejected

at the 10 percent level—that is, those values for which hypothesis tests yield p-values greater

than or equal to 0.1.

We fit the event study models specified in Equations (5)–(8) over quarters 2009q4 through

2016q4. Each locality in the sample is either one of the six treated cities or one of the

untreated comparison counties that we described in Section 4.3. The six treated cities

appear in the sample only during event time quarters -13 through 6 so that we estimate the

pre-trend and phase in slope coefficients over the same period that we use to measure the

nonparametric event time coefficients.26

24The correct clustering level can depend upon the context, such as the timing of policies within a state
or the spatial size of the relevant labor market. High-wage labor markets, such as professional services, are
spatially bigger than low-wage labor markets, such as food services. Rather than attempting to determine
which clustering level is correct for our case, we provide results for both clustering assumptions. See Abadie
et al. (2017) for a recent discussion of these issues.

25We perform the wild bootstrap using the user-written package BOOTTEST in Stata (Roodman, 2015).
26We focus on the final 13 quarters of the pre-policy period because it is the longest period before the

policies went into effect that we have data on all six cities. We end our event study at quarter 6 because
quarter 0 through 6 is the longest period after the policies went into effect that we have data on all the cities
except for Chicago. The QCEW extract we received from the local agencies for Chicago ends in 2016q2.
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5.2 Results

We now turn to the results of our event study analysis. We begin with a discussion of the

estimates of the trend break model for average earnings and employment in food services.

We then report the industrywide elasticities with respect to the minimum wage.

Figure 5 plots the event study results for average earnings in food services, measured in

logs. As in Figure 4—which plots the results for the minimum wage—each circle depicts an

estimate of a city-specific event time coefficient from the nonparametric model specified in

Equation (5). The lines show the pre-trend and dynamic effects as estimated by the trend

break model. The gray dashed line plots the pre-trend implied by the estimate of the slope

coefficient θpretrend in Equation (7). The solid and dashed red lines depict the effects implied

by the jump and phase in coefficients, θjump and θphasein, respectively.

The city-specific coefficients depicted in Figure 5 show a similar jump and phase in

pattern to the one we find in Figure 4, albeit these city-specific coefficients are estimated

with less precision. We find a small upward trend in the cities during the quarters leading

up to the citywide policies. The trend break model estimates that this pre-trend rises about

0.1 percent each quarter but is statistically insignificant. When the policies go into effect,

we find earnings increase about 2 percent on average. Earnings then continue to rise about

0.6 percent each quarter over the next six quarters.

Panel A of Table 3 reports coefficients from the trend break model. Column 1 shows the

results for log earnings when we do not control for a pre-trend. This model corresponds to

the specification in Equation (6). Column 2 adds the pre-trend and corresponds to Equation

(7). Both models measure similar jump and phase ins from the citywide policies. Tests of

the joint significance of the two coefficients based on the wild bootstrap procedure—reported

in the row labeled “p, total event effect = 0”—find they are significant at the 10 percent

level when we cluster at the city and county level. Clustering instead at the state level yields

larger p-values that are just above the 10 percent threshold. Together, these results indicate

The data for the other five cities extends through 2016q4.
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that the citywide policies raised the earnings of food service workers in a pattern consistent

with the phase in of the minimum wages over time.

In contrast to the results for earnings, the event study analysis of employment finds little

influence of the citywide policies. Figure 6 plots the estimates from the nonparametric and

trend break models. Here the upward trend during the pre-policy period is more pronounced,

growing on average 0.4 percent each quarter.

The city-specific event time coefficients closely follow the pre-trend line estimated by the

trend break model, suggesting that it is valid to assume that the rate of divergence between

the treated cities and untreated comparison counties is constant. Under this assumption, we

can measure the effect of the policies on employment after controlling for the linear trend.

Using this preferred specification, we estimate a small, statistically insignificant 0.8 percent

increase attributable to the policies, reported in column 4 of Table 3. Unlike the effect we

find for earnings, this effect does not grow as the minimum wages phase in. These results

indicate that the minimum wage had no effect on food service employment on average.27

We estimate the industrywide earnings and employment elasticities of the minimum wage

by instrumental variables. Under this approach, the trend break model reported in Panel A

of Table 3 is the “reduced form.” Figure 4 depicts the “first stage,” in which we estimate

the jump and phase in coefficients to be 0.13 and 0.03, respectively.

If the dynamic effects of the citywide policies can be accurately represented by an in-

dustrywide elasticity with respect to the minimum wage, then we would expect the trend

break coefficients in the reduced form to be proportional to their counterparts in the first

stage. For earnings, this relationship approximately holds: The ratio of the reduced form

and first stage jump coefficients imply an elasticity of
(

0.02
0.13
≈
)

0.17; the ratio of the phase

27This conclusion is not sensitive to any outliers. Figure 6 shows that one city diverged from the others
during the quarters leading up to the increases. This city, which is Oakland, then experienced a sharp 5
percent increase in employment at event time zero. For reasons we discuss in detail in Section 6.2 it is
unlikely this increase is attributable to the minimum wage policy. Similar to the results reported in Table 3,
when we drop Oakland from the model that controls for the pre-trend, we measure a jump of 0.3 percent and
a phase in coefficient of zero. Hypothesis tests find that these coefficients are jointly insignificant regardless
of how we cluster.
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in coefficients, an elasticity of 0.21. In contrast, the ratios that we find when we insert the

coefficients from the employment model do not match as closely. In this case, the ratio of

the jump coefficients imply an elasticity of 0.06; the ratio of the phase in coefficients, an

elasticity of 0.01. This mismatch is further evidence that the citywide policies had little

influence on food service employment.

Panel B of Table 3 shows the industrywide earnings and employment elasticities using

the instrumental variables approach. Columns 1 and 2 report earnings elasticities between

0.19 and 0.22, depending on whether or not we control for the pre-trend. These elasticities

imply that a 10 percent increase in the minimum wage raises food service earnings about

2 percent, and are similar to those found in previous studies. Hypothesis tests using the

wild bootstrap find that these estimates are statistically significant at conventional levels.

The employment elasticities that we measure are sensitive to whether or not we control for

a linear trend, consistent with the statistically significant pre-trend uncovered by the trend

break model. In our preferred specification that controls for the trend, we find an elasticity

of 0.04 that is statistically insignificant.

Panel B Table 3 also reports 90 percent confidence intervals that we estimate using the

wild bootstrap. The confidence intervals from the earnings models cover a wide range of

positive elasticities, especially when we cluster at the state level. The confidence intervals

for employment are more narrow. In the specification that controls for the trend (column

4), the confidence intervals rule out elasticities lower than -0.04 when we cluster at the city

and county level and elasticities lower than -0.05 when we cluster at the state level. These

confidence intervals indicate that that the event study employment elasticities are precise

enough to rule out all but small employment losses attributable to the citywide policies.
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6 Synthetic control analysis

6.1 Methods

In this section, we use the synthetic control approach to measure the effect of the six cities’

minimum wage policies (Abadie and Gardeazabal, 2003; Abadie et al., 2010). This design

directly compares each treated city’s earnings and employment after the citywide policies

went into effect against those experienced by a “synthetic city.” Each synthetic city is

constructed via an optimally-weighted average of untreated comparison counties so that the

synthetic city tracks, as closely as possible, the average earnings and employment trends of

the actual treated city during the pre-policy period. Any divergence between the actual and

synthetic trends during the the subsequent quarters thus reflects the effects of the policy.

Below we discuss the methods we use to estimate the synthetic controls. Using this

approach, we estimate minimum wage effects for each city separately. Individual cities that

experienced larger increases in their local minimum wage should experience larger increases

in their earnings, and, therefore, potentially larger reductions in employment. We develop

a measure for the industrywide elasticities with the respect to the minimum based on this

relationship. Unlike the elasticities measured using the event study framework in the previous

section—based on the average variation in the minimum wage over time—this approach

leverages differences in the size of the minimum wage increases between the treated cities.

Following the literature, we select the subset of untreated comparison counties over which

we estimate each treated city’s weights—the donor pool—to those that could plausibly ap-

proximate the city’s low-wage labor market in the absence of the citywide policies (Abadie et

al., 2015). As we discussed in Section 4.1, San Francisco’s and Seattle’s minimum wage was

indexed to inflation before their citywide policies. Since we expect this inflation adjustment

to influence the distribution of wages in low-wage industries, we restrict San Francisco’s and

Seattle’s donor pools to counties in states that also index their minimum wage to inflation.

For the other four cities, we restrict their donor pools to counties in states with no increase
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in the level of the minimum wage between 2009q4 and 2016q4.28

Table 4 summarizes how we set up our synthetic control analysis for each city. As a

result of how we select our donor pools, we partition the 159 untreated comparison counties

we used in our event study analysis into two groups depending on whether or not they index

their minimum wage to inflation. The second row reports that San Francisco and Seattle

have 60 counties in their donor pools, and the other four cities have 99.29

Table 4 also shows the time periods during which we measure the effects of each city’s

policy. Unlike our event study analysis, which measured the effects over a 20 quarter window,

our synthetic control analysis is based on the entire time series. We call the quarters before

the city implemented the policy the pre-policy period, and quarters afterward the evaluation

period.30

As a summary of each city’s local minimum wage policy, Table 4 also reports what we

call the average increase in the minimum wage. This variable measures each city’s percent

increase in the minimum wage during the evaluation period relative to its pre-policy level and

incorporates changes in the minimum wage due to phase-ins and cost-of-living adjustments.

We compute the average increase in the minimum wage by subtracting the log of the pre-

policy minimum wage from the average log minimum wage during the evaluation period.

28Ideally, the untreated comparison counties in a treated city’s donor pool would follow the same minimum
wage that the city would have followed between 2009q4 and 2016q4 in the absence of the citywide policy. In
practice, constructing such a donor pool is infeasible, because in this counterfactual, the binding minimum
wage would be set by the state. In contrast, the binding minimum wage for most of the comparison counties
in our sample is the federal and therefore lower. We therefore select counties for each city’s donor pool
that follow a similar counterfactual policy as the city (either indexing or not) and experience no change in
this policy during the period of study. This selection criteria is unlikely to bias our analysis, because our
outcomes of interest measure changes in food service earnings and employment relative to their pre-policy
levels (as we discuss below). These outcomes are more likely to be influenced by changes in the minimum
wage than by its over all level.

29As we discussed in Section 4.3, each untreated comparison county is in a metropolitan area with an
estimated population of at least 200,000 in 2009. We have also run our synthetic control analysis on donor
pools based on counties with an estimated population of at least 100,000 and at least 300,000. The results
from these synthetic controls are very similar to what we report in this section. See Appendix Tables A2
and A3.

30The beginning of each city’s pre-policy period is 2009q4, except for Chicago, which experienced an
increase in its state minimum wage in the beginning of 2010. Chicago’s evaluation period ends two quarters
earlier than the other cities, because the QCEW extract we received for Chicago from the local agency only
has data through 2016q2.
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Table 4 reports that the average minimum wage increase ranges from 11.5 percent in San

Francisco to 35.5 percent in Oakland.

We construct separate synthetic controls for each city and each outcome of interest (e.g.,

log food service average earnings, employment). Let w∗ijr denote the weight city i’s synthetic

control places on county j for outcome r. Let J(i) denote the subset of untreated comparison

counties in city i’s donor pool.

For each city i and outcome r, the synthetic control estimator finds the weights that min-

imize the pre-policy period mean squared prediction error (MSPE) of the outcome between

the actual and synthetic city:31

(
w∗i1r, ..., w

∗
iJ(i)r

)
∈ arg min

~wi∈W

∑
S(i)≤t<t0(i)

Yirt − ∑
j∈J(i)

wijrYjrt

2

(9)

where S(i) denotes the first quarter of city i’s pre-policy period, as reported in Table 4. (For

example, for Seattle, S(i) is 2009q4.) Following the notation we introduced for our event

study analysis, t0(i) marks the beginning of city i’s evaluation period, and Yirt is the outcome

of interest. ~wi is a vector of county weights for city i, andW is the set of non-negative weights

that sum to one.

Formally, each synthetic control Ŷ synth
irt is a weighted average of counties in the city’s

donor pool using the weights that solve Equation (9): Ŷ synth
irt ≡

∑
j∈J(i) w

∗
ijrYjrt. Unlike the

event study-based counterfactual that we measure in Section 5, Ŷ synth
irt is tuned for each city

to match as closely as the possible the actual city’s trend during the pre-policy period. This

tuning yields estimates of the effect of the city’s policy that are more precise than what we

find using the event study approach, which enables us to measure earnings and employment

responses based on between-treated city variation in the policies.

To measure the effect of the policy for a given city α̂ir, we average over the difference

between the outcome’s actual and synthetic values over the evaluation period:

31To find the county weights, we use the user-written package synth in Stata (Abadie et al., 2011).
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α̂ir ≡
1

T (i)− t0(i) + 1

∑
t0(i)≤t≤T (i)

(
Yirt − Ŷ synth

irt

)
(10)

where T (i) denotes the final quarter of city i’s evaluation period, as reported in Table 4.

Under the assumption that, but for the policy, the outcome of interest can be represented

by an interactive fixed effects model, the synthetic control estimator α̂ir is approximately

unbiased if the number of pre-policy periods is large relative to the scale of the transitory

shocks (Abadie et al., 2010).32 Synthetic control thus relaxes the parallel trends assumption

that we impose in our event study framework. However, this property of the synthetic

control estimator only holds when the underlying weights generate a perfect match between

the synthetic and actual city during the pre-policy period. When they do not, the estimator

will be biased (Ben-Michael et al., 2018; Ferman and Pinto, 2017b; Gobillon and Magnac,

2016).

To improve the match between the actual outcomes and the synthetic controls, we nor-

malize each city’s time series by subtracting from each quarter the city’s average value during

the pre-policy period. We perform the same normalization on the outcomes for each of the

comparison counties as well, subtracting from each quarter the county’s average value during

the pre-policy period. As a result, we find synthetic controls that match the cities’ trends,

not their level. We perform this normalization for two reasons. First, if we did not, it would

be very difficult for the synthetic control algorithm to construct a weighted average of the

comparison counties that matches some cities’ outcomes during the pre-policy period: As

shown in Table 2, outcomes like earnings and employment are generally much higher in the

six cities than in other parts of the country because of underlying differences in living costs

and other economic conditions. Second, Ferman and Pinto (2017b) find that this transfor-

mation improves the method’s accuracy even in cases where it would not be necessary to

32Building on the framework we introduced in Section 5, the interactive fixed effects model is Yit =
X ′itβt +φ′tηi + εit, where φt is a vector of factors that vary over time, and ηi is a vector of unobserved locality
effects. For our event study model, we assume interactive fixed effects term is equal to a linear combination
of locality and time effects: φ′tηi = µi + δt.
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construct a close match.

To measure the quality of the pre-policy match between the actual and synthetic city, we

report Ferman and Pinto’s (2017b) pseudo R2 statistic. For each city i and outcome r, the

pseudo R2 is:

Pseudo R2
ir ≡ 1−

∑
S(i)≤t<t0(i)

(
Yirt − Ŷ synth

irt

)2

∑
S(i)≤t<t0(i)

(
Yirt − Ȳ pre

irt

)2 (11)

where Ȳ pre
irt is the average of the outcome during the pre-policy period. When the match is

perfect, the pre-policy pseudo R2 equals one. Imperfect matches are associated with lower

values, and extremely poor matches can yield negative values.

For food service earnings and employment, we find that the synthetic controls closely

match the actual observations during the pre-policy period, yielding pseudo R2 values above

0.95 in most cases. Nevertheless, in some cities we estimate lower quality matches, especially

when we analyze other sectors. Unfortunately, the synthetic control literature does not

indicate what quality of match is needed for the estimator to be reliable. For this reason,

we develop a test that assesses the bias in our synthetic control estimates similar in spirit

to our test of the parallel trends assumption in our event study analysis. (We describe this

test in Section 7).

We use placebo tests to infer the statistical significance of our estimates (Abadie et al.,

2010). For a given null hypothesis about the true effect of the policy in a city—such as

the policy had no effect whatsoever—this approach assesses how likely the effect we observe

could have occurred under the null by comparing it against synthetic control estimates in

each of the comparison counties. To construct confidence intervals, we follow an extension

of this procedure proposed by Firpo and Possebom (Forthcoming).33

33This placebo test is an extension of Fisher’s Exact Hypothesis Test (Fisher, 1971; Rosenbaum, 2002).
This method tests the sharp null hypothesis that the true effect of the citywide policy equals a specific value,
for each locality and each time period. (In contrast, the inference methods for our event study analysis
test a null hypothesis about the average effect of the policy.) The placebo test is only valid under the
strong assumption that the choice of which locality receives a citywide minimum wage policy among our
six cities and comparison counties is random (e.g., Firpo and Possebom, Forthcoming). Recent econometric
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For performing hypothesis testings, we compute a test statistic constructed from the

absolute value of the effect that we measure in each city. To then test the null hypothesis

of no effect whatsoever of the city i’s local minimum wage on outcome r, we perform the

following steps: (1) Estimate the synthetic control for each of city i’s comparison counties,

α̂ijr, assuming the same pre-policy and evaluation periods as city i. (2) For each comparison

county, compute its test statistic. (3) Compute the p-value from the number of comparison

counties with a larger value of the test statistic than city i:

pir ≡
1 +

∑
j∈J(i) 1 (|α̂ijr| ≥ |α̂ir|)

1 + |J(i)|
(12)

To construct confidence intervals, we invert the test statistic following a procedure out-

lined in Firpo and Possebom (Forthcoming). The 90 percent confidence intervals we report

then include each minimum wage effect for which the associated null hypothesis is not re-

jected by our inference procedure at the 10 percent level.34

We leverage the variation in the magnitude of the minimum wage increases across the

cities to estimate industrywide earnings and employment elasticities with respect to the

minimum wage. Under the assumption that these elasticities are similar across the cities,

we expect the effect in each city to be commensurate with the average increase in the city’s

minimum wage. We estimate the elasticity with respect to the minimum wage as the solution

to a least squares problem based on this relationship:

ε̂synthr ≡ arg min
e

∑
i∈6 cities

(α̂ir − e× ∂lnMWi)
2 (13)

where ∂lnMWi denotes the average minimum wage increase we observe in city i. This

elasticity estimate is the slope of the line of best fit between the six cities’ effects and their

studies indicate that statistical tests based on this placebo-based approach are likely to be biased in more
general settings (e.g., Ferman and Pinto, 2017a; Ben-Michael et al., 2018). Unfortunately, the econometrics
literature on synthetic control inference has not settled on a solution to this issue. As a result, we interpret
the statistical tests we report as only suggestive.

34We thank Vı́tor Possebom for sharing their R code for constructing confidence intervals.
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average minimum wage increases.

For Chicago, the District of Columbia, Oakland and San Jose, the average minimum wage

increase is the increase we report in Table 4. For San Francisco and Seattle, which previously

indexed their minimum wage to inflation, we adjust this difference for the expected increase

in the minimum wage due to indexing by subtracting the average minimum wage increase

that we observe in their synthetic control.35

6.2 Results

We begin by reporting results on food services earnings and employment for each city. We

then use the variation in the average minimum wage increases between the cities to measure

the industrywide elasticities.

Figures 7 and 8 display our synthetic control results separately for each city. The left

column of each figure shows the results for food service earnings. We find that the synthetic

controls closely match the actual evolution of earnings in each of the cities during the pre-

policy period. After the citywide policies go into effect (marked by the vertical dotted line),

actual earnings in most cities rise above their synthetic counterparts, indicating an influence

of the citywide policies on earnings. We find smaller differences in Chicago and the District

of Columbia. One explanation for this finding is that these two cities experienced smaller

increases in the minimum wage compared to the other cities.36

Table 5 displays the estimated effects of the minimum wage increases in each city. We

report the results for earnings in Panel A. The earnings effects range from about 1.3 percent

35Since we use synthetic control weights to calculate the average minimum wage increase in San Francisco
and Seattle, and we estimate different weights for each outcome, the average increase differs slightly depending
on the outcome we are analyzing. For example, in San Francisco, we estimate the average minimum wage
increase is 11.4 percent using the food service earnings-based weights and 11.1 percent using the employment-
based weights. In Seattle, we estimate the average minimum wage increase to be 24.1 percent using either
the earnings or employment-based weights.

36An additional explanation for the smaller effects is that Chicago and the District of Columbia have a
lower sub-minimum wage for servers, the “tipped wage.” In these cities, restaurants can choose to pay their
tipped workers the lower tipped wage as long as the workers’ hourly earnings are higher than the minimum
wage once tips are included. Since restaurant owners can allocate tips toward paying for at least some of the
minimum wage increase, we expect the effect of the minimum wage to be smaller in these cities. (Seattle’s
citywide policy also introduced a lower tipped wage, but only for small employers.)
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for Chicago to about 10 percent for Oakland. The row in Table 5 labeled “Pre-policy pseudo

R2” reports Ferman and Pinto’s (2017b) pseudo R2 statistic. The pre-policy pseudo R2 for

the six cities ranges from 0.85 for Oakland to 0.99 for San Jose. These values are consistent

with the close matches depicted in Figures 7 and 8.

The right column of Figures 7 and 8 shows the synthetic control results for employment.

Here, we find a close match between the actual and synthetic time series that extends

through the evaluation period. This pattern indicates that the policies had little influence

on employment. We report the employment effects in Panel B of Table 5. These effects are

uniformly smaller in magnitude than the earnings effects in each of the six cities, ranging

from -1.2 percent in the District of Columbia to 7.0 percent in Oakland.

For each estimated effect, Table 5 also reports its statistical significance and the 90

percent confidence interval. Although the earnings effects are all positive, the effects are

statistically significant for only four cities: Oakland, San Francisco, San Jose and Seattle.

None of the smaller employment effects we estimate are statistically significant, except for

Oakland, where we observe a significant positive effect.37

To examine the extent to which the range of effects that we find may be attributable to

differences in the cities’ minimum wage increases, Figure 9 plots the earnings effects (from

the first row of Table 5) against the average increase in each city’s minimum wage. The

graph reveals that the size of the earnings effect in each city is commensurate with the size

of that city’s average minimum wage increase.

The positive relationship depicted in Figure 9 is consistent with an industrywide earnings

elasticity with respect to the minimum wage that is similar to what we found in our event

study analysis. To compute the elasticity, we first obtain the line of best fit between the six

cities’ earnings effects and their average minimum wage increase. The dashed line in Figure

37It is unlikely that the 7 percent increase in Oakland’s employment is attributable to its new minimum
wage policy. The employment effect we measure in Oakland is attributable to a positive spike in 2014q3
(see Figure 7), three quarters before the minimum wage increase to $12.25. It is unlikely that the local
policy induced this change. It is also unlikely that this increase was induced by the increase in the California
minimum wage from $8 to $9 in 2014q3, since the time series for food service earnings does not depict an
increase in that quarter.
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9 marks the predicted percent change in earnings for a given percent change in the minimum

wage. The ratio of these two percent changes equals the elasticity implied by the line. Since

this ratio is also the line’s slope, we can use the slope to measure the elasticity. Using this

approach, we find an industrywide earnings elasticity of 0.25.

Figure 10 displays our estimated synthetic control effects on food service employment.

The dashed line, which plots the line of the best fit between the cities’ employment effects

and their average minimum wage increase, indicates an industrywide employment elasticity

of 0.07. This estimate is sensitive to whether or not we include the large positive employment

effect we measure in Oakland. Dropping this data point, the elasticity is close to zero. We

interpret Figure 10 as showing little relationship between the size of the minimum wage

increases and employment changes.

Over all, the industrywide elasticities that are implied by our synthetic control estimates

are very close to what we found in our event study analysis. The consistency of these findings

suggests that the results are not sensitive to the different assumptions that underlie these

methods.

7 Robustness and falsification tests

We next peform additional analyses that test the robustness of our findings from the six

cities. We summarize these results below. Full results are reported in the appendix.

Sensitivity of event study results to model specification

First, to check the sensitivity of our event study results to model specification, we estimate

the industrywide earnings and employment elasticities under alternative models, including

those in which we do not include any control variables other than locality and time effects.

Over all, we find little variation in the elasticities, especially once we control for the linear

trend. For example, the employment elasticities estimated in models that control for the
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trend range from -0.02 to 0.04. The similarity of the results across models suggests our

conclusions are unlikely to be biased by model misspecification.38

Test of parallel trends in synthetic controls

We next present a simple test of whether the synthetic control method accurately constructs

a weighted average of the comparison counties that would have trended in parallel with the

cities but for the minimum wage policies. Our test is similar in spirit to our test of the

parallel trends assumption in our event study analysis: For each city and the two outcomes

of interest (earnings and employment), we test for any effects of the minimum wage policies

during the final year of the pre-policy period. Since the new minimum wage policy had not

yet gone into effect, we should not find any differences during this year between a city’s

actual earnings and employment and the earnings and employment in its synthetic control.

To perform this test, we re-run the synthetic control algorithm, but instead of setting

the algorithm to find a synthetic control that matches all pre-policy quarters, we set the

algorithm to find a synthetic control that matches all pre-policy quarters except for the final

year. By excluding the final pre-policy year, we leave open whether the (new) synthetic

controls will trend with the city’s actual outcomes during this year.

The results of this analysis are reported beneath the heading “Test of parallel trends

assumption” in Table 5. Out of the 12 tests performed, the synthetic control analysis passes

in all but three cases. The test fails only for Oakland and San Francisco earnings, which rose

significantly relative to their synthetic controls by 2.8 and 1.5 percent, respectively, before

the increase, and for San Jose employment, which rose by 2 percent before the increase.

These pre-trends suggest that the effects measured in these three cases during the evalu-

ation period may be positively biased. That is, our estimates may understate true earnings

or employment losses. To assess the extent to which this bias may be influencing our results,

we re-estimate the industrywide earnings and employment elasticities depicted in Figures 9

38We present these results, along with the selection criteria we use to choose our preferred specification,
in Appendix B.
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and 10 after excluding the cities in which we find significant pre-trends (Oakland and San

Francisco for earnings; San Jose for employment). Doing so yields very similar elasticities

to what we find above: An earnings elasticity of 0.21 and an employment elasticity of 0.09.

We conclude that it is unlikely that these pre-trends are actually biasing our results.

Full and limited service restaurants

One lesson from the framework we presented in Section 2 is that industrywide responses

will be larger in sectors in which minimum wage workers make up a larger share of the

workforce. To test this prediction, we re-run our analyses of food services for two sub-

sectors, full and limited service restaurants. As we saw in Table 2, average earnings in

limited service restaurants are lower than in full service restaurants. We should therefore

find larger effects in limited than in full service restaurants.39

Panels A and B of Figure 11 show the results of the synthetic control for full and limited

service restaurants, respectively. We find larger earnings effects for workers in limited service

than full service restaurants, consistent with the larger share of workers in limited service

restaurants directly affected by minimum wage policies. We do not find negative employment

elasticities in either sector. Event study results are similar.40 These results support our

conclusion from analyzing food services industrywide: the local minimum wage policies

raised earnings in the industry without reducing employment.

Professional services (falsification exercise)

We next check whether our results might be biased by other contemporaneous changes in the

six cities’ local labor markets. To do so, we run our event study and synthetic control analyses

39Limited service restaurants are also more likely to be influenced by minimum wage policies because the
minimum wages for tipped workers is set lower than the minimum wage in some cities in our sample. In
these cities, restaurants can choose to pay their tipped workers the lower tipped wage as long as the workers’
hourly earnings are higher than the minimum wage once tips are included. During our period of study,
Chicago and the District of Columbia have tipped wages that are lower than the local minimum wages for
all employers, and Seattle introduced lower tipped wages for small employers.

40See Appendix C.1 for a full discussion of these results.
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on professional services—a high-wage industry that should not be affected by changes in

minimum wage policy.41 For example, if our estimated positive earnings effects in low-wage

food services are driven by an expanding tech sector, then we should find positive earnings

effects in high-wage industries like professional services as well. The expansion of the high

paying tech sector would put upward pressure on average earnings in professional services

by increasing the overall demand for highly educated workers. On the other hand, if our

methods are effectively accounting for such contemporaneous changes, we should not find

any significant earnings or employment effects in professional services.

The results from our synthetic control analysis are depicted in Panel C of Figure 11.

Event study results are similar. Reassuringly, we do not generally find significant earnings

or employment effects in professional services: Out of the 16 tests we perform (four event

study models and 12 synthetic controls), we find significant effects in only one case. This

analysis indicates that our methods for measuring the causal effects of the cities’ minimum

wage policies are not confounded by other changes that occurred in the cities around the

time the higher minimum wages were implemented.42

8 Interpretation under different forms of

labor-labor substitution

The industrywide elasticities we measure in the six cities are in line with those reported in

previous studies of the food services industry, including Dube et al. (2010, 2016), Allegretto

et al. (2017) and Totty (2017). As described in the previous sections, we measure a statis-

tically significant earnings elasticity between 0.19 and 0.25 and a positive but insignificant

employment elasticity between 0.04 and 0.08.

41This industry is also called the Professional, Scientific, and Technical Services sector (NAICS code
54). This sector includes lawyers, accountants and management consultants, among other highly educated
professions. Table 1 reports that less than 3 percent of workers in the six cities in this industry were covered
by the new local minimum wage policies during our study period.

42See Appendix C.2 for a full discussion of these results.
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In this section, we ask whether these industrywide responses reflect the effects on mini-

mum wage workers, or if they may be attributable to labor-labor substitution. To do this, we

draw on the framework we developed in Section 2. We first benchmark our estimates against

the industrywide elasticities we would expect to observe in the absence of any employment

effects. We then simulate the industrywide earnings and employment elasticities we would

expect to observe while varying the level of substitutability between high- and low-wage

workers. Throughout, we assume the minimum wage does not affect workers’ hours (we

verify this assumption in the next section). If the policies raised minimum wage workers’

earnings, then the estimated industrywide elasticities will match the simulated elasticities

only when the employment effects on minimum wage workers is smaller in magnitude than

the direct effect on their wages: ∂lnwi
∂lnMWi

+ ∂lnNi
∂lnMWi

> 0.

As we showed in Section 2, the industrywide elasticities are weighted averages over the

effects of the minimum wage on different groups of workers:

∂lnN

∂lnMW
=
∑
i

Ni

N

∂lnNi

∂lnMWi

(14)
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In the absence of employment or hours effects, the industrywide employment elasticity

is zero, and Equation (15) implies the earnings elasticity is equal to the sum of each group’s

share of earnings times the effect of the policy on their wage. This sum represents the

expected increase in earnings if each worker who would be paid below the new minimum

received a wage increase under full compliance with the policy.

As a first step then in simulating the industrywide earnings elasticity we would observe in

the absence of any employment or hours effects, Figure 12 shows the pre-policy distribution

of employment and earnings in the food services industries near the six cities. To estimate

the shares depicted in this figure, we select the food service workers identified in our cross-
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tabulation of the six cities’ workforce in Section 4.1 using data from the CPS ORG. We

then center each worker’s reported wage around their city’s pre-policy minimum wage and

group together workers in 50 cent increments. Finally, we estimate each wage group’s share

of total food service employment and total food service weekly earnings, averaging over the

six cities.43

Figure 12 shows that before the local policies went into effect, about 26 percent of food

service workers reported a wage at or just below the prevailing minimum wage. These

workers accounted for about 17 percent of total industry earnings. The large minimum wage

increases induced by the local policies during our study period raised the minimum wage by

nearly three dollars, on average. Figure 12 shows that about 74 percent of workers earned

less than three dollars above the minimum wage, a similar fraction that we estimated would

be covered by the new policies by the end of our study period (reported in Table 1). These

workers account for over half of the earnings in the food services industry.

To simulate the industrywide earnings elasticity in the absence of any employment or

hours effects, we assume the distribution of employment and earnings depicted in Figure

12 would stay constant but for the policies. We then evaluate Equation (15) assuming a

20 percent increase in the minimum wage, an amount close to the average increase that we

observe in the six cities in our event study and synthetic control analyses.44

In the absence of employment or hours effects, we find a 20 percent minimum wage

increase would be expected to yield an industrywide earnings elasticity of 0.26, just above

43For workers who are not paid by the hour, weekly earnings is equal to their reported usual weekly
earnings. For workers paid by the hour, weekly earnings is equal to their hourly wage times the number
of hours they worked at their main job in the previous week. Our measure of weekly earnings for hourly
workers thus excludes compensation from tips, which we assume are not affected by minimum wage policies.
We assume hourly workers in Chicago and the District of Columbia who report wages within 50 cents of
their tipped wage actually earn the hourly minimum wage. (The other four cities did not have a tipped
wage before the local policies went into effect). This adjustment assumes that employers always pay tipped
workers a wage equal to the minimum wage even when their earnings with tips fall short, as required by law.

44To determine which groups of workers are affected by the 20 percent minimum wage increase, we need
to center the employment and earnings distributions depicted in Figure 12 around a minimum wage that
would be enforced in the absence of the local policies. The average pre-policy minimum wage in the six cities
is $8.84 (see Table 4). Since we group together workers in 50 cent wage bins, we center the distributions
around $9. We find similar results in our simulations if we center the distributions around $8 or $10 instead.
Results available upon request.
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the range that we estimate in our event study and synthetic control analyses. Since we also

find no industrywide employment response, the similarity between this value and what we

estimate in the six cities suggests hours and employment effects are small and that the local

policies raised minimum wage workers’ earnings.

To simulate the earnings and employment elasticities under labor-labor substitution, we

assume food services output industrywide is produced under a nested constant elasticity

of substitution (CES) production function that depends on capital and different groups of

labor. As in Figure 12, labor is grouped according to its pre-policy wage. The labor groups

are then nested into a labor composite. Building on the notation we introduced in Section

2, we assume that industrywide production function takes the Cobb-Douglas form:

F (h1N1, ..., hJNJ , K) = Ag
(
~N
)α
K1−α (16)

where A measures total factor productivity, ~N is a vector of the employment of each of the

labor groups and α ∈ (0, 1) is labor’s share of income in the industry. The labor aggregate

g
(
~N
)

is defined as:

g
(
~N
)

=

(∑
i

βi(hiNi)
σ−1
σ

) σ
σ−1

(17)

where βi are group-specific productivity levels. An attractive feature of the nested CES

production function specified in Equations (16) and (17) is that the elasticity of substitution

between any two labor groups is equal to σ.

The labor aggregate specified in Equation (17) allows for multiple wage-based groups. In

contrast, the framework we presented in Section 2 assumed there were only two labor groups,

high and low. While useful for expositional purposes, the two group model would be unable

to reproduce the distributions depicted in Figure 12, in which most food service workers

earn within a few dollars of the minimum wage, but nearly 10 percent earn wages more than

10 dollars above the prevailing minimum. Nested CES production functions similar to the
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above are widely used in the labor and macro literatures on wage inequality (e.g., Bound

and Johnson, 1992; Katz and Murphy, 1992; Krusell et al., 2000; Card and Lemieux, 2001;

Borjas, 2003; Ottaviano and Peri, 2012).

To assess how labor-labor substitution affects the relationship between the industrywide

elasticities and the effects on minimum wage workers, we simulate the effects of the 20

percent minimum wage increase using the model above under different values for σ. To

perform this simulation, we assume there are no scale effects and hold capital fixed, so that

all between-factor substitution occurs through labor. As we discussed in Section 2, the total

employment effect of the policy on any group of workers is a combination of output-constant

substitution effects and a scale effect. Since labor-capital substitution and scale effects imply

larger industrywide employment effects for any given output-constant effects on minimum

wage workers, the industrywide elasticities that we simulate are an upper bound for what

we would expect to observe in the presence of these additional channels of adjustment.

Under these assumptions, an increase in the minimum wage to m implies a group-specific

elasticity of employment with respect to the minimum wage of:

∂lnNi

∂lnMW
=



σ
∂lnwi
∂lnMW

(eshri − 1)︸ ︷︷ ︸
own-wage effect

+σ
∑
k 6=i
wk<m

∂lnwk
∂lnMW

eshrk

︸ ︷︷ ︸
cross-wage effect

if wi < m

σ
∑

wk<m
∂lnwk
∂lnMW

eshrk otherwise

(18)

Equation (18) shows that the group-specific employment elasticity under labor-labor

substitution is a combination of an output-constant own-wage effect and cross-wage effects.

In the absence of labor-capital substitution or scale effects, the negative employment effects

of the minimum wage are attributable solely to labor-labor substitution. As a result, there

is a direct relationship between the elasticity of substitution and the employment elasticity.

One can show that Equation (18) implies that the employment effects of the minimum

wage are weakly increasing in the group’s wage, wi. Therefore, the largest employment

reductions are borne on the lowest-wage workers who would otherwise earn the original
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minimum wage. Since these workers also receive the full effect of the increase on their wages

( ∂lnwi
∂lnMW

= 1), if their group-specific employment elasticity is smaller in magnitude than 1,

then the increase raises their earnings and the earnings of all groups whose wages are directly

affected by the increase. For this reason, we focus on the employment elasticity of this group

in our presentation of the simulation results below.

Equation (18) implies that the industrywide employment elasticity is:

∂lnN

∂lnMW
= σ

∑
wi<m

∂lnwi
∂lnMW

(
eshri −

Ni

N

)
(19)

Therefore, to simulate the relationship between the group-specific employment effects of

the minimum wage increase and the industrywide elasticities, we plug into Equations (18)

and (19) the shares depicted in Figure 12 for the groups whose wages are directly affected

by the increase.

Table 6 shows the results of this calibration exercise. Each row reports the employment

effects we would expect to observe for a given value of the elasticity of substitution, σ. The

top row shows what we would expect to find if there was no labor-labor substitution, which

corresponds to the case in which the increase has no employment effects, discussed above.

Column 2 reports the employment elasticity with respect to the minimum wage for the

lowest-wage workers in the industry, a lower bound for the group-specific elasticity of any

other group. Columns 3 and 4 report the industrywide earnings and employment elasticities,

respectively.

As expected, Table 6 shows that models that allow for more substitution between labor

yield larger, more negative group-specific and industrywide employment elasticities. Since

minimum wage workers are only a subset of the total food service workforce and some of

the employment losses among low-wage workers are offset by increases among higher-wage

workers, the industrywide employment elasticity is only about a fifth of the size of the

employment elasticity among the lowest-wage workers.

Nevertheless, Table 6 indicates that the industrywide earnings and employment elastic-
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ities that we find in the six cities are inconsistent with large negative employment effects

on minimum wage workers under labor-labor substitution. Recall that the 90 percent con-

fidence intervals in our event study analysis rule out industrywide employment elasticities

lower than -0.05 (Table 3). Comparing the lower bound from this confidence interval to the

simulated elasticities in Table 6, we find this industrywide elasticity implies an employment

elasticity among the lowest-wage workers of -0.25. Since this elasticity is smaller than 1 in

magnitude, our industrywide results imply that the local policies raised the earnings of all

groups whose wages are affected by the policies net of any reductions in their employment.

Equation (19) also implies we can use the industrywide employment elasticity to calibrate

the elasticity of substitution. Comparing our industrywide elasticities to those in Table 6,

we find they imply an elasticity of substitution no greater than 0.3. These results indicate

the minimum wage has little influence on the demand for higher-wage workers.

In summary, the simulations support the conclusions of the analysis we presented in

Section 2. The combination of average earnings gains and constant employment that we find

in the cities industrywide cannot be explained large employment losses on minimum wage

workers offset by gains among higher-wage workers. In fact, our industrywide elasticities

suggest cross-wage effects are small and that the local policies had little influence on labor-

labor substitution. Nevertheless, to analyze the effect of the local policies under labor-labor

substitution, we assumed they had no effect on minimum wage workers’ hours. As we noted

in Section 2, if there are hours effects, it is possible the total number of higher-wage workers

hired after the increase could fully offset the employment losses among low-wage workers.

In the next section, we assess the empirical support for labor-labor substitution and hours

effects by examining the effects of California’s recent state and local policies on its food

services industry.
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9 Evidence on labor-labor substitution and hours re-

sponses in food services

To measure the effect of the minimum wage on labor-labor substitution and hours, we exploit

California’s recent state and local minimum wage policies. We begin by reviewing California’s

recent minimum wage history as it relates to the distribution of wages in the food services

industry. We then estimate the combined influence of these policies on the qualifications

and hours worked among low-wage workers. Panel A of Figure 13 shows that in 2010 about

30 percent food service workers earned the state minimum wage, $8. To create this plot, we

bin wages in 50 cent intervals, grouping together those below one dollar or above $20. We

then estimate the fraction of workers employed in food services in each bin using data from

the CPS ORG.

For comparison, the figure also shows the distribution in the 14 states where the minimum

wage was set at the federal level during this period.45 We find a similar number reporting at

or just below the binding minimum wage in these states, $7.25. Another 12 percent report

a wage between $2 and $2.50. This group is reporting the “tipped wage” of $2.13 that

restaurants can choose to pay their tipped workers as long as the workers’ hourly earnings are

higher than the minimum wage once tips are included. In contrast, the minimum in California

applies to all workers regardless of tips. Despite these differences, in both California and the

other states, about 75 percent workers report a wage no more than two dollars above the

binding wage floor. Only a small minority report earning $20 or higher.

Panel B of Figure 13 shows the remarkable influence California’s state and local policies

have had on the distribution of the wages in this industry. Between 2010 and 2016, the

statewide minimum wage increased to $10—first to $9 in July of 2014, then to $10 in the

beginning of 2016. In 2017, California then introduced a modestly higher $10.50 minimum

45The 14 states are: Alabama, Georgia, Indiana, Kansas, Kentucky, Louisiana, Mississippi, North Carolina,
South Carolina, Tennessee, Texas, Utah, Virginia and Wyoming. Each year, the CPS ORG contains about
500 responses that meet our sample restrictions from food service workers living in California and 1,700
responses from those in these other states.
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wage for firms with more than 25 employees. During this period, 21 cities also began enforcing

their own minimum wage policies. Similar to the state, many of these policies set higher

minimums for firms with more than 25 employees. Depending on which local minimum we

apply, we estimate that the share of food service workers employed in cities with a minimum

at $12 or above reached 10 to 24 percent in 2017.46 Comparing Panels A and B, we find that

the share of workers earning between $10 and $15 in California increased over 180 percent

during this period but only 61 percent in the states at the federal minimum wage.

Although we find a large increase in the share of workers earning between $10 and $15

from 2010 to 2017, we find little evidence that the policies influenced the share earning

amounts above $15. When we compare Panels A and B of 13, we find this share increased

about 50 percent in both California and the other states. The similar growth between these

groups during this period indicates that the policies did not incentivize the industry to

substitute away from minimum wage workers and hire more workers at these higher wages.

Over all, the large rightward shift in the wage distribution in California compared to

other states suggests that, as a result of the higher state and local minimum wages, many

food service workers who previously would have earned a wage at or near $8 in 2010, received

a higher wage in 2017. On the other hand, since these distributions are estimated on samples

drawn from cross sections of the labor force each year, it is also possible that the industry

in 2017 hired a different group of workers than it did in 2010—workers that would earn a

higher wage than $8 regardless of the minimum wage policy.

To distinguish between these two explanations, we test whether the 2017 food service

workers in California have attributes that would earn them a higher wage in the labor market

46To estimate the number of food service employees affected by these local minimum wage policies, we
draw on data on city-level food service employment in the 2012 Economic Census, Table EC1272A1: Accom-
modation and Food Services: Geographic Area Series: Summary Statistics for the U.S., States, Metro Areas,
Counties, and Places 2012. We assume a city’s share of food service employment does not change between
2012 and 2016. When counting the total share of the workforce above $12, we weight each city depending on
the number of months during the year that have a minimum wage above $12. For example, a city that raises
their minimum wage to $12 in July would have a weight of 0.5 that year. We acquire a list of California’s
local minimum wage policies from the UC Berkeley Labor Center’s “Inventory of U.S. City and County Min-
imum Wage Ordinances”: http://laborcenter.berkeley.edu/minimum-wage-living-wage-resources/
inventory-of-us-city-and-county-minimum-wage-ordinances/ (last accessed October 2018).
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than those in 2010. To do so, we measure the wage each worker would be expected to earn

based on their observable characteristics. If food services respond to the higher minimum

wage policies by substituting towards workers with higher qualifications, then this expected

wage will increase over time as the new minimum wages go into effect. Alternatively, if food

services do not adjust its hiring practices, then this expected wage will not change.

We measure each food server’s expected wage using a Mincer regression of log hourly

wages on interactions of educational attainment and potential labor market experience, sep-

arately for men and women. We also include in the model other demographic attributes

such as race, Hispanic ethnicity and whether the respondent was born in a foreign country.

We estimate the model on the 2010 CPS ORG data including all 50 states and the District

of Columbia.47

Figure 14 compares the evolution of actual wages to that predicted by the Mincer regres-

sion. We focus on workers earning at or below $16 because we are interested in whether the

industry changed how it hired workers close to the minimum wage. Moreover, we saw little

change in the share earning above $16 in California between 2010 and 2017 compared to the

states at the federal minimum. (We confirm this difference between California and the other

states is not statistically significant below).48

Figure 14 shows that, on average, actual wages in California were about 12 percent higher

than in other states in 2010 (the solid black and red lines, respectively), consistent with the

47More specifically, we include four dummies for educational attainment (high school dropout, high school,
some college and bachelors or higher). We omit the high school dummy and interact the other three with: race
and Hispanic ethnicity dummies, a quartic in potential experience, marital status, a dummy for citizenship
and a dummy for foreign born. We also include dummy variables for ages 16, 17 and 18, each interacted
with the race and Hispanic ethnicity dummies. Potential experience equals age minus 18 for those with
a high school degree or less, age minus 20 for those with some college and age minus 22 for those with a
bachelors or higher. We also include state effects. We windsorize wages at $5.77 and $75 (the 1 percent and
99 percentiles of the distribution nationwide in 2010). We drop from the regression sample workers who are
predominantly paid in tips since they may report hourly wages at the tipped wage. When estimated, the
regressions yield an R2 of 45 percent for men and 40 percent for women.

48We report summary statistics for this sample in Appendix Table A1. When measuring average wages
in states at the federal minimum wage, we replace wages reported near the tipped wage with the federal
minimum wage. This adjustment assumes that employers always pay tipped workers a wage equal to the
minimum wage, even when their earnings with tips fall short, as required by law. To do this, we replace
wages reported by hourly workers between $1 and $3.50 to $7.25.
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higher minimum in California. Despite this difference in levels, before California increased

its minimum wage, wages in California trended nearly in parallel with the other states.

California wages departed from this trend starting in 2014, increasing each year with the

rising state minimum wage and growing number of local policies.

We find a similar difference in 2010 between the dashed lines that depict the predicted

wages from the Mincer regression for California and the other states. However, unlike actual

wages, predicted wages were stable over the sample period. This pattern suggests the in-

creases in actual earnings were attributable to minimum wage workers earning higher wages,

not changes in the composition of who the industry employed.49

The similarity in California’s and other states’ wage growth between 2010 and 2013 (both

actual and predicted) suggests we can measure the causal effects of the state’s minimum wage

policies with a difference-in-differences approach, in which we compare the wage growth

between 2014 and 2017 to a counterfactual based on the changes we observe in the other

states. To measure the effects, we fit regression models of the form:

Yist =
2017∑

τ=2011

1 (i ∈ CA)ist πτ + κs + ϕt + ωist (20)

where Yist is the outcome of interest (e.g., actual or predicted log hourly wages) of respondent

i living in state s in year t. The coefficients κs and ϕt are state and year effects, respectively.

The variable 1 (i ∈ CA)ist is a dummy variable for whether the respondent lives in California,

which we interact with each calendar year.

In this model, the coefficient of interest is πτ , which measures the difference between

California and what we observe in the states at the federal minimum wage in year τ . We

omit the California dummy variable for year 2010 so that the coefficient is interpretable

49One noticeable pattern in Figure 14 is that predicted wages were about 30 percent higher than actual
wages on average in both California and the other states. This gap is attributable to workers in food services
that, according to the Mincer regression, would be expected to earn a higher wage if employed in another
industry. This gap is consistent with previous findings on inter-industry wage differentials (e.g., Krueger and
Summers, 1988) as well as more recent evidence on between-firm wage differences (e.g., Abowd et al., 1999;
Card et al., 2013; Song et al., Forthcoming).
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as this difference relative to this year. This coefficient coincides with the causal effect of

California’s minimum wage policies if California and the other states would have trended in

parallel in the absence of the policies. To assess whether this assumption holds, we test for

effects between 2011 and 2013, before California raised its minimum wage to $9 and the rise

of the new local policies.50

Table 7 shows the effects of California’s state and local minimum wage policies using this

approach. Columns 1 through 3 summarize the changes in the state and local minimum

wage policies between 2010 and 2017. Column 4 reports the results from a regression of

whether the worker earns under $16. This model tests whether the policies incentivized

the food services industry to replace low-wage workers with workers who earn above $16.

Consistent with evidence depicted in Figures 13, we find that California’s employment of

worker’s earning less than $16 did not change significantly between 2010 and 2017.

We report the effects on the actual wages of low-wage workers earning below $16 in

column 5 of Table 7. We find that leading up to the minimum wage increases, wages in

California for this group fell modestly relative to the other states. The p-value reported in

the bottom row tests the hypothesis that the changes estimated at years 2011, 2012 and 2013

are all zero. This test finds that these pre-increase changes are not statistically significant,

indicating that California and the other states trended together before the increase to $9 in

2014. As we saw in Figure 13, wages in California then rose each year beginning in 2014.

We find that by 2017 that minimum wage policy increased wages by 12 percent and that

this increase is statistically significant.

To test whether this wage increase reflects raises for low-wage workers, and not changes

in the qualifications of the workers themselves, we re-run the model, replacing the actual

log wage with that predicted by the Mincer regression. Column 6 of Table 7 reports the

results. Here we find a statistical significant upward trend in the lead up to the minimum

50As we discussed in Section 4.1, before 2013, the only citywide minimum wage in California was in San
Francisco, which we estimate covered about 5 percent of food service workers. Although San Jose put into
place its citywide policy in 2013, we estimate this policy covered only another 2.5 percent, and therefore
would be unlikely to have much influence on the statewide wage distribution.
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wage increase. Although actual wages changed little during this period, predicted wages

rose over 5 percent. This trend then reverses, declining each year with the increase in the

minimum wage. By 2017, predicted wages were only about 1 percent above their 2010 level.

This difference is not statistically different from zero.

Taken together, the pattern of rising actual wages and, if anything, falling predicted

wages indicates that the state and local minimum wage increases between 2014 and 2017 did

not incentivize food services to substitute away from low-wage workers towards those with

higher qualifications. As a robustness check, we test whether the minimum wage increases

coincided with any changes in the attributes of food service workers earning below $16. We

find no changes in educational attainment or potential experience. We also find no declines

in the employment shares of demographic groups associated with lower wages, including

teenagers, women, African-Americans or Hispanics. Although we do find a large reduction

in the fraction born in other countries, this change is first detected in 2013, one year before

California’s minimum wage increase, and is then stable through 2017 despite the growing

influence of the minimum wage. We thus attribute this change to pre-increase changes in

migration patterns and not the policies. Over all, we do not find any evidence for labor-labor

substitution in food services.51

Finally, we test for whether the higher minimum wages triggered reductions in the hours

worked in the previous week by workers earning less than $16. We report these results in

column 7. We find no statistically significant reductions in hours between 2010 and 2017.

Although we detect a marginally significant increase of 7 percent in 2014 (the first year the

minimum wage increased), the fluctuating pattern year to year over all indicates that the

policies did not incentivize firms to reduce hours.52

51We report these additional results in Appendix Table A4. In addition to the change in the fraction born
in other countries, we also detect transitory declines in the share of food service workers who are teenagers
and African-Americans. These declines occur in the middle of the study period (2014 for teenagers, 2016
for African-Americans) and then increase in 2017 back to a value close to their 2010 level and are no longer
statistically significant. Since these fluctuations do not match the growing influence of the policies on actual
wages during this period, we attribute these short-lived reductions to sampling error.

52We have also tested for any changes in part-time workers, measured by whether the worker reports fewer
than 25 hours worked in the previous week. We find not effects on this measure as well. Results are available
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In summary, we find no evidence that higher state and local minimum wages influence

the food services industry to substitute away from minimum wage workers or reduce their

hours. Combined with the evidence from our calibration exercise in the previous section,

these results indicate that the most likely explanation for the industrywide responses we

estimate in the six cities is that the local policies have raised the earnings of minimum wage

workers.

10 Conclusion

Many studies on the labor market effects of the minimum wage have focused on employment

in industries in which a large fraction of workers are paid at or just above the minimum. New

evidence from Seattle’s recent citywide policy suggests that these designs may be unreliable

(Jardim et al., 2017). Intuitively, since the evidence in industry-level studies is based on

changes in aggregate employment, the small effects that they find may be explained by pro-

duction processes in which firms respond to increases in the minimum wage by substituting

minimum wage workers for more productive, higher-wage workers (i.e., labor-labor substitu-

tion) (Neumark, 2018). Relatedly, if employers respond to wage increases by reducing hours

then evidence on employment alone is not sufficient to summarize the total effect.

In this paper, we address this key issue for the interpretation of industry-level employment

effects. Using a theoretical framework based on a standard model of labor demand, we show

that labor-labor substitution alone is generally insufficient to explain the combination of

average earnings gains and constant employment often found in industry-level studies (e.g.,

Dube et al., 2010; Dube et al., 2016; Totty, 2017). Intuitively, when employers substitute

more productive higher-wage workers for lower-wage workers, they necessarily reduce total

employment demand.

We use this framework to help us interpret the effects of six local minimum wage policies

that we estimate in Chicago, the District of Columbia, Oakland, San Francisco, San Jose

upon request.
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and Seattle, in which the new minimum wages ranged from $10 to $13. We focus on the

food services industry. To measure the effects, we employ event study and synthetic control

methods using aggregate data on average earnings and employment. Similar to previous

studies of state and federal policies, we find significantly positive earnings increases and no

significant employment losses. These estimates are robust to a battery of specification and

falsification tests.

Using a calibration exercise that draws on our theoretical framework, we find that labor-

labor substitution is unable to produce the small industrywide employment effects contained

in our confidence intervals if there are no effects on hours. To test whether there is any

empirical support for either labor-labor substitution or hours responses in the food services

industry, we examine the effects of California’s recent state and local minimum wage policies.

There we find no evidence of labor-labor substitution or hours effects. The most likely

explanation for the effects we estimate is that the six cities’ local policies raised the average

earnings of low-wage workers in this industry.

Numerous cities across the U.S. are in the process of raising local minimum wages, some to

as high as $15 per hour. Yet, for most of these localities, there are no publicly available data

sources with direct information on wages, hours and employment. As a result, to evaluate

them, analysts have to rely on data on average earnings and employment aggregated at

the industry-level. This paper provides a new approach for assessing whether the evidence

produced by these studies can be explained by different forms of labor-labor substitution.

Our analysis of California’s state and local minimum wage policies suggests that this evidence

is likely to be sufficient to bound the total effect of the policies on low-wage workers, especially

in food services.
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Figures

Figure 1: Minimum wage policies: Oakland, San Francisco and San Jose
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Notes: When the minimum wage increases in the middle of a quarter, the figure plots the average minimum

wage over the months within the quarter. For cities that allow for subminimum wages, such as for tipped

workers and workers in small firms, we use the highest minimum wage in effect.

Figure 2: Minimum wage policies: Chicago, District of Columbia and Seattle
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Notes: See notes to Figure 1.
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Figure 3: Map of comparison counties

Comparison county MW policy
Not included
Indexed to inflation
No increases

Notes: This map shows the untreated comparison counties that we use in our event study and synthetic

control analyses. We include counties that (1) had no change in their minimum wage during our period of

study, and (2) are in a metropolitan area with an estimated population of at least 200,000 in 2009q4. For San

Francisco and Seattle, which previously indexed their minimum wage to inflation, we also include counties

in states that indexed their minimum wage and had no other minimum wage increases between 2009q4 and

2016q4.
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Figure 4: Event study minimum wage estimates
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Notes: This figure plots estimates from event studies of the minimum wage policy, measured in logs. Models

are normalized such that each estimate represents the difference in the log minimum wage relative to the end

of the pre-policy period (point -1 on the horizontal axis). The circles labeled “city estimates” plot coefficients

from the nonparametric model. The lines labeled “pre-trend,” “jump,” and “phase in” plot the pre-trend

and dynamic effects of the citywide policies that we estimate using the trend break model. See Section 5.1

for more information.

Figure 5: Event study earnings estimates
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Notes: This figure plots estimates from event studies of average earnings in food services, measured in logs.

See notes to Figure 4 for more information.
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Figure 6: Event study employment estimates
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Notes: This figure plots estimates from event studies of employment in food services, measured in logs. See

notes to Figure 4 for more information.

64



Figure 7: Synthetic control analysis of Chicago, District of Columbia and Oakland
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Notes: This figure plots average earnings and employment in food services in Chicago, the District of

Columbia and Oakland and their synthetic controls. Each outcome is measured in logs and is centered

around its pre-policy average. The vertical dotted line marks the beginning of the evaluation period.
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Figure 8: Synthetic control analysis of San Francisco, San Jose and Seattle
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Notes: This figure plots average earnings and employment in food services in San Francisco, San Jose and

Seattle and their synthetic controls. Each outcome is measured in logs and is centered around its pre-policy

average. The vertical dotted line marks the beginning of the evaluation period.

66



Figure 9: Synthetic control earnings estimates
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Notes: This figure plots each city’s estimated earnings effect of its local minimum wage policy against the

city’s average minimum wage increase. Average earnings are measured in logs. The average minimum wage

increase is the average log minimum wage during the evaluation period minus the log pre-policy minimum

wage (see Table 4). For San Francisco and Seattle, which previously indexed their minimum wage to inflation,

we additionally adjust for the expected increase in the minimum wage due to indexing by subtracting the

average minimum wage increase that we observe in their synthetic control. The dashed line plots the

fitted relationship between the estimated effect on earnings and the average minimum wage increase from

a regression without a constant. The slope of the dashed line is a measure of the industrywide elasticity of

average earnings in food services with respect to the minimum wage.

Figure 10: Synthetic control employment estimates
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Notes: This figure plots each city’s estimated employment effect of its local minimum wage policy against the

city’s average minimum wage increase. The slope of the dashed line is a measure of the industrywide elasticity

of employment in food services with respect to the minimum wage. See Figure 9 for more information.
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Figure 11: Synthetic control estimates
full and limited service restaurants and professional services
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Panel B: Limited service restaurants
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Panel C: Professional services
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Notes: These figures plot each city’s estimated effects of its local minimum wage policy against the city’s

average minimum wage increase. See note to Figure 9 for more information.
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Figure 12: Employment and earnings shares in the six cities before the local policies
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Notes: This figure shows the distribution of employment and earnings among food service workers living

near Chicago, the District of Columbia, Oakland, San Francisco, San Jose and Seattle. Wages are centered

around the pre-policy minimum wage. To estimate shares, we first bin together the difference between the

wage and the city’s pre-policy minimum wage in fifty cent increments. We then group together all workers

who report earning less than $5 or more than $10 above the minimum. We estimate these distributions using

data from the CPS ORG, pooling four years of pre-policy data for each city. Hourly workers in Chicago and

the District of Columbia who report wages within 50 cents of their cities’ tipped wage are assumed to earn

the minimum wage. There are 1,606 workers in this sample. See Section 8 for more information.
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Figure 13: Distribution of wages in food services, 2010 and 2017

Panel A: 2010

Panel B: 2017

Notes: This figure plots the distribution of wages of workers employed in food services in California and

states in which the minimum wage is set at the federal level. Wages are binned around 50 cent intervals.

Data on wages comes from the CPS ORG. See Section 9 for more information.
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Figure 14: Actual vs. predicted wages of food service workers earning under $16

Notes: Plots actual and predicted log wages paid to workers employed in food services in California and

states in which the minimum wage is set at the federal level. Vertical lines mark years in which the California

minimum wage increased statewide. Data on wages come from the CPS ORG. We predict log wages from a

regression model estimated on the 2010 CPS ORG. See Section 9 for more information.
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Tables

Table 1: Distribution of private sector employment in the six cities before the local policies

Earning less than citywide MW
Industry No Yes Total

(1) (2) (3)

Construction
Row percentage (%) 88.0 12.0 100.0
Column percentage (%) 5.0 2.5 4.5

Educational and health services
85.7 14.3 100.0
18.0 11.3 16.6

Financial activities
94.2 5.8 100.0
9.0 2.1 7.6

Food services
24.2 75.8 100.0
2.6 30.3 8.4

Information
92.3 7.7 100.0
5.2 1.6 4.5

Leisure and hospitality, excl. food
68.0 32.0 100.0
3.1 5.5 3.6

Manufacturing
89.8 10.2 100.0
12.9 5.5 11.4

Professional services
97.7 2.3 100.0
19.5 1.7 15.8

Retail trade
59.2 40.8 100.0
7.9 20.6 10.6

All other industries
76.8 23.2 100.0
16.7 18.9 17.1

Total
79.0 21.0 100.0
100.0 100.0 100.0

Notes: Table reports the distribution of private sector employment in six cities before the local minimum

wages went into effect, by industry. The six cities are Chicago, the District of Columbia, Oakland, San

Francisco, San Jose and Seattle. We report the distribution for two groups: workers who report wages

higher than the level of the citywide minimum wage at the end of the sample period (column 1) and those

who report wages at or lower than the citywide minimum wage (column 2). Column 3 reports the distribution

for both groups combined. We estimate these distributions using data from the CPS ORG, pooling four years

of pre-policy data for each city. Sample size is 21,486 observations. See Section 4.1 for more information.
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Table 2: Average characteristics of our six cities and comparison counties

Six cities Comparison counties
(1) (2)

Panel A: Annual average, 2012

Population (1000s) 1033.2 589.8
Total private sector

Average earnings ($) 1385.4 860.9
Employment (1000s) 490.9 227.3

Food services
Average earnings ($) 409.4 298.6
Employment (1000s) 44.7 21.1

Full service restaurants
Average earnings ($) 441.3 321.3
Employment (1000s) 23.2 10.3

Limited service restaurants
Average earnings ($) 342.9 259.2
Employment (1000s) 11.6 7.6

Professional services
Average earnings ($) 2131.0 1270.8
Employment (1000s) 72.0 17.6

Panel B: Percent change, 2009–2012

Population (%) 2.8 3.6
Total private sector

Average earnings (%) 9.8 7.5
Employment (%) 4.8 3.5

Food services
Average earnings (%) 6.6 6.9
Employment (%) 11.7 7.0

Full service restaurants
Average earnings (%) 7.0 7.8
Employment (%) 13.9 6.8

Limited service restaurants
Average earnings (%) 4.6 5.2
Employment (%) 8.5 7.1

Professional services
Average earnings (%) 10.0 7.4
Employment (%) 8.9 4.6

Observations 6 159

Notes: Table reports descriptive statistics for the six cities (column 1) and the untreated comparison counties

(column 2). The six cities are Chicago, the District of Columbia, Oakland, San Francisco, San Jose, and

Seattle. Panel A reports sample means during 2012. For each variable, we compute its mean by averaging

over the quarterly observations in the group indicated by the column heading. Panel B reports the percent

change in the sample means between 2009 and 2012.
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Table 3: Event study results

Food services
Earnings (logs) Employment (logs)

(1) (2) (3) (4)

Panel A: Point estimates of trend break modela

Jump 0.029 0.021 0.033 0.008
(0.009) (0.009) (0.015) (0.007)

Phase in 0.007 0.006 0.004 0.000
(0.004) (0.003) (0.002) (0.002)

p, total event effect = 0 (city clusters)b 0.054 0.066 0.122 0.583
p, total event effect = 0 (state clusters) 0.133 0.119 0.175 0.709

Pre-trend — 0.001 — 0.004
— (0.001) — (0.001)

p, pre-trend = 0 (city clusters) — 0.310 — 0.030
p, pre-trend = 0 (state clusters) — 0.338 — 0.072

Observations 4728 4728 4728 4728
Adjusted R2 0.79 0.79 0.86 0.86

Panel B: Industrywide elasticity with respect to the minimum wagec

Elasticity 0.224 0.186 0.199 0.039
(0.053) (0.048) (0.067) (0.036)

p, elasticity = 0 (city clusters) 0.005 0.010 0.020 0.359
90% CI (city clusters) [0.113,0.321] [0.068,0.289] [0.069,0.342] [-0.041,0.104]
p, elasticity = 0 (state clusters) 0.029 0.074 0.060 0.363
90% CI (state clusters) [0.036,0.327] [0.017,0.282] [0.035,0.286] [-0.048,0.113]

Control for trendd No Yes No Yes

Notes: Standard errors in parentheses, clustered at the city and county level. Significance tests and confidence inter-
vals are based on a wild bootstrap using the empirical t-distribution, clustered at either the (1) city and county or
(2) state level. All models include quarterly calendar time effects and city and county effects, and control for private
sector earnings and employment. See Section 5.1 for more information. a Reports estimates of models specified in
Equations (6) and (7). b p-values for total event effect test the hypothesis that the coefficients θjump and θphasein are
both zero. c Earnings and employment elasticities are estimated by instrumental variables.
d Reports whether the model controls for a linear trend in event time.
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Table 6: Simulations of elasticities with respect to the minimum wage
under labor-labor substitution

Elasticity of Employment elasticity Industrywide elasticity
Substitution of workers at old MW Earnings Employment

(1) (2) (3) (4)

0.00 0.00 0.24 0.00
0.25 -0.19 0.28 -0.04
0.50 -0.38 0.33 -0.09
0.75 -0.57 0.37 -0.13
1.00 -0.76 0.41 -0.17
1.25 -0.95 0.46 -0.22
1.50 -1.14 0.50 -0.26
1.75 -1.33 0.54 -0.30
2.00 -1.52 0.59 -0.35

Notes: Table presents simulated elasticities with respect to the minimum wage that we would observe follow-

ing a 20 percent increase in the minimum wage. Simulations are based on the actual pre-policy distribution

of wages and earnings among food service workers living near the six cities. Each row reports the effects

the we would observe based on a different value for the elasticity of substitution, reported in column 1.

Column 2 reports the employment elasticity of workers who would be paid at the old minimum wage in the

absence of the increase. Values smaller than 1 in magnitude indicate that the minimum wage increase raises

these workers’ earnings net of employment losses. Columns 3 and 4 report the industrywide earnings and

employment elasticities, respectively. See Section 8 for more information.
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A Additional exhibits

Figure A1: Event study population estimates
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Notes: This figure plots estimates from event studies of annual population, measured in logs. Models are

normalized such that each estimate represents the difference in log population relative to the end of the

pre-policy period (point -1 on the horizontal axis). The circles labeled “city estimates” plot coefficients from

the nonparametric model. The lines labeled “pre-trend,” “jump,” and “phase in” plot the pre-trend and

dynamic effects of the citywide policies that we estimate using the trend break model. See Section 5.1 for

more information.
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Table A1: Summary statistics of food service workers earning under $16

California States at federal MW
2010 2017 2010 2017
(1) (2) (3) (4)

Wage (logs) 2.219 2.422 2.093 2.173
Predicted wage (logs) 2.524 2.535 2.364 2.366
Female 0.505 0.549 0.575 0.548
Teenager 0.099 0.118 0.139 0.176
Potential experience 11.632 11.147 10.846 11.150
Less than high school 0.264 0.217 0.270 0.241
High school 0.351 0.362 0.368 0.385
Some college 0.315 0.342 0.301 0.311
Bachelors or higher 0.070 0.080 0.062 0.063
White 0.308 0.236 0.548 0.526
Black 0.031 0.042 0.172 0.167
Hispanic 0.536 0.545 0.241 0.264
Asian 0.119 0.163 0.031 0.039
Other race 0.007 0.015 0.008 0.005
Foreign born 0.480 0.360 0.169 0.181
Citizen 0.643 0.727 0.865 0.861
Hours last week at main job 28.538 30.090 30.405 30.657
Hours≤ 25 0.428 0.355 0.375 0.354
Paid by the hour 0.929 0.957 0.875 0.898
Tipped worker 0.303 0.289 0.339 0.280

Observations 503 499 1541 1563

Notes: Table reports summary statistics of food service workers earning under $16 in California and states

at the federal minimum wage during years 2010–2017. Data is from the CPS ORG. The predicted log wage

is the log hourly wage predicted from a Mincer regression estimated on the 2010 CPS ORG. See Section 9

for more information.
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B Event study model specification and sensitivity

B.1 Model selection

In this section, we describe the cross-validation procedure we use to choose our preferred
event study specification. Our objective is to formulate a model for the six cities’ earnings
and employment in the absence of the citywide policies that will provide a suitable coun-
terfactual for comparing outcomes after the policies go into effect. We measure minimum
wage effects on these outcomes in four sectors: food services, full service restaurants, limited
service restaurants and professional services. Although we do not observe the counterfactu-
als of interest after the policies went into effect, we do observe them beforehand. A natural
approach then is to compare alternative models based on their goodness of fit on the six city
sample during the pre-policy period.

Ideally, we would fit flexible models for each outcome using only the treated city sample.
This approach would ensure that the relationships that we estimate between the control
variables and the outcomes would be calibrated to maximize the goodness of fit on the
population of interest. Unfortunately, with only six treated cities in the panel, there are too
few degrees of freedom to estimate these models. When we increase the degrees of freedom
by including untreated comparison counties in the regression sample, we introduce the risk
that the relationships we measure using the comparison counties will not be representative
of the six cities. (For example, we find in Table 2 that the six cities are on average higher
paying and more populous than the comparison counties.) We increase this risk when we
make the model more complex—for example, by allowing the relationships to change over
time—because we increase the chance of overfitting.

To find the specification that has the best explanatory power on the six city sample
during the pre-policy period, we consider a wide class of models. In a first step, we fit each
model on the untreated comparison county sample only. We then validate each model by
calculating R2 statistics on the held-back treated city sample during the final 13 quarters of
the pre-policy period—the same 13 quarters included in our event study window. We call
the R2 statistic that we calculate on the city sample the city R2.53

In addition to private sector earnings and employment, we also consider models that
include two other variables. The first is city or county population, estimated annually by
the U.S. Census Bureau. The second variable measures the total payroll of all private sector
workers in the city or county (which approximates the size of the local economy), averaged

53Formally, for each outcome and model, we calculate the city R2 statistic:

city R2 ≡ 1−

∑
i∈6 cities

∑−1
e=−13

(
Yite − Ŷite

)2
∑

i∈6 cities

∑−1
e=−13

(
Yite − Ȳ pre

i

)2
where e indexes event time relative to the beginning of the city i’s evaluation period (e(i, t) = t − t0i ),

Yite is the outcome of interest, Ŷite is the model’s prediction and Ȳ pre
i is the outcome for city i averaged

over event time quarters -13 through -1. Note that since each model includes a locality effect αi, before
computing the prediction we need to first estimate an effect for each treated city. We do so by setting each
locality effect so that it solves its respective least squares first order condition. For example, if the model is
Yite = αi + βXite + uite, then the estimate for city i is α̂i = Ȳ pre

i − β̂X̄pre
i .
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over the quarters 2007q1–2009q3.54 This period immediately precedes the quarters included
in our regression sample (2009q4–2016q4). This variable comes from the QCEW. We consider
these variables, because they are less likely to be influenced by the cities’ minimum wage
policies than contemporaneous private sector earnings or employment (even after we exclude
food services from their calculation). We measure both population and private sector size in
logs.

Table B1 reports the city R2 statistics. Each row reports results from a model that
includes some combination of our four control variables (private sector earnings, private
sector employment, population and 2007q1–2009q3 private sector size). All models also
control for locality and quarterly calendar time effects.55

We also estimate different parameterizations of these variables. For example, the second
row reports statistics from a model that constrains the influence of log population to be
linear and common across all quarters. The third row allows for a nonlinear relationship
by adding to the model a third order polynomial of log population. The fourth row instead
allows for the influence of population to be seasonal, interacting log population with quarter
of year effects. Finally, the fifth row allows the influence of population to vary each quarter,
interacting log population with a full set of time effects.

For each of the eight outcomes, the city R2 statistics from the models that allow for more
complex relationships of population are either similar to or worse than what we find in the
second row. The reduction in explanatory power indicates that models that allow for more
complex effects of population yield noisier predictions. In general, when we add noise, the
parameters of the trend break model will be less precisely estimated. We therefore prefer
models that on average have higher explanatory power. Column 10 reports the average city
R2 over all eight outcomes. Here we find that models that control for population perform
worse than those that control only for locality and time effects (row 1). We therefore do not
include population as a control variable in our preferred event study model.56

Rows 8 through 11 of Table B1 illustrate the tradeoffs of using more flexible models to
predict counterfactual outcomes when the model is estimated on a sample composed mostly
of untreated units. It also shows the limitations of using more conventional approaches to
validate a specification. Regressions that model the relationship with private sector earnings
as a third order polynomial yield an average city R2 of 0.41 (row 9), 30 percent lower than
what we find when we model the relationship as linear (row 8). The difference in explanatory
power is particularly dramatic for average earnings in limited service restaurants, in which
the nonlinear model yields a negative city R2. Importantly, the reduction in fit among the
city sample is not evident from the regression results estimated on the comparison counties,
which find a statistically significant nonlinear relationship. In this case, validation based

54We have also considered models that allow for private sector size to have a separate influence during
each year 2007, 2008 and 2009q1–2009q3. These models typically perform worse than models that control
for private sector size averaged over the entire 2007q1–2009q3 period. Results available upon request.

55We have also estimated models that allow for separate calendar time effects for the counties in states
that index their minimum wage to inflation. These models perform modestly worse on average than those
that allow only for common time effects. Results available upon request.

56Adding population does not increase the models’ explanatory power, because the six cities on average
trend in parallel with the comparison counties throughout the event study window. See Appendix Figure
A1.

86



on t-tests would lead one to include variables that would ultimately reduce the explanatory
power for the population of interest.57

In contrast, models that allow the influence of private sector earnings to vary over time
typically perform better than models that assume the influence is constant. Table B1 reports
that models that allow the influence to vary (row 11) yield an average city R2 that is about 10
percent higher on average than those that do not (row 8). This improvement in explanatory
power is not revealed by a comparison of adjusted R2 from the regression results (not shown),
which find only a one percentage point difference.

We find that the model with the greatest explanatory power is the one that controls for
private sector earnings and employment and allows the influence of these variables to vary
over time. This model, reported in row 19 of Table B1, yields an average city R2 of 0.67, 13
percent higher than the city R2 of the model does not include any control variables other
than locality and time effects. Models that also control for population and 2007q1–2009q3
private sector size perform worse on average.58

In summary, we find that regression models that control for private sector earnings and
employment and allow their influence to vary over time have greater explanatory power
than alternatives that either include other control variables or allow for other nonlinear
relationships. The improvement in explanatory power that we find when we measure the
goodness of fit directly on the six city sample is not indicated from the regression results
themselves. This disagreement reveals the limitations of using more conventional methods,
such as t-tests and the adjusted R2, to validate models used in event studies and underscores
the importance of reporting the goodness of fit on the population of interest.

B.2 Sensitivity analysis

As a robustness check on our main findings from our event study analysis, we estimate the
industrywide earnings and employment elasticities under each of the alternative specifications
we considered in our model selection process. If we find that our results are similar across
models, it suggests are conclusions are less likely to be biased by model misspecification.

Table B2 reports the industrywide earnings and employment elasticities that we estimate
in food services under the alternative specifications. Over all, we find little variation in the
elasticities, especially once we control for the linear trend. Column 3 reports that the earnings
elasticities in these models range from 0.15 to 0.22, similar to what we report in the main
text (reported in row 19). Likewise, the employment elasticities estimated in models that
control for the trend are all very small and range from -0.02 to 0.04. All models that do not
control for the trend yield larger, positive employment elasticities.

Tables B3 and B4 report the industrywide elasticities in full service restaurants and

57The t-statistic on each parameter of the third order polynomial of private sector earnings is about 3.5
in magnitude. The large reduction in fit that we find for earnings in limited service restaurant is robust to
whether or not we include the six cities in the regression sample: Even with the six cities in the sample,
the city R2 for the nonlinear model is only 0.12. We also find a significant nonlinear relationship when we
include the cities. In this case, the t-statistic on each parameter is between 2.1 and 2.2 in magnitude.

58We also find that the model reported in row 19 of Table B1 has the greatest explanatory power if we
estimate the regressions on samples that include the six treated cities’ pre-policy periods. In this case, the
average city R2 is 0.72.
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limited service restaurants, respectively. As in Section 7, we find larger earnings elasticities
in limited than full service restaurants, consistent with the larger number of minimum wage
workers in that sector. We also find no support for negative employment effects. Over all,
the employment elasticities range from -0.01 to 0.25.

Finally, Table B5 reports the results for professional services, building on the falsification
exercise we discussed in Section 7. Interestingly, here we find the earnings elasticity is
sensitive across specifications, even when we control for the linear trend, which in contrast
yields generally stable results for food services and its sub-sectors. The earnings elasticity
from the model that controls for the linear trend, 0.12, is the highest among the models. This
sensitivity to how we specify the model suggests the earnings elasticity in our preferred model
is more likely to be driven by idiosyncratic modeling assumptions than contemporaneous
changes in the six cities’ economies that could bias our analysis of the food services industry.

Over all, we find the earnings and employment effects we report in the main text for food
services and its sub-sectors are robust to how we specify our model, suggesting it is unlikely
our results are biased by model misspecification. In contrast, estimates for professional
services, especially for earnings, are more variable, supporting our conclusion that the effects
we measure in food services are not biased by contemporaneous non-policy related changes
around the time the local policies went into effect.
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C Analysis of full and limited service restaurants and

professional services

C.1 Full service and limited service restaurants

This section presents results from other sectors. First, we re-run our event study and syn-
thetic control analyses for the full service and limited service restaurant sub-sectors. This
exercise tests whether the effects of the minimum wage are stronger in the sector with a
larger share of workers who are affected by the policies. Average earnings in limited service
restaurants are lower than in full service restaurants. We should therefore find larger effects
in limited than in full service restaurants.59

Figures C1 and C2 show the earnings and employment effects we measure using event
study and synthetic control, respectively, in each sub-sector. We plot the results for full
service restaurants in Panel A and limited service in Panel B. In both event study and
synthetic control, the earnings effects are larger for limited than full service restaurants—as
we would expect. Tables C1 and C2 report the industrywide elasticities from our event
study analysis on full and limited service restaurants, respectively. In the trend break model
that controls for a linear event time trend (column 2), the industrywide earnings elasticity
is 0.32 for limited and 0.15 for full service restaurants. Figure C2 shows that the earnings
elasticities recovered by synthetic control show a similar pattern.60

Despite the larger earnings effects of the minimum wage in limited service restaurants,
both event study and synthetic control find that the policies have not reduced employment in
either sector. In fact, if anything, estimates from our trend break model indicate a positive
effect. However, we do not find this effect in our synthetic control analysis, in which we
measure an elasticity of employment close to zero.61

In summary, full service and limited service results are consistent with our findings for
food services overall. The cities’ minimum wage policies had greater earnings effects in lim-
ited service than full service restaurants. We do not detect significantly negative employment
effects in either sector.

59Limited service restaurants are also more likely to be influenced by minimum wage policies because the
minimum wages for tipped workers is set lower than the minimum wage in some cities in our sample. In
these cities, restaurants can choose to pay their tipped workers the lower tipped wage as long as the workers’
hourly earnings are higher than the minimum wage once tips are included. During our period of study,
Chicago and the District of Columbia, have tipped wages that are lower than the local minimum wages for
all employers, and Seattle introduced lower tipped wages for small employers.

60Synthetic control also finds that the effects on earnings are larger for limited than full service restaurants
in each of the six cities. See Figures C3–C6.

61Similar to our results for food services over all, these estimates are robust to how we specify our event
study model (see Appendix B). At the city-level, the synthetic control analyses also do not detect any
statistically significant negative effects on limited service employment. We report p-values for the city-level
synthetic control results for full and limited service restaurants in Tables C4 and C5. We have also re-run
the parallel trends tests that we described in Section 7 for the synthetic control analysis of full service and
limited service restaurants. The results for full service restaurants are similar to what we found for food
services overall, failing in 3 out of the 12 cases tested. Dropping the city-outcome pairs in which we find
significant pre-trends yield similar elasticities to what we find when we include all cities (0.11 for earnings,
0.13 for employment). The synthetic control analysis for limited service restaurants passes all 12 of the
parallel trends tests performed.
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C.2 Professional services

Next, we check whether our results might be biased by other contemporaneous changes
in the six cities’ local labor markets. To do so, we run our event study and synthetic
control analyses on professional services—a high-wage industry that should not be affected
by changes in minimum wage policy.62 For example, if our estimated positive earnings effects
in low-wage food services are driven by an expanding tech sector, then we should find positive
earnings effects in high-wage industries like professional services as well. The expansion of
the high paying tech sector would put upward pressure on average earnings in professional
services by increasing the overall demand for highly educated workers. On the other hand,
if our methods are effectively accounting for such contemporaneous changes, we should not
find any significant earnings or employment effects in professional services.

Panel C of Figure C1 shows the results for professional services from our event study mod-
els. Although the trend break model measures a positive break in the trend for earnings—
suggesting a positive bias in our earnings estimates—the city-specific estimates show that
this break appears to be identified off of a single city. Consistent with this interpretation,
hypothesis tests reported in Table C3 find that the industrywide elasticity implied by the
trend break model is statistically insignificant regardless of how we cluster. Our event study
model also does not find any significant effects for employment in professional services.63

Evidence from synthetic controls confirm that our analysis is unlikely to be biased by
contemporaneous changes in the six cities’ local labor markets. These results are shown in
Panel C of Figure C2 and Table C6. Of the 12 tests (two for each city), we estimate a
significant effect in only one—professional employment in San Francisco. This result, which
is large and positive and significant at the 10 percent level, is not inconsistent with our
other findings for professional services. By construction of the statistical tests we employ,
we would expect to find significant results about 10 percent of the time, even if there was
no actual correlation between the policy and the outcomes we are testing.

Over all, the results from our analysis of other sectors indicate that our estimated effects
on food services are indeed attributable to the cities’ local minimum wage policies. Consistent
with a minimum wage effect, both event study and synthetic control-based methods find
larger effects in the lower paying limited service restaurants and—with only one exception—
detect no significant effects in the high paying professional services industry. Together, these
results indicate our food services estimates are unlikely to be driven by contemporaneous
changes in the cities that are not minimum wage policy-related.

62This industry is also called the Professional, Scientific, and Technical Services sector (NAICS code
54). This sector includes lawyers, accountants and management consultants, among other highly educated
professions. Table 1 reports that less than 3 percent of workers in the six cities in this industry were covered
by the new local minimum wage policies during our study period.

63We also find that these elasticities are not robust to how we specify our event study model. In Appendix
B, we find the industrywide elasticities for professional services are very sensitive to which control variables
we include, especially for earnings. This pattern supports our conclusion that the event study results for
professional services are not detecting any changes around the time the local policies went into effect that
would bias our estimates in food services.
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Figure C1: Event study estimates
full and limited service restaurants and professional services

Average earnings Employment

Panel A: Full service restaurants
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Panel B: Limited service restaurants
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Panel C: Professional services
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Notes: This figure plots estimates from event studies. See notes to Figure 4 for more information.
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Figure C2: Synthetic control estimates
full and limited service restaurants and professional services

Average earnings Employment

Panel A: Full service restaurants

chicago
dc

oakland

seattle

sf
sj

-.
05

0
.0

5
.1

.1
5

.2
E

ffe
ct

 o
n 

av
er

ag
e 

ea
rn

in
gs

 (
lo

gs
)

0 .1 .2 .3 .4 .5
Average MW increase (logs)

Slope (implied elasticity): 0.19

chicagodc

oakland

seattlesf
sj

-.
05

0
.0

5
.1

.1
5

.2
E

ffe
ct

 o
n 

em
pl

oy
m

en
t (

lo
gs

)

0 .1 .2 .3 .4 .5
Average MW increase (logs)

Slope (implied elasticity): 0.08
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Panel C: Professional services
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Notes: These figures plot each city’s estimated effects of its local minimum wage policy against the city’s

average minimum wage increase. See note to Figure 9 for more information.
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Figure C3: Synthetic control analysis of full service restaurants
Chicago, District of Columbia and Oakland
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Notes: This figure plots average earnings and employment in full service restaurants in Chicago, the District

of Columbia and Oakland and their synthetic controls. Each outcome is measured in logs and is centered

around its pre-policy average. The vertical dotted line marks the beginning of the evaluation period.
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Figure C4: Synthetic control analysis of full service restaurants
San Francisco, San Jose and Seattle
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Notes: This figure plots average earnings and employment in full service restaurants in San Francisco, San

Jose and Seattle and their synthetic controls. Each outcome is measured in logs and is centered around its

pre-policy average. The vertical dotted line marks the beginning of the evaluation period.
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Figure C5: Synthetic control analysis of limited service restaurants
Chicago, District of Columbia and Oakland

Average earnings Employment

Chicago

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Chicago Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Chicago Synthetic

District of Columbia

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

District of Columbia Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

District of Columbia Synthetic

Oakland

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Oakland Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Oakland Synthetic

Notes: This figure plots average earnings and employment in limited service restaurants in Chicago, the

District of Columbia and Oakland and their synthetic controls. Each outcome is measured in logs and

is centered around its pre-policy average. The vertical dotted line marks the beginning of the evaluation

period.
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Figure C6: Synthetic control analysis of limited service restaurants
San Francisco, San Jose and Seattle
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Notes: This figure plots average earnings and employment in limited services restaurants in San Francisco,

San Jose and Seattle and their synthetic controls. Each outcome is measured in logs and is centered around

its pre-policy average. The vertical dotted line marks the beginning of the evaluation period.
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Figure C7: Synthetic control analysis of professional services
Chicago, District of Columbia and Oakland

Average earnings Employment

Chicago

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Chicago Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Chicago Synthetic

District of Columbia

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

District of Columbia Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

District of Columbia Synthetic

Oakland

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Oakland Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Oakland Synthetic

Notes: This figure plots average earnings and employment in professional services in Chicago, the District

of Columbia and Oakland and their synthetic controls. Each outcome is measured in logs and is centered

around its pre-policy average. The vertical dotted line marks the beginning of the evaluation period.
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Figure C8: Synthetic control analysis of professional services
San Francisco, San Jose and Seattle

Average earnings Employment

San Francisco

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

San Francisco Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

San Francisco Synthetic

San Jose

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

San Jose Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

San Jose Synthetic

Seattle

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

A
ve

ra
ge

 e
ar

ni
ng

s 
(lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Seattle Synthetic

-.
15

-.
05

.0
5

.1
5

.2
5

.3
5

E
m

pl
oy

m
en

t (
lo

gs
)

2009q3 2010q3 2011q3 2012q3 2013q3 2014q3 2015q3 2016q3
Quarter

Seattle Synthetic

Notes: This figure plots average earnings and employment in professional services in San Francisco, San

Jose and Seattle and their synthetic controls. Each outcome is measured in logs and is centered around its

pre-policy average. The vertical dotted line marks the beginning of the evaluation period.
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Table C1: Event study results for full service restaurants

Full service restaurants
Earnings (logs) Employment (logs)

(1) (2) (3) (4)

Panel A: Point estimates of trend break modela

Jump 0.017 0.018 0.038 0.008
(0.007) (0.009) (0.015) (0.009)

Phase in 0.004 0.004 0.004 0.000
(0.004) (0.003) (0.003) (0.003)

p, total event effect = 0 (city clusters)b 0.212 0.241 0.156 0.701
p, total event effect = 0 (state clusters) 0.497 0.082 0.034 0.510

Pre-trend — 0.000 — 0.004
— (0.001) — (0.001)

p, pre-trend = 0 (city clusters) — 0.932 — 0.024
p, pre-trend = 0 (state clusters) — 0.811 — 0.060

Observations 4728 4728 4728 4728
Adjusted R2 0.82 0.82 0.73 0.73

Panel B: Industrywide elasticity with respect to the minimum wagec

Elasticity 0.133 0.145 0.222 0.035
(0.073) (0.056) (0.090) (0.062)

p, elasticity = 0 (city clusters) 0.117 0.080 0.060 0.704
90% CI (city clusters) [-0.006,0.309] [0.004,0.257] [0.028,0.419] [-0.082,0.166]
p, elasticity = 0 (state clusters) 0.528 0.365 0.134 0.559
90% CI (state clusters) [-0.115,0.260] [-0.085,0.253] [-0.018,0.384] [-0.117,0.135]

Control for trendd No Yes No Yes

Notes: Standard errors in parentheses, clustered at the city and county level. Significance tests and confidence intervals
are based on a wild bootstrap using the empirical t-distribution, clustered at either the (1) city and county or (2) state
level. All models include quarterly calendar time effects and city and county effects, and control for private sector earn-
ings and employment. See Section 5.1 for more information. a Reports estimates of models specified in Equations (6)
and (7). b p-values for total event effect test the hypothesis that the coefficients θjump and θphasein are both zero.
c Earnings and employment elasticities are estimated by instrumental variables. d Reports whether the model controls
for a linear trend in event time.
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Table C2: Event study results for limited service restaurants

Limited service restaurants
Earnings (logs) Employment (logs)

(1) (2) (3) (4)

Panel A: Point estimates of trend break modela

Jump 0.047 0.033 -0.007 0.012
(0.017) (0.012) (0.016) (0.006)

Phase in 0.013 0.011 0.007 0.010
(0.004) (0.004) (0.004) (0.005)

p, total event effect = 0 (city clusters)b 0.022 0.020 0.447 0.090
p, total event effect = 0 (state clusters) 0.102 0.050 0.432 0.178

Pre-trend — 0.002 — -0.003
— (0.001) — (0.002)

p, pre-trend = 0 (city clusters) — 0.135 — 0.297
p, pre-trend = 0 (state clusters) — 0.200 — 0.128

Observations 4728 4728 4728 4728
Adjusted R2 0.54 0.54 0.82 0.82

Panel B: Industrywide elasticity with respect to the minimum wagec

Elasticity 0.391 0.321 0.076 0.212
(0.098) (0.070) (0.080) (0.079)

p, elasticity = 0 (city clusters) 0.010 0.008 0.389 0.041
90% CI (city clusters) [0.224,0.570] [0.185,0.445] [-0.108,0.231] [0.049,0.393]
p, elasticity = 0 (state clusters) 0.037 0.028 0.326 0.108
90% CI (state clusters) [0.120,0.639] [0.135,0.481] [-0.102,0.224] [-0.006,0.464]

Control for trendd No Yes No Yes

Notes: Standard errors in parentheses, clustered at the city and county level. Significance tests and confidence inter-
vals are based on a wild bootstrap using the empirical t-distribution, clustered at either the (1) city and county or (2)
state level. All models include quarterly calendar time effects and city and county effects, and control for private sector
earnings and employment. See Section 5.1 for more information. a Reports estimates of models specified in Equations
(6) and (7). b p-values for total event effect test the hypothesis that the coefficients θjump and θphasein are both zero.
c Earnings and employment elasticities are estimated by instrumental variables. d Reports whether the model controls
for a linear trend in event time.
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Table C3: Event study results for professional services

Professional services
Earnings (logs) Employment (logs)

(1) (2) (3) (4)

Panel A: Point estimates of trend break modela

Jump 0.013 0.011 -0.017 -0.021
(0.013) (0.015) (0.018) (0.013)

Phase in 0.005 0.005 -0.002 -0.002
(0.003) (0.002) (0.004) (0.006)

p, total event effect = 0 (city clusters)b 0.276 0.251 0.646 0.532
p, total event effect = 0 (state clusters) 0.413 0.386 0.745 0.421

Pre-trend — 0.000 — 0.001
— (0.001) — (0.003)

p, pre-trend = 0 (city clusters) — 0.780 — 0.817
p, pre-trend = 0 (state clusters) — 0.658 — 0.781

Observations 4728 4728 4728 4728
Adjusted R2 0.75 0.75 0.60 0.60

Panel B: Industrywide elasticity with respect to the minimum wagec

Elasticity 0.132 0.123 -0.092 -0.122
(0.072) (0.072) (0.083) (0.122)

p, elasticity = 0 (city clusters) 0.167 0.173 0.313 0.421
90% CI (city clusters) [-0.035,0.296] [-0.021,0.287] [-0.240,0.073] [-0.341,0.174]
p, elasticity = 0 (state clusters) 0.622 0.484 0.324 0.132
90% CI (state clusters) [-0.066,0.270] [-0.113,0.233] [-0.301,0.158] [-0.243,0.042]

Control for trendd No Yes No Yes

Notes: Standard errors in parentheses, clustered at the city and county level. Significance tests and confidence intervals
are based on a wild bootstrap using the empirical t-distribution, clustered at either the (1) city and county or (2) state
level. All models include quarterly calendar time effects and city and county effects, and control for private sector earn-
ings and employment. See Section 5.1 for more information. a Reports estimates of models specified in Equations (6)
and (7). b p-values for total event effect test the hypothesis that the coefficients θjump and θphasein are both zero.
c Earnings and employment elasticities are estimated by instrumental variables. d Reports whether the model controls
for a linear trend in event time.
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