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 | Computational Biology | Research Article

Machine learning to predict ceftriaxone resistance using single 
nucleotide polymorphisms within a global database of Neisseria 
gonorrhoeae genomes
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ABSTRACT Antimicrobial resistance (AMR) in Neisseria gonorrhoeae is an urgent global 
health issue. Machine learning (ML) is a powerful tool that can aid in identifying 
mutations and predicting their impact on AMR. The study aimed to use ML models to 
predict ceftriaxone susceptibility and decreased susceptibility (S/DS). A public database 
of N. gonorrhoeae genomes with minimum inhibitory concentration (MIC) data was used 
to evaluate seven ML models using 97 single nucleotide polymorphisms (SNPs) known to 
be associated with ceftriaxone resistance. Ceftriaxone MICs ≤ 0.064 mg/L were classified 
as susceptible, and ceftriaxoneMICs > 0.064 mg/L were classified as DS. The contributions 
of individual SNPs to predict S/DS were calculated using SHapley Additive exPlanation 
(SHAP) values. An ML model was retrained using different combinations of SNPs with 
the highest SHAP values. The performance of ML models was assessed using different 
metrics including area under the curve (AUC) and balanced accuracy (bAcc). The ML 
analyses included 9,540 N. gonorrhoeae genomes; 368 (0.04%) were classified as DS. Of 
the models evaluated, the model trained with a random forest classifier had the highest 
performance (AUC 0.965; bAcc 0.926). A model retrained the top five SNPs, according 
to SHAP values, demonstrated a similar performance (AUC 0.916; bAcc 0.879) as the 
model with 97 SNPs. An ML approach using mutations in N. gonorrhoeae can be used to 
predict S/DS to ceftriaxone. The results highlight a practical application of ML to identify 
mutations most associated with S/DS to ceftriaxone, which can aid in the development 
of assays to predict AMR.

IMPORTANCE Antimicrobial resistance in Neisseria gonorrhoeae is an urgent global 
health issue. The objectives of the study were to use a global collection of 12,936 N. 
gonorrhoeae genomes from the PathogenWatch database to evaluate different machine 
learning models to predict ceftriaxone susceptibility/decreased susceptibility using 97 
mutations known to be associated with ceftriaxone resistance. We found the random 
forest classifier model had the highest performance. The analysis also reported the 
relative contributions of different mutations within the ML model predictions, allowing 
for the identification of the mutations with the highest importance for ceftriaxone 
resistance. A machine learning model retrained with the top five mutations performed 
similarly to the model using all 97 mutations. These results could aid in the development 
of molecular tests to detect resistance to ceftriaxone in N. gonorrhoeae. Moreover, this 
approach could be applied to building and evaluating machine learning models for 
predicting antimicrobial resistance in other pathogens.

KEYWORDS machine learning, Neisseria gonorrhoeae, ceftriaxone, antibiotics, 
antimicrobial resistance
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N eisseria gonorrhoeae, the bacterial pathogen that causes gonorrhea, is one of the 
most common sexually transmitted infections, with an estimated 82.4 million new 

infections globally in 2020 (1). Antimicrobial resistance (AMR) in N. gonorrhoeae is 
increasing and is considered an urgent global health issue (2). Currently, ceftriaxone 
is the last remaining empiric treatment option for gonorrhea, and ceftriaxone monother­
apy is recommended in many settings, including the USA and UK (3, 4).

Next-generation sequencing has revolutionized our understanding of bacterial 
pathogens, in general, and has advanced our knowledge of N. gonorrhoeae, in particular, 
including the determination of AMR mutations, investigating outbreaks, and surveillance 
(5–7). The establishment of large databases of genomic sequence data provides a rich 
resource for public health professionals and researchers seeking to understand trends 
of N. gonorrhoeae on a global scale. One such database is PathogenWatch (https://
pathogen.watch/), a publicly available database that combines sequence data with 
metadata, including phenotypic AMR data, that can be used not only for surveillance 
purposes but also for the development of molecular assays to improve diagnosis and 
treatment (8, 9).

Using bacterial genomic data, prior research has used machine learning (ML) 
algorithms to predict AMR in various pathogens. For example, Nguyen et al. used 
extreme gradient boosting to predict MIC values for nontyphoidal Salmonella species 
against multiple antibiotics (10). Analyses of different ML models for predicting AMR in 
N. gonorrhoeae to different antibiotics, including ciprofloxacin, cefixime, and azithromy­
cin, found performance varied depending on resistance metrics, antibiotic drug, and 
ML model, highlighting the complexity of developing clinically applicable ML models 
(11, 12). Another study employed an artificial intelligence method to identify known 
and unknown SNPs associated with resistance to penicillin, tetracycline, azithromycin, 
ciprofloxacin, and cefixime using N. gonorrhoeae genomic data (13).

When training an ML model, two types of input data can be used with genomic data, 
namely, k-mer-based and reference-based (14). A k-mer method has an advantage when 
the clinical reference is not set and if pathogens have complex AMR mechanisms. On the 
other hand, the reference-based method incorporates well-established prior knowledge 
such as certain mutations in AMR genes. N. gonorrhoeae has been studied extensively 
and many mutations are known to be associated with resistance to ceftriaxone (15, 
16). Demczuk et al. used multivariate regression to create an equation for predicting 
minimum inhibitory concentration (MIC) values of N. gonorrhoeae using a number of 
antibiotics, including ceftriaxone, within a data set of Canadian isolates (17). However, 
machine learning approaches using a global database of genomic data to predict 
resistance to ceftriaxone have not yet been accomplished.

When training an ML model, two types of input data can be used with genomic data, 
namely, k-mer-based and reference-based (14). A k-mer method has an advantage when 
the clinical reference is not set and if pathogens have complex AMR mechanisms. On the 
other hand, the reference-based method incorporates well-established prior knowledge 
such as certain mutations in AMR genes. N. gonorrhoeae has been studied extensively 
and many mutations are known to be associated with resistance to ceftriaxone (15, 
16). Demczuk et al. used multivariate regression to create an equation for predicting 
minimum inhibitory concentration (MIC) values of N. gonorrhoeae using a number of 
antibiotics, including ceftriaxone, within a data set of Canadian isolates (17). However, 
machine learning approaches using a global database of genomic data to predict 
resistance to ceftriaxone have not yet been accomplished.

The objectives of this study were to use the global PathogenWatch database to 
develop, evaluate, and compare several different machine learning algorithms that use 
reference-based genotypic data to predict susceptibility/decreased susceptibility of N. 
gonorrhoeae to ceftriaxone.

(The results in this study were presented at the 11th International Conference on 
Emerging Infectious Diseases [7 to 10 August 2022] in Atlanta, GA, USA.)
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RESULTS

Most N. gonorrhoeae strains were susceptible to ceftriaxone

In total, there were 12,936 genome sequences extracted from PathogenWatch and 9,540 
sequences with MIC data included in the machine learning analyses. Among those in 
the machine learning analyses, most N. gonorrhoeae sequences were from the USA and 
other high-income countries (Fig. 1A; Fig. S1). In total, 368 (0.04%) strains were associated 
with ceftriaxone MICs > 0.064 mg/L and classified as decreased-susceptible. The low 
number of strains with decreased susceptibility leads to an imbalance in differentiating 
outcome classes (susceptible vs decreased-susceptible strains) and introduces bias when 
training the machine learning models. The synthetic minority oversampling technique 
(SMOTE) was used to generate additional data for 8,804 decreased-susceptible synthetic 
sequences, resulting in 18,344 total sequences (9,171 susceptible +368 decreased-sus­
ceptible +8,804 decreased-susceptibleSMOTE) (Fig. S2).

FIG 1 Assessment of different genetic mutations reveals optimal performance by RFC in predicting ceftriaxone susceptibility/decreased-susceptibility 

phenotypes. (A) The MIC value distribution and regional prevalence of N. gonorrhoeae isolates are presented, with the dashed line indicating the S 

(≤0.064 mg/L)/DS (>0.064 mg/L) threshold. A higher proportion of strains from developed nations were present. (B–D) Seven distinct machine learning models 

were developed to predict ceftriaxone susceptibility/decreased susceptibility utilizing 97 SNPs, and their performance metrics were compared. (B) Receiver 

operating characteristic (ROC) curves for each of the models. (C) Precision-recall curves for individual models, and (D) a box plot demonstrating balanced 

accuracy derived from 10-fold cross-validation outcomes. Abbreviations: LR, logistic regression; GNB, Gaussian naïve Bayes classifier; KNC, k-nearest neighbors 

classifier; DTC, decision tree classifier; RFC, random forest classifier; GBC, gradient boosting classifier; SVC, support vector machine.
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Comparisons of seven different machine learning models

We evaluated seven different machine learning algorithms on 18,344 real and synthetic 
N. gonorrhoeae sequences. Six different performance metrics were used to evaluate 
the models, namely, average precision (AP), sensitivity, accuracy, area under the curve 
(AUC) from the receiver operating characteristic curve, balanced accuracy (bAcc), and F1 
score. The AUC, AP, and bAcc scores for each model are depicted in Fig. 1B through D, 
respectively, while other score measures such as accuracy (0.755–0.926) and F1 score 
(0.713–0.928) are listed in Table 1. Among the seven machine learning algorithms, 
the model trained with the random forest classifier algorithm achieved the highest 
performance, having the top scores in precision (0.953), recall (0.954), accuracy (0.926), 
F1 score (0.928), AUC (0.965), and bAcc (0.926). Thus, the random forest classifier model 
was selected for the prediction of ceftriaxone susceptibility/decreased susceptibility and 
further analysis.

FIG 2 Impact of individual SNPs on RFC model predictions was determined using Shapley additive explanation (SHAP) values, elucidating the significance of 

individual SNPs within the RFC model. (A) The 20 SNPs with the highest SHAP values. Genes and corresponding SNPs are both highlighted. (B and C) Receiver 

operating characteristic (ROC) curves (B) and precision-recall curves (C) using different combinations of SNPs selected according to their SHAP values. (D) A box 

plot that graphically represents the balanced accuracy of the RFC model. The plot encompasses scenarios where all 97 SNP positions are utilized for training, in 

addition to the instances where only the top 20, 10, 5, or even just 1 SNP position is employed, chosen based on their SHAP values. It’s noteworthy that even 

when employing only the top 5 SNPs, the observed variations in model performance remain marginal.
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Mutations impacting the prediction power of random forest classifier

To tease apart the random forest classifier model and the factors associated with 
predicting susceptibility, the Shapley additive explanation (SHAP) values were calculated 
for each of the 97 SNPs initially used to train the model in order to measure the impact 
of each feature in the random forest classifier model (Fig. 2A). The SHAP value originates 
from the game theory, and it represents the relative contribution of each feature, which, 
in our study, are the 97 SNPs included in our analysis. Based on the list of SHAP values 
of individual SNPs, the random forest classifier model was retrained with a smaller 
set of the top SNPs. Our initial hypothesis was that since each SNP is associated with 
varying degrees of changes to the involved proteins—for example, folding structure, 
binding affinity to drug, and transcription—and thus has varying degrees of impact on 
susceptibility, the model trained with top SNPs from the SHAP analysis should show 
only a marginal drop of performance. Indeed, when the top 20 SNPs were used, a small 
decrease in AUC (0.965–0.938), AP (0.953–094), and balanced accuracy (0.926 to 0.882) 
were observed compared to the model including all 97 SNPs. The models showed only 
marginal differences even when restricting to only the top 5 SNPs: penA-501, penB-120, 
ponA-421, penB-121, and penA-545 (AUC 0.916, AP 0.928, and bACC 0.875) (Fig. 2B 
through D; Table 2).

DISCUSSION

Using a large, global genomic database, we applied several ML models to predict 
decreased susceptibility to ceftriaxone in N. gonorrhoeae and found the RFC model 
performed best, with very high AUC, AP, and bACC values. Furthermore, analyzing feature 
contributions data identified the SNPs most associated with ceftriaxone resistance 
and allowed for the identification of more efficient SNP combinations that performed 
comparably with the models using all 97 SNPs. Identifying ML models to predict 
decreased susceptibility of ceftriaxone in N. gonorrhoeae and the SNPs highly predictive 
of S/DS within a global database of N. gonorrhoeae genomes are important findings 
that advance our understanding of ceftriaxone resistance. The ML models can be used 
for enhanced surveillance and aid in the development of molecular assays to predict 
ceftriaxone resistance in clinical specimens.

TABLE 1 The mean scores of machine-learning models in 10-fold cross-validationa

Classifier Precision Sensitivity Accuracy AUC bAcc F1 score

LogisticRegression 0.924 0.917 0.9 0.945 0.901 0.902
GaussianNB 0.841 0.976 0.801 0.896 0.802 0.831
KNeighbors 0.901 0.951 0.913 0.949 0.913 0.916
DecisionTree 0.952 0.954 0.926 0.962 0.926 0.928
RandomForest 0.953 0.954 0.926 0.965 0.926 0.928
GradientBoosting 0.847 0.611 0.755 0.887 0.755 0.713
SVC 0.902 0.936 0.891 0.937 0.891 0.896
aAUC, area under the curve; bACC, balanced accuracy.

TABLE 2 The mean scores of different combinations of SNPs on random forest classifier model in the 
10-fold cross validationa

SNPs Precision Sensitivity Accuracy AUC bAcc F1 score

All 0.953 0.954 0.926 0.965 0.926 0.928
Top 20 0.94 0.93 0.885 0.938 0.885 0.889
Top 10 0.942 0.945 0.883 0.93 0.882 0.890
Top 5 0.928 0.894 0.879 0.916 0.879 0.881
Top 3 0.854 0.968 0.842 0.874 0.842 0.859
Top 1 0.626 0.302 0.614 0.617 0.615 0.440
aAUC, area under the curve; bACC, balanced accuracy.
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The RFC performed best for predicting ceftriaxone resistance compared to the other 
six models evaluated in this study. One possible reason the RFC performed better than 
the other models is its ability to handle missing data and maintain accuracy, which are 
important features given the presence of partial or missing AMR genetic data due to 
the incompleteness of genome sequences (18). Despite the incompleteness of genomic 
data, the high bACC and accuracy indicate the robustness of the RFC model. Still, other 
studies have shown that the performance of different ML algorithms may vary depend­
ing on which sequence and drug are targeted for training (14). Thus, while we observed 
the RFC was the best ML model for ceftriaxone resistance, other models might work 
better when evaluating other antibiotics or with other data sets. Additional research and 
evaluation of other ML models using different data sets or with different pathogens will 
expand our knowledge of ML approaches to predict AMR.

In this study, the SHAP analysis was used to determine the feature contributions of 
each SNP on ceftriaxone resistance and identified several SNPs with high impact. We also 
observed that a combination of the top 5 SNPs was very efficient and showed only a 
slight decrease in performance, maintaining AUC >90% and bACC >85%. Interestingly, 
the top 20 SNPs in the SHAP analysis were primarily comprised of mutations within the 
penA, penB, and promoter region of mtrR genes. Many of those mutations are known to 
be associated with ceftriaxone resistance, provide strong rationale on why they had the 
highest impact in the model, and have already been incorporated into molecular assays 
and algorithms, including our own published work (19–21). For example, a mutation at 
Ala501 in penA leads to increased rigidity in the active site region in penicillin-binding 
protein two which decreases ceftriaxone binding affinity (22). Similarly, the mutations 
G120 and A121 in penB, which encodes one of the N. gonorrhoeae porins, generate a 
pore constriction zone in loop3 that decreases antibiotic influx (23, 24). In addition, while 
our prior work used the mosaic penA for the prediction of S/DS to ceftriaxone, the current 
analysis did not find a strong impact of the mosaic penA among genomes within this 
database (20, 25). This finding might indicate mosaicism in penA is a less important factor 
for ceftriaxone decreased susceptibility on a global scale or that genomes with penA 
mosaicism and decreased susceptibility to ceftriaxone were less represented within the 
PathogenWatch database. Lastly, a deletion in the mtrR promoter region (−35delA) is 
known to repress the expression of mtrR and is associated with ceftriaxone resistance 
through increased expression of the MtrCDE efflux pump (16). However, mutations in 
the coding region of mtrR contribute less to resistance. Out of the 3,728 strains with a 
−35delA mtrR mutation in our analysis, 3,258 strains had a coding mutation at amino 
acid position 105 (H105Y). This mutation reduces mtrR binding to the mtrCDE promoter 
region by 12-fold, mainly due to an allosteric interaction involving residue D68, that 
reduces target recognition leading to up-regulation (26). Other mtrR coding mutations 
in strains with −35delA mtrR were also found: 482 with mtrR-T86A, 476 with D79N, 421 
with G45D, 44 with A39T, and one strain with R44H; these mutations are likely transfer­
red along with −35delA mtrR, given the highly competent nature of N. gonorrhoeae. 
While coding region mutations were identified, it’s important to note that the −35delA 
mutation in the promoter region will suppress mtrR expression, thereby diminishing the 
impact of the coding region mutations.

Using genetic markers to guide antibiotic therapy, called resistance-guided therapy, 
is an emerging concept for N. gonorrhoeae (27, 28). Understanding how many SNPs, and 
in which combinations, can predict resistance to ceftriaxone is important, as they can be 
used to develop molecular assays to predict ceftriaxone resistance. While antimicrobial 
susceptible testing (AST) is important for determining AMR phenotypes, the process 
relies on bacterial culturing and has a long turnaround time. Therefore, incorporating 
genotypic markers into molecular assays can expedite the detection of AMR and have 
an impact on treatment decisions. Our report demonstrates how ML approaches could 
be used to identify promising SNPs to incorporate into molecular assays for diagnos­
tic use in the future. However, phenotypic AST remains critical to generating a full 
antibiotic susceptibility profile, for surveillance, and to advance our understanding of 
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genotypic-phenotypic relationships; thus, we do not envision molecular assays replacing 
AST entirely.

Although the ML models generated here show promising results, there are some 
limitations to this study. First, the distribution of isolates and AMR data are not equal, and 
a large proportion of data are from high-income countries. The model we trained may 
therefore be overfitted and somewhat region-specific. Second, even though SMOTE was 
incorporated to overcome the imbalance in S/DS strains in N. gonorrhoeae, there may be 
a bias toward DS strains because, initially, there were only 368 genomes available. Third, 
we only used data included in the PathogenWatch database and were limited to the 
availability and quality of data included in that database. For example, some mutations 
in RNA polymerase (rpoB and rpoD) have been associated with penA-independent 
resistance to ceftriaxone; however, these mutations were very rare in our PathogenWatch 
data set, limiting our ability to include them in our analysis (29). The PathogenWatch 
database is well-maintained and the data quality is understood to be high (8). Moreover, 
using the PathogenWatch database was an overall strength of this study, as it provided 
one of the largest global N. gonorrhoeae genomic data sets to develop, train, and test our 
ML models.

In conclusion, our study generated a robust ML model to predict decreased 
susceptibility to ceftriaxone using global N. gonorrhoeae genomic data from Pathogen­
Watch. We used a state-of-the-art ML technique to avoid overfitting the model and 
measured the relative impact of each mutation in known AMR genes. The results of 
this study go beyond simple identification of decreased susceptibility genetic mutations 
and can be used to guide the development of genotypic testing assays that could 
be incorporated into diagnostic tests or be used for the surveillance of AMR in N. 
gonorrhoeae. Moreover, the ML methods reported here could prove to be a foundational 
tool that can be applied to predicting AMR within other pathogens of interest. As AMR 
continues to increase, ML approaches to predict resistance can aid in the surveillance, 
diagnosis, and treatment of infections.

MATERIALS AND METHODS

Data collection and preprocessing

For the machine learning analysis, a total of 12,936 N. gonorrhoeae genomes and 
relevant metadata were collected from the PathogenWatch database on 17 November 
2020. The 97 genetic mutations that are most associated with ceftriaxone resistance 
were extracted using an in-house Python script called mutation detector (https://
github.com/smha118/mutation_detector) as described previously (9). The metadata 
for all strains were obtained from the PathogenWatch database including accession 
number, country information, and MIC values. Ceftriaxone susceptibility and decreased 
susceptibility were determined based on MIC values of ≤0.064 and >0.064 mg/L, 
respectively. Any strains without MIC values were excluded from further analysis (n 
= 3,396). Thus, a total of 9,540 strains were used for machine learning training and 
prediction. Before conducting the machine learning procedure, all of the nucleotides 
from the promoter region and amino acids were converted into quantifiable integers 
as defined in extended data Table 1. Similarly, ceftriaxone susceptibility and decreased 
susceptibility were classified as 0 and 1 to represent susceptible and decreased-suscep­
tible strains, respectively.

Machine learning (ML) training and prediction

Python (v3.8.12) was used as a primary coding language where Pandas (v1.2.4), 
NumPy (v1.20.3), Scikit-learn (v0.24.1), and Matplotlib (v3.4.3) were incorporated for 
data manipulation, matrix processing, ML analysis, and visualization, respectively (30). 
Since the data were largely imbalanced between susceptible and decreased-susceptible 
strains, the synthetic minority oversampling technique (SMOTE), a method known to 
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improve the accuracy of models trained compared to the oversampling with replace­
ment method, was used to generate synthetic DS data using the k-nearest neighbor 
(KNN) method and oversample training/test data (31). The SMOTE generates new 
instances from the existing minority features (in this case, the mutation profile of 
decreased-susceptible strains) by (i) calculating the distance between one another from 
minor feature vectors, (ii) multiplying by a random number between 0 and 1 to the 
distances, (iii) adding them back to an original feature vector, and (iv) repeating the 
process until there are matching number of minor features. Following SMOTE, 10-fold 
cross-validation was performed using the cross_validate function in the Scikit-learn 
library in Python. The cross-validation step first randomly splits the data set into 10 data 
blocks. Subsequently, an iterative process of ML modeling is performed 10 times, with 
one of the blocks used as a test data set and the nine other blocks used as a training data 
set. The results of 10 iterations are used to calculate the final performance metrics. The 
10-fold cross-validation technique allows for more accurate estimations of the area under 
the curve (AUC) and average precision (AP). The AUC explains the trade-offs between 
the true positive rate (sensitivity) as a function of the false positive rate (100 specificity), 
while AP measures the predictive power of the model that accounts for imbalance in the 
data set (32).

A total of seven ML algorithms were utilized for evaluation, namely, logistic 
regression (LR), Gaussian naïve Bayes classifier (GNB), k-nearest neighbors classifier 
(KNC), decision tree classifier (DTC), random forest classifier (RFC), gradient boost­
ing classifier (GBC), and support vector machine (SVC). The performance of each 

ML model was evaluated based on precision ( TPTP + FP), recall ( TPTP + FN ), accu­

racy ( TP + TNTP + FP + TN + FN ), balanced accuracy ( 
Specificity + Sensitivity

2 ), F1 score 

(2 × precision  ×  recallprecision  +  recall ), and the AUC, where TP, TN, FP, and FN are abbreviations 

FIG 3 The schematic illustrates the comprehensive workflow adopted in this study. A data set comprising 12,936 Neisseria gonorrhoeae genomes sourced 

from the PathogenWatch database formed the basis of the study. These genomes were subjected to analysis using seven distinct machine learning (ML) 

models. The random forest classifier emerged as the most adept performer among the various ML models considered. Notably, this classifier was harnessed to 

compute contribution scores for each distinct mutation under scrutiny. Further enriching the analysis, different combinations of mutations were employed to 

train additional models. Intriguingly, despite using altered mutation combinations, the resultant models exhibited only marginal decreases in their performance 

metrics. Abbreviations: LR, logistic regression; GNB, Gaussian naïve Bayes classifier; KNC, k-nearest neighbors classifier; DTC, decision tree classifier; RFC, random 

forest classifier; GBC, gradient boosting classifier; SVC, support vector machine.
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for true positive, true negative, false positive, and false negative, respectively. bAcc is 
a performance metric similar to accuracy but has adjustments that make it perform 
better with imbalanced data sets.

Measuring of individual SNP scores in ML training

The individual SNP contributions for the RFC model were measured using Shapley 
additive explanation (SHAP) values (v0.40.0) (33). SHAP values were calculated using 
the TreeExplainer and shap_values functions with the RFC model and training data set 
as input data, respectively. Afterward, the summary_plot function was used to visualize 
individual SNP contributions using the calculated SHAP values. The top-scored mutations 
were targeted for further ML modeling to measure whether certain combinations of 
mutations are sufficient for the identification of ceftriaxone susceptibility. The same 
performance metrics (precision, recall, accuracy, bAcc, F1 score, and AUC) were used as in 
the previous section.

An overview of the study workflow is depicted in Fig. 3.
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