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Abstract of the Thesis 

 

Molecular Dynamics Simulations of Methane Hydrate Dissociation Under Temperature Step and 

Ramping 

by 

Dianalaura Cueto Duenas 

Master of Science in Civil and Environmental Engineering 

University of California, Irvine, 2021 

Professor Emeritus Derek Dunn-Rankin, Ph.D., Chair 

Methane hydrates are crystalline solids of water that contain methane molecules trapped inside 

their molecular cavities. Gas hydrates with methane as a guest molecule form Structure I hydrates 

with a unit cell containing 46 water molecules arranged on 2 small dodecahedral cages and 6 tetra 

decahedral large cages. An ideal Structure I methane hydrate unit cell contains 8 methane 

molecules, with one in each cage. Methane molecules are classified according to whether they 

occupy the large tetra decahedral or the small dodecahedra cells. The influence of occupation and 

the difference between the behavior of methane release during the dissociation process for the 

different cage types is the major interest of this work. 

To assess and analyze the structure evolution during the dissociation of methane hydrates, a series 

of molecular dynamics simulations using the Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS) is conducted. The dissociation conditions examined include different 

heating rates at 0.8 TK/s, 4TK/s, 40 TK/s and 400 TK/s, and different temperature increments, ∆𝑇, 

as steps of 80 K, 85 K, 90 K, 95 K and 100 K above hydrate equilibrium stability conditions for 5 

ns. Both simulated systems were first equilibrated at 270 K and 5 MPA. 

The potential energy of the system, mean-squared displacement (MSD), and the radial distribution 

function were analyzed to determine the full process of dissociation, temperature changes, 
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molecular diffusive behavior, and structure evolution. Temperature step results showed the earliest 

dissociation starting 50 ps into the simulation at a ∆𝑇 of 100 K, while at a ∆𝑇 of 80 K, dissociation 

was not observed. There was not a clear dissociation preference observed between large and small 

cages, so it appears that the dissociation affects the entire structure uniformly when temperature 

increases are applied throughout the system rather than transported from a boundary. 

Temperature ramping simulations showed that the dissociation temperature increased with an 

increased heating rate. The mean-squared displacement results for the oxygen atoms in the water 

molecules at a high heating rate of 400 TK/s showed a similar behavior to that for methane gas. 

This behavior may be an indicator of fast evaporation for water molecules, while at slower heating 

rates methane molecules showed much higher MSD values, indicating diffusive behavior. As in 

the temperature step simulation there were not clear differences in dissociation between large and 

small cages, which suggests homogeneous dissociation in all cases. 

While this study showed that a total occupied hydrate will experience homogeneous dissociation 

independent of the heating method, (i.e., either gradual temperature increases or constant high 

temperature exposure), future studies can examine the stability of the hydrate at different 

occupancies. Additionally, since hydrate is exposed to liquid water in natural settings, it is 

important for future studies to analyze the impacts of a liquid water interface in the stability and 

dissociation dynamics of methane hydrate. 
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CHAPTER 1: INTRODUCTION TO METHANE HYDRATES 

1.1 Methane Hydrate Energy and Environmental Disruption Potential 

Occurrences of methane hydrates are widespread across the globe, under lakes and oceans at 

certain temperature and pressure conditions, usually at depths above 300 m (e.g. Arctic) and under 

500 m. Hydrates are also found under the permafrost where temperatures are low [1], and there is 

a wide body of literature mapping methane hydrate reserves. 

Gas hydrates are found in different forms in nature. “Pore filling” hydrates form inside the pores 

of sediments, and they are characterized by their saturation. Hydrate saturation is defined as the 

percentage of gas in a hydrate per pore volume [2]. Pore filling hydrate has low saturation, typically 

10%, depending on the grain size. The greater the grain size, the higher the saturation since there 

is more pore space to fill with hydrate. Saturation exceeding 90% occurs in some sand sediments 

[3]. There are also “massive” hydrates, where hydrates form in fractures and grain displacing veins 

in clay when there is more gas available. In this case saturation depends on the gas supply and it 

also ranges from 10% to higher as the gas supply is richer. 

Methane hydrate resource availability is classified in 3 types. One is the total volume of resource, 

and another is the Technically Recoverable Resource [TRR], which is the amount of resource that 

can be technically extracted [e.g depressurization, heat injection]. The third is economically 

Recoverable Resources [ERR], which is the amount of TRR that is profitable [4]. 

Global methane hydrate estimates range from tens of thousands to millions of trillion cubic feet 

(Tcf) of methane gas contained in hydrates. In 2011 Johnson [5], made an assessment of every 

coastal margin including Polar Regions, and estimated a global TRR of 104  Tcf, though no 

economically recoverable resources were calculated. 
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Several explorations around the world have been made to estimate hydrate resources occurrence 

and availability. In 2008, the Bureau of Ocean Energy Management assessed 6700 Tcf in the Gulf 

of Mexico[6], while the USGS in their North Slope study estimated a total of 85 Tcf of technically 

recoverable resource [3]. Also, the same year Japan has estimated about 20 Tcf in the Nankai 

Trough [7]. 

Occurrence of technically recoverable methane hydrates have also been reported in New Zealand 

[8], South Korea [9], the Bay of Bengal [10], the South China Sea [11], and the eastern coast of 

North America [12]. 

 

Figure 1. Gas hydrate resource potential by global regions [4-5]. 

 

Even though the estimated amount of methane hydrate resource is great, the portion that can be 

extracted with the current technology is quite limited and even less of that portion can potentially 

be economically extracted, so is imperative to achieve fundamental methane hydrate dissociation 

knowledge at every scale to be able to optimize current methane hydrate extraction technologies. 
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An additional significant impact of methane hydrates is environmental. Methane hydrates are 

located under the permafrost, near the North poles, and outer continental shelf areas in the deep 

ocean. When temperature rises and the methane gas is released from permafrost, a greenhouse gas 

21 times more harmful than CO2 based on quantity is released into the atmosphere thus enhancing 

global warming. Understanding the dissociation of hydrates is an important step in avoiding 

negative environmental consequences of inadvertent methane release from hydrate. 

1.2 Motivation 

As mentioned in the prior section, methane hydrates have great potential as an alternative energy 

source because of their large quantity and occurrence. Moreover, there are different extraction 

methods that have been investigated and continue developing. Environmental impact is a major 

consideration of these extraction methods. 

One major and long-shot goal of methane hydrate research is to potentially extract the methane as 

an energy source and at the same time store CO2 from the atmosphere to form CO2 hydrate. As 

one step toward this goal, which is a large-scale process, it is valuable to first understand the 

principles of how the methane hydrate dissociation/formation process occurs. Understanding, 

methane hydrates from the smallest scales can be used to escalate the findings to a large scale [13]. 

It is the small scale understanding of methane hydrates that is the motivation for this thesis 

research. 

1.3  Clathrate Hydrates  

Clathrate hydrates are crystalline solids of water, with gas molecules trapped inside their molecular 

cavities, or cages, that are composed of hydrogen bonded water molecules [14]. Naturally forming 

methane hydrates occur in outer continental shelf areas under the ocean and under the permafrost 
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at the poles, where there is an environment of high pressure and low temperature. There is a wealth 

of published material describing hydrate structure in detail (e.g. [14]) so only the most salient 

aspects relevant to the simulations in this thesis are repeated briefly here. 

Depending on the type of the guest molecule, temperature, and pressure, gas hydrate cages are 

arranged commonly in 3 different unit cell structures: 

1. Structure I (Simple Cubic): The guest molecule has the diameter between 4.2 Å and 6 Å. 

Structure I consists of 6 large tetrakaidekahedral cages (51262) and 2 small pentagonal 

dodecahedral ( 512) cages. 

2. Structure II (Face Centered Cubic): Hosts molecules, as single guests, with a diameter (d) 

under 4.2 Å and 6 Å < d < 7 Å. Structure II consists of 8 large hexakaidecahedral (51264) 

and 16 small pentagonal dodecahedral ( 512) cages. 

3. Structure H (Hexagonal): Hosts large molecules of 7 Å < d < 9 Å (e.g. iso-pentane or 

neohexene) when accompanied by smaller molecules such as hydrogen. Structure H 

consists of 1 large icosahedral (51268), 2 medium irregular dodecahedron (435363), and 3 

small pentagonal dodecahedral ( 512) cages. 

It is important to note that cavities are prevented from collapsing by the repulsive and attractive 

forces of guest molecules inside or in neighboring cavities. Moreover, forming a stable hydrate 

does not require that all of the cavities be filled because the clathrate hydrates are recognized in 

part by their nonstoichiometric nature [14]. Table 1 summarizes the main hydrate crystal structure 

properties. 
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Table 1. Structure I, II and H crystal properties [14]. 

 

Less common crystals are listed in the Jeffrey’s structures from 1967, which identifies hydrate 

types from I to VII, including type I and II listed in the table above. Structure H had not yet been 

identified [14-15]. The following paragraph will introduce the properties of the hydrate structure 

types from Table 1. 

Methane Hydrate is usually formed as a structure I hydrate unit cell where methane occupies both 

large tetrakaidekahedral and small pentagonal dodecahedral cages. Methane can also form 

Structure II and H hydrates in higher pressure conditions [16–19]. The focus of this study is the 

fundamental behaviors of the most common methane hydrate Structure I. 

As mentioned previously, a hydrate Structure I unit cell is formed by 6 large 51262 and 2 small 

512 cavities. The small pentagonal dodecahedral cavity is known to be the “basic building block” 

since it is the first cage formed in a hydrate. It is also the most likely structure to from water when 

it is solidifying. During the dissociation process, it is expected to be the last cage to dissociate or 

the most stable cage of the structure because of its higher number of bonds to molecules ratio 

(30/20) compared to other cavities. It is also the least strained. 
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While the large cage in Structure I is a tetrakaidecahedron, the stability of this cavity is dependent 

on the guest molecule’s shape because of its oblate ellipsoid structure. It also plays the main role 

in the stability of hydrate Structure I. With a detailed understanding of hydrate Structure I 

performance and how the key physical properties such as temperature and pressure affect the full 

dissociation process, this research explores the behavior of small and large cage methane hydrate 

responses. 

1.4 Methane Hydrate Formation 

With the knowledge that methane hydrate forms in high pressure and low temperatures in nature, 

it has been shown that the formation process includes 3 stages: induction, initial rate of 

consumption, and final rate of consumption [14]. The induction time, also referred to as lag time 

hydrate nucleation (or onset of massive growth), is the period for the hydrate to be detected at 

macroscopic scale, including the time for a crystal to nucleate. The nucleation scale is not able to 

be detected macroscopically, and the process is stochastic, meaning that it is difficult to predict. 

Being unpredictable and difficult to detect, nucleation is a precursor of the induction time that is 

not yet well understood.  Fortunately, the nucleation time is much shorter than the induction time, 

so it has relatively little impact on the practical formation process. There are mainly three 

hypotheses as to how nucleation and initial formation occurs: 

o Labile cluster model: Since water clusters form around the guest molecule during the 

early stages of growth, it was hypothesized that those clusters grow until they achieve 

a critical radius in what it is called a “prehydrate” [8-9]. 

o Local structuring nucleation: In this hypothesis it is proposed that the prehydrate is 

formed because thermal fluctuations cause guest molecules to arrange locally in a 

structure similar to a hydrate until a critical radius is achieved [21]. 



7 
 

o Nucleation at the interface: It is proposed that nucleation occurs in the gas phase of the 

interface between the gas (guest molecule) and the liquid phase (water molecules); gas 

molecules move onto the interface where they are adsorbed by water molecules and 

form clusters in the vapor phase until they reach a critical size [10-11]. 

After the induction time, hydrate growth accelerates dramatically and it is characterized by a high 

initial rate of gas consumption, which stabilizes over time (most likely due to limited transport 

rates) until the final rate of gas consumption at constant temperature and pressure is reached. The 

end of the clathrate formation is a constant volume process, where the temperature decreases to 

enhance hydrate formation, and a sudden pressure drop will be observed in the offset point, which 

depends on initial growth conditions.  

Hydrate growth dominates the formation process and is driven mainly by three factors: kinetics of 

crystal growth, mass transfer of the guest molecules and water molecules, and the heat transfer 

during the exothermic process of hydrate formation. The initial step of hydrate formation is a 

stochastic process that is difficult to model and predict. Thus, even though several hypotheses have 

been proposed, as previously mentioned (and they may all participate to some degree depending 

on the specific conditions of the system), how exactly hydrates nucleate is not yet confirmed. 

Consequently, this thesis concentrates on hydrate dissociation which is a more reproducible and 

definable phenomenon. 

1.5 Methane Hydrate Dissociation 

Clathrate Hydrate dissociation is an endothermic process because it is necessary to supply heat to 

break the hydrogen bonds of the cavities to initiate the dissociation. Also, heat transfer from the 

boundaries causes hydrates to dissociate radially from the edges of the hydrates through the center 

when trying to eliminate hydrate plugging in a pipe in the oil and gas industry. 
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Figure 2. Hydrate Radial Dissociation [14]. 

 

Several studies have shown that the dissociation process in hydrates is primarily driven by heat 

transfer since a thermal gradient occurs from the hydrate zone to the interface [24-25]. The heat is 

replenished during decomposition, therefore, at the early stages (of decomposition), the hydrate 

dissociation is controlled by intrinsic kinetics.  

Hydrate dissociation does not appear as a sudden trigger or a distinct transition. It is the result of 

a series of reactions as molecules adapt to the change of surroundings. The full process can be 

complicated and remains poorly understood. For example, one special condition is when the 

hydrate is outside of the stability zone but has not yet dissociated even after a prolonged period. 

This phenomenon is called “self-preservation” and it is a metastable behavior (much like 

traditional ice remaining intact above freezing temperature).  Experiments have also shown that 

methane hydrates can be metastably preserved for up to 3 weeks [25], which is relevant for gas 

storage applications of hydrates. Because it begins with a concrete structure, the behavior of 

hydrate dissociation is appropriate for molecular dynamics (MD) study, which is the subject of 
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this thesis. The detailed literature review specifically on molecular dynamics studies of methane 

hydrate dissociation will be presented in Chapter 2. 

1.6 Objectives 

As outlined above, this research is aiming to understand the influence of cage occupancy of 

methane hydrates as the methane releases at different heating conditions. Also the system’s 

response to sudden and gradual temperature changes is of interest since some dissociation methods 

use thermal stimulation as a driving force or a mix of thermal stimulation and depressurization 

[26]. It is also possible to view depressurization as a uniform change in the temperature condition 

for dissociation since the hydrate stability temperature depends on pressure.  In addition, there is 

always a thermal component to dissociation since it is an endothermic process requiring heat to 

drive the phase change. 

The thesis is divided into the following chapters: 

➢ CHAPTER 1: Introduction to Methane Hydrates 

➢ CHAPTER 2: Scientific Background of MD for Methane Hydrate Dissociation 

➢ CHAPTER 3: Methane Hydrate Molecular Dynamics, Research Principle, Methods, and System 

Preparation 

➢ CHAPTER 4: Results and Discussion 

➢ CHAPTER 5: Conclusions and Future of Molecular Dynamics Simulation on Methane Hydrates 
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CHAPTER 2: SCIENTIFIC BACKGROUND OF MD FOR 

METHANE HYDRATE DISSOCIATION 

2.1 Introduction to Molecular Dynamics (MD) 

Molecular Dynamics (MD) is a simulation method for computing the equilibrium and transport 

properties of a classical many-body system by solving Newton’s equations of motion [27] for a 

specific interatomic potential, with applied initial conditions (IC) and boundary conditions (BC) 

[28]. 

Molecular Dynamics simulations are designed to follow the details of a physical process from the 

molecular level. The current study uses Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS) as the tool to study the intermolecular behavior particularly on the full 

dissociation process while reflecting different strategies. For an in-lab methane hydrate 

experiment, a hydrate sample is prepared following the principle of the P-T diagram [14]. Then 

properties of interest, such as temperature and pressure, are monitored at different locations during 

a time interval as the sample is warmed. In Molecular Dynamics, a sample model is first prepared, 

and equilibrated applying physical properties (temperature and pressure) to the simulation in a 

certain time interval. The sample is then warmed numerically. Both experiment and MD simulation 

require the step of averaging the data in order to observe the mean value from the fluctuation of 

the raw data. The main difference between the experiment and the simulation is that in the 

simulation the temperature can be changed instantaneously throughout the sample while in the 

experiment the heat must be transported into the sample core from the boundary. This difference 

does not, however, affect the understanding of the local dissociation behavior in the hydrate. 
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The simplest workflow step concept of a typical MD program follows: 

1. Read the parameters that specify the initial conditions of the run (Temperature, Pressure, 

Density etc.) 

2. Initialize the system (Initial positions and velocities) 

3. Compute forces on all particles 

4. Integrate Newton’s equations of motion 

5. Compute and output the averages of the measured quantities 

2.2 System Set up 

Molecular dynamics simulation uses the fundamentals of statistical mechanics to calculate and 

average the many-body system. To achieve the prediction, the simulation first relies on defining 

the ensembles and the system. An ensemble is a collection of systems with a set of common 

macroscopic properties so that each system is in a unique microscopic state at any point in time as 

determined by its evolution over time [29]. There are 5 statistical ensembles that are commonly 

employed in MD simulation. They are: microcanonical, canonical, grand canonical, isobaric-

isothermal and isoenthalpic-isobaric which are briefly defined as follows. 

•  The microcanonical ensemble is composed of a collection of systems isolated from any 

surroundings, all the other 4 ensembles are based on this one. Each system in the 

microcanonical ensemble is characterized by fixed particle number N, volume V, and total 

energy E and thus is also called an NVE ensemble. 

• The canonical ensemble is described as an NVE system surrounded by a heat bath and 

permitting an exchange of energy. Its thermodynamic control variables are constant 

particle number N, constant volume V, and constant temperature T, which characterize a 
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system in thermal contact with an infinite heat source. It is also referred to as the NVT 

ensemble. 

• The isobaric-isothermal ensemble can be described as an NVT ensemble with the pressure 

fixed, which means the volume of the system is allowed to fluctuate. Its thermodynamic 

control variables are constant particle number N, constant pressure P, and constant 

temperature T. It is also referred to as the NPT ensemble. 

Other ensembles are the Isobaric-Isoenthalpic ensemble, which is constant particle number N, 

constant pressure P and constant enthalpy H. The Grand Canonical ensemble has a fixed chemical 

potential μ, constant volume V and constant temperature T. 

Beside the choice of the ensemble for computing hydrate, the boundary conditions are also an 

important aspect to identify the detailed physical constraints in LAMMPS software. There are 4 

types of boundary conditions that can be used for modeling. 

• Periodic: The box (simulation domain) is periodic, and the atoms or particles can interact 

across the boundary. They can exit one end of the box and re-enter the other end. 

• Non-periodic and fixed: One face of the box is fixed. 

• Non-periodic and shrink-wrapped: The positions of the face are set to encompass the atoms 

in that dimension, no matter how far they move. 

• Non-periodic and shrink-wrapped with minimum value: Shrink-wrapping occurs such as, 

when you want to leave room on one side of the simulation box to model the evaporation 

of atoms from a surface, but is bounded by a value specific value [30]. 
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2.3 Forcefield Models for 𝑯𝟐𝑶 and 𝑪𝑯𝟒 

2.3.1 Background of Interatomic Potential 

Once the system (thermodynamic ensemble) and boundary conditions are determined, the next 

step is to calculate the energy of every particle in the system. The interatomic potential is a 

mathematical function to calculate the interactions between each particle. The sum of all such 

individual potential comprises the system potential energy.  

In molecular dynamics simulation, it is important to optimize the computational resources needed 

for its calculations since it can be both time consuming and expensive. The most intensive 

calculations are the interatomic forces of the system, and the results of the simulation will be 

dependent on the type of interatomic potential model that is used. Therefore, the choice of the 

appropriate model that is both accurate and non-computationally demanding is important for 

considering their characteristics. This is because one molecule can have several interatomic 

potential models, and each model is designed to describe the interatomic forces depending more 

effectively on the simulation’s conditions. There are also cases where we are not interested in some 

properties of the molecules, and we can use a simpler model to reduce the computational resources 

[27]. 

Interatomic potentials are classified as parametric or non-parametric with respect to sub-types. 

Parametric potentials are models based in several fixed parameters and they have the following 

sub-types. 

➢ Repulsive Potentials: used for short interatomic distance interactions and are best described 

by Coulomb Potentials [31]. 
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➢ Many-Body Potentials: used to describe more than two particle interactions and are 

commonly used for characterizing metals [32]. 

➢ Forcefields: used to describe the interactions between particles of ~108 units [33]. 

➢ Pair Potentials: used to describes the pairwise interaction forces between two particles. The 

most widely used pair potential model is the Lennard-Jones potential. Both the water and 

methane potential models used in the current work are based on this model. Hence, for a 

better understanding, a detailed description of the Lennard-Jones potential will follow. 

The Lennard-Jones Potential was developed by John Edward Lennard-Jones [34], and it describes 

the interaction between to non-bonding particles based on their separation distance and accounts 

for both attractive and repulsive forces in which the model is divided. 

The Lennard Jones Potential is given by the following mathematical model: 

𝑉(𝑟) = 4 ∈ [(
𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

]                                           

Where: 

𝑉(𝑟) is the interatomic potential between the two particles 

∈ is the interatomic potential well depth 

𝜎 is the distance in which the interatomic potential is zero 

𝑟 is the distance between the two particles 

The attractive forces are described by (
𝜎

𝑟
)

6

, based on the Van der Waals forces, while the repulsive 

forces are described by (
𝜎

𝑟
)

12

, which is calculated as the square of the attractive forces, and are 



15 
 

related to the Pauli Exclusion Principle [35-36]. Other pair potential models include the Morse 

potential and the Buckingham potential. 

Pair-potentials are also classified between short-range interactions, which describes interactions 

of atoms only when they are close to the radius of potential minimum energy, and long-range 

interaction where 𝑟 is many times larger than the r associated with minimum interaction potential. 

It is important to note that a long-range interaction potential is simpler and less computationally 

intensive than a short-range one. In molecular dynamics simulations, a cutoff distance 𝑟𝑐 is added 

to pair potential potentials with the purpose of limiting the evaluation of interactions between the 

pair of atoms; 𝑟𝑐 is usually chosen to be less than half of the diameter of the periodic box. 

Non-Parametric potentials are based on mathematical optimization methods, and the most recent 

machine-learning methods, including linear regression and neural networks among other 

algorithms to calculate an interatomic potential model [36]. 

Interatomic potential models are also classified according to how they describe interactions 

between atoms in molecules. They are categorized as atomistic potentials and coarse-grain models. 

Atomistic potentials describe the interaction of each individual atom in a molecule while coarse-

grain models describe the molecules as pseudo-atoms approximating the interaction values as a 

group. Coarse grain models have fewer degrees of freedom leading to a shorter simulation times 

but also to less accuracy for some molecular properties depending on the specific model [37] 
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2.3.2 Water Forcefield 

2.3.2.1 Introduction 

This section introduces the classifications of the types of water interaction potential models. The 

current study is emphasizing the TIP4P water models and the logic behind the selection of 

intermolecular forces. They are based in Lennard-Jones (mentioned above in 2.3.1) and Coulombic 

interactions [31]. 

Water models are classified based on the number of interaction sites, the intramolecular 

characteristics (e.g., if it contains dummy particle or not), and whether the model is polarizable or 

not. All of them are atomistic. 

Water models can be flexible or rigid according to their intramolecular characteristics. Rigid water 

models describe the molecule according to its true geometry. For example, an isolated water 

molecule has an angle between hydrogens of 104.52◦, so the rigid model has these angles while 

some flexible models will have an angle of 109.47◦. Because the rigid model relies on non-bonded 

interactions, while flexible models account for bond stretching, angles bending and vibrations, the 

rigid water model is faster to calculate [30]. 

There are 3 main water models classified according to the number of interaction sites 3, 4 and 5.  

The 3-site water model takes account of the interactions of each atom in a water molecule and thus 

three interaction sites. Examples of 3-sites models are rigid TIP3P [38] and flexible SPC/E [39] 

among others. 
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Figure 3. 3-Site Water Molecule Model. 

The 4-site model has 4 interaction sites. Apart from the hydrogen and the oxygen there is a fourth 

“dummy” [M] atom with a negative charge added in the bisector of the H-O-H angle for improving 

the electrostatic distribution.  Figure 4 is an examples of 4-site models included in the rigid TIP4P 

[38] variations and flexible SPC [39-40] models among others. 

 

Figure 4. 4-Site Water Molecule Model. 
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The 5-site model adds two “dummy” molecules that represent the lone pairs of oxygen. It has a 

high computational cost (in time and processor) compared to the 3-site and 4-site models, so it is 

less commonly used. Figure 5 is an example of the 5-site model included in the rigid TIP5P model 

[38]. 

 

Figure 5. 5-Site Water Molecule Model. 

 

 A TIP4P water force field was used in the molecular dynamics’ simulations performed in this 

study. For the purpose of validating the TIP4P forcefield, a literature review and water dimer 

simulations were performed on LAAMPS. 

2.3.2.2 Water Forcefield Evaluation 

As previously mentioned, there are several water forcefield models defined and the choice 

forcefield would impact the simulation results of a hydrate since it is mostly conformed by water 

molecules. Therefore, identifying the appropriate forcefield would help to get accurate results for 
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the properties of interest, which in this case is to obtain reliable density values and melting 

temperature behavior, particularly as regards the dissociation of hydrate cages. First, we need to 

know if a 1-site, 2-site, 3-site, 4-site, or 5-site water forcefield is better to describe the desired 

melting temperature and density. 

In 1983 Jorgensen et. al [41] performed classical Monte Carlo simulations of six different water 

forcefields to describe a water dimer, Bernal-Fowler, SPC, ST2, TIPS2, TIP3P and TIP4P. They 

compared the results with experimental data. They found that the computed densities were 

acceptable for all the forcefields except the Bernal-Fowler with 18% disagreement from 

experimental data. The most accurate results were obtained by the TIP3P and TIP4P forcefield 

with 2% and 0% error respectively. Note that in the case of this thesis study the goal is not to 

predict the melting point precisely but to ensure a low melting point so that hydrate dissociation 

will be obtained. 

Later in 2006, the simulation of the melting point for ice by Garcia Fernandez et al.[42] was 

determined from molecular dynamics simulations of boxes containing a liquid water and ice 

interface using 7 different water forcefields:  SPC/E, TIP4P, TIP4P-Ew, TIP4P/ice, TIP4P/2005, 

TIP5P and TIP5P-E. It was found that the lowest melting point was calculated using the original 

TIP4P. 

2.3.2.3 TIP4P and TIP4P/2005 Water Forcefield Simulations 

In order to verify the prediction of density calculation from different options of forcefield, TIP4P 

and TIP4P/2005 molecular dynamics simulation of liquid water at constant pressure of 1 bar and 

temperature 298 K were performed. A system with 360 water molecules was modeled for 80000 

cycles, and each cycle is 2 femtoseconds. Works from Jorgensen et al [43] and Abascal et al [44] 

with the same amount of water molecules undergoing the same T and P, but with TIP4P and 
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TIPTP/2005 respectively are used for comparison [43-44]. The experimental result from Guillot 

is also used for verification [45] with the same conditions. 

The analyzed density result is averaged every 80 cycles. The standard error (SE) was used to 

calculate a statistically consistent value. Density results from the experiment in [45] at 1 bar and 

298 K was 𝜌𝑒𝑥𝑝 = 0.9971
𝑔

𝑐𝑚3⁄ ,and the simulated density of this work for TIP4P was 𝜌𝑇𝐼𝑃4𝑃 =

1.0279
𝑔

𝑐𝑚3⁄  with SE=0.0004 in which the relative error is 3.09 % (to experimental value). The 

density results for TIP4P/2005 were 𝜌𝑇𝐼𝑃4𝑃−2005 = 0.9883
𝑔

𝑐𝑚3⁄  with SE=0.0004 and the 

relative error is 0.887% which is smaller than for the results predicted with the TIP4P forcefield. 

The simulated results are consistent with Abascal et al [44] where TIP4P/2005 had a better 

performance for density calculation than TIP4P which also resulted in a larger value than the 

experimental value. 

 

Table 2. Results for density of liquid water simulations at 298 K and 1 bar using TIP4P and TIP4P-2005 water 

forcefield. 

 

To conclude, TIP4P/2005 is better for density prediction, while TIP4P overestimates density. This 

is consistent with Abascal et al [44], which stated that TIP4P overestimates thermodynamic 

properties and TIP4P calculates an accurate value. 

Even though the above analysis is discussed only for density prediction, the TIP4P water forcefield 

for methane hydrates simulation is chosen because this research is focused on dissociation 
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behavior and starting with TIP4P can reduce simulation time without adversely affecting 

dissociation dynamics. Although, it underestimates the melting temperature, the development of 

the thermodynamical properties is not the center piece of this work, which is instead to observe 

the trend without having a significant difference with experimental values. 

2.3.3 Methane Forcefield 

As mentioned in 2.3.1, the interactions between molecules of the interatomic potential have two 

categories, atomistic potentials, and coarse-grain models. For the methane molecule, the 

interatomic atomistic and coarse-grained models are in common use. Coarse-grained methane 

models are more often used when the system includes more complex molecules other than methane 

or when the system is large. This model is used to reduce computational time. Examples of this 

models include Optimized Potentials for Liquid Simulations United Atom (OPLS-UA) and, 

Transferable Potential or Phase Equilibria-United Atom (TraPPE-UA) forcefields. 

The TraPPE-UA (Transferable Potentials or Phase Equilibria- United Atom) potential model , 

which was developed in 1998 in the University of Michigan, [46] is parametrized from Lennard-

Jones and Coulombic potentials, like water models. It is a coarse-grained model used in large 

organic compounds. This model is simplifying carbon and hydrogen interactions by treating them 

as pseudo-atoms or single interactions sites. Pseudo-atoms in TraPPE–UA include 𝐶𝐻4 , 𝐶𝐻3 , 

𝐶𝐻2, CH and C. 

Atomistic models are used in systems where methane is the main molecule of interest. All atom 

interactions need to be regarded individually. Examples of atomistic models include Optimized 

Potentials for Liquid Simulations (OPLS) [47] and Siepmann, Karaborni and Smit (SKS) [48], two 

kinds of forcefield for methane. Since our system’s main interest is methane hydrate structure 
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formed by water molecules, simulation time is reduced by simplifying methane interactions using 

TraPPE-UA. 

2.3.3.1 Methane Simulations 

As previously mentioned, forcefields can be atomistic in which each bond of the atom interaction 

is individually taken into account or it can be simplified to one-site in which all the interactions 

are averaged and distributed in one point which describes the whole molecule. To reduce the 

simulation times, the single site methane forcefield TraPPE-UA was selected. Before it is used in 

methane hydrate simulations, similar to the water forcefield section in 2.3.2.3, the forcefield was 

tested to calculate methane volume at STP and critical temperature. Results were compared with 

data from the U.S Chamber of Commerce [49] and Teja et al [50]. 

The TraPPE-UA was tested with both 4,000 and 12,000 simplified methane molecules (pseudo 

atoms) at constant pressure and temperature at 1 bar and 298 K respectively. The simulations ran 

for 10,000 cycles in the NVT ensemble and the coefficient of variation (CV) at every 1,000 cycles 

was used as a standard to analyze volume values. Experimental volume values were calculated for 

4,000 and 12,000 methane molecules from density of methane at 1 bar and 298 K from the U.S 

Chamber of Commerce [49]. A volume of 164,000,000 𝐴̇3  was obtained for 4,000 methane 

pseudo atoms with a CV of 0.16% and the relative error to the literature is 0.79%. For 12,000 

methane molecules a volume of 488,100,000 𝐴̇3  was calculated with a CV of 0.09% and the 

relative error is 0.43% with the literature value. 
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Table 3. Results for volume calculations of 4,000 and 12,000 methane molecules using TraPPE UA forcefield. 

Methane gas simulations showed a good agreement with literature values with a difference lower 

than ~1%. Simulations also showed less variability at a higher number of molecules which means 

that simulations of larger systems are more reliable than smaller systems at the same number of 

cycles, which could indicate that more simulations cycles are needed to get a more accurate value 

for smaller systems. 

To calculate the critical temperature, 4,000 and 12,000 methane pseudo atoms were simulated at 

1 bar and a temperature ramping from 60 K to 350 K. The simulations ran for 100,000 cycles in 

the NVT ensemble. The output was averaged every 2,000 cycles. Initial volume configurations 

were calculated for 4,000 and 12,000 pseudo atoms from the liquid density of methane. Figure 6 

show a spline shape to describe the change of volume over the change in temperature. To determine 

the critical temperature, a second derivative analysis over the curve was performed using 

MATLAB. Results are shown in Table 4. A critical temperature of 191.39 was obtained with a 

relative error of 0.41% compared to Teja et al [50] for 4,000 pseudo atoms while a critical 

temperature of 189.98 K was obtained for 12,000 pseudo atoms with a relative error of 0.32%, 

consistent with previous volume simulations.  
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 In summary, given good agreement values for volume and temperature it is reasonable to use 

TraPPE-UA to decrease the simulation time. 

 

Figure 6. Change in volume of methane during an increase of temperature from 60K to 350K. 

 

 

Table 4. Results of simulations to calculate the critical temperature of methane. 
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2.4 Integration of Newton’s Equations of Motion and Molecular Dynamics 

Algorithms 

2.4.1 Verlet Algorithm 

In molecular dynamics, the most used time integration algorithm is the Verlet Algorithm, 

integrates Newton’s equation of motion in the NVE ensemble  

The basic idea is to write two third-order Taylor expansions, for the positions, one forward and 

one backward in time [51]. 

The steps to obtain the velocity of Verlet, which is the most commonly used algorithm in MD, are 

as follows: 

Where 𝑟𝑖, 𝑣𝑖 and 𝑓𝑖 represent the position, velocity, and force of the 𝑖 − 𝑡ℎ particle. 

2.4.2 Nose-Hoover Thermostat and Barostat. 

In order to control the temperature in a molecular dynamic simulation, it is necessary to use an 

algorithm that represents a thermostat. The thermostat allows the MD simulation to achieve a 

constant temperature process toward the realistic condition. The most used is the Nose-Hoover 

thermostat, and this algorithm can also be used as barostat. The Nose-Hoover algorithm is an 

integration in the NVT ensemble, in which a dynamical variable representing friction Ϛ is added 

to the velocity Verlet algorithm, and allows a time averaged value of the temperature or the 

pressure [51]. 
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The steps to obtain the Nose-Hoover integration are as follows 

 

Where 𝑟𝑖, 𝑣𝑖 and 𝑓𝑖 represent the position, velocity, and force of the 𝑖 − 𝑡ℎ particle and ζ is the 

variable representing friction. 

2.5 Molecular Dynamics Simulations of Methane Hydrate Dissociation 

Prior molecular-scale methane dissociation studies have brought to light the understanding of 

thermodynamic properties and have helped understanding on the mechanisms as well as kinetics 

of methane hydrate dissociation. 

Methane hydrate dissociation was described as a two-stage process by Ding et al. [52]. They 

simulated a methane hydrate system with a constant pressure of 30 bar and temperatures at 315, 

320 and 325 K to analyze dissociation. The first stage of dissociation consisted in the increase of 

diffusive behavior for the host water molecules until the lattice structure of water cages broke. The 

second stage consisted in the escape of methane molecules from the water cages. Similar results 

were found by Iwai et al [53], but instead of bringing the system to a sudden temperature change, 

they gradually increased temperature above equilibrium at different heating rates. They also 
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observed a two-stage dissociation process where water cages broke down first, and then methane 

escaped. 

Methane hydrate cage occupancy effects were studied by Myshakin et al. [54]. They showed that 

an increase in the number of empty cages decreased stability considerably, speeding dissociation 

and decreasing melting temperature, and thus decomposition rate was found to be highly 

dependent on the hydration number. 

Several methane hydrate dissociation molecular dynamics simulations were performed by Kondori 

et al. [55] to study impacts of temperature, pressure, and cage occupancy. They found that methane 

hydrates were less stable at higher temperatures and more stable at higher pressures. They also 

noticed a destabilization effect with decreasing cage occupancy, as previously reported by [54]. 

They also studied the effect of methanol as inhibitor and found that it decreased dissociation time. 

The molecular simulation study presented in this thesis looks to enrich insights in previous findings 

and give a new perspective on methane hydrate dissociation.  
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CHAPTER 3: METHANE HYDRATE MOLECULAR 

DYNAMICS RESEARCH PRINCIPLES, METHODS AND 

SYSTEM PREPARATION 

This chapter introduces the molecular dynamics simulation tool, Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAAMPS), that is being used for this research. The chapter provides 

the details of methodology, preparing the system and steps involved in conducting this study with 

LAAMPS. A scheme describing the methodology for all simulations is shown in Figure 7. 

 

Figure 7. Methane hydrate molecular dynamics simulation methodology diagram. 

 

3.1 Software 

3.1.1 Large-scale Atomic/Molecular Massively Parallel Simulator (LAAMPS) 

LAAMPS, is a Large-scale Atomic/Molecular Massively Parallel Simulator which was developed 

at Sandia National Laboratories. It is a classical molecular dynamics code for modeling different 
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ensembles of particles in the different states of matter as well as macroscopic systems by using 

diverse forcefields and boundary conditions. The model can be in either 3D or 2D for up to billions 

of particles. The code was designed to be run on parallel computers for runtime efficiency, but it 

can also be run on desktops and laptops. LAAMPS is widely used to simulate hydrate systems 

[56], since it allows easy modifications to forcefield parameters, atom types and other properties 

that are important for a three phase system such as methane hydrates[30, 53]. 

3.1.2 Visual Molecular Dynamics (VMD) 

VMD stands for Visual Molecular Dynamics. It is a visualization software, developed at the 

University of Illinois at Urbana-Champaign, for viewing and analyzing the raw data results of the 

particle systems from molecular dynamics simulations. VMD can be used to animate and analyze 

particle trajectories as well as for providing various rendering methods for images and animations.  

For this work VMD was used for visualizing purpose and analysis, including classifying atom 

types of the initial methane hydrate system [57]. It also allows for communication between the 

MD simulation and the desired plug-ins, which were developed for the field of interest, for 

example: in biology to visualize proteins. 

3.1.3 Open Visualization Tool (OVITO) 

OVITO is scientific visualization and analysis software specifically designed for many-body 

systems, and it was developed by OVITO GmbH founded by the original developer Dr. Alexander 

Stukowski. It is useful to get data particularly on material properties at an atomistic level, such as 

symmetry, strain, dislocation and common neighbor analysis, among others [58]. 
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3.2 Methane Hydrate Preparation. 

In this section, a description of how the hydrate system was built for simulations as well as the 

parameters for water and methane forcefield and initial conditions for the two types of simulations, 

temperature ramping and step, will be explained in detail. 

3.2.1 System Set Up  

The initial geometry of the methane hydrate is built using AVOGADRO [59], a cross-platform 

molecular editor. The overall steps are as follows: 

1. An existing hydrate Crystallographic Information File (CIF) (Figure 8) [60], was modified 

to eliminate the hydrogens to reach 92 hydrogen molecules for a methane hydrate unit cell 

using AVOGADRO. This step can either be achieved with PDB (Protein Data Bank) file 

by first converting it to PDB or in AVOGADRO and then converting it after.  

2. Multiply the modified hydrate CIF file using AVOGADRO to get the Unit Cell (Figure 9). 

3. Export the PDB file. 

4. Import the data in VMD  

5. Edit PDB file to add angles, mass, and molecular data. 

6. Convert to DATA file readable to LAAMPS.  

7. Multiply Unit Cell in LAAMPS to create DATA file at the desirable Supercell size 

(multiples of the unit cell, e.g. 2x2x2).  
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Figure 8. Methane hydrate Crystallographic Information File (CIF). 

 

 

Figure 9. Methane hydrate unit cell from different viewpoints, top, front, left and perspective using OVITO. 



32 
 

3.2.2 Forcefield Parameters 

For the methane hydrate forcefield a cutoff distance of 8.5 𝐴̇ as well as the following parameters 

were included using TIP4P and TraPPE forcefield.  

 

Table 5. Methane hydrate forcefield parameters for water and methane molecules. 

 

3.2.3 Methane Hydrate System Equilibration  

Before the start of the actual simulation the hydrate system needs to be equilibrated at a stable 

condition, so the overall system is maintained at a coherent state with our desired initial phases.  

Since this work is performed in the NPT ensemble we chose a temperature and pressure in which 

methane hydrate is stable for molecular dynamics simulations. Note that the system scale is 

dramatically smaller than experimental scale, and so the hydrate stability conditions are different 

for molecular dynamics simulations than occurs in a macroscopical physical system. 

Figure 10 presents the methane hydrate equilibrium curve calculated by Kvamme in 2019 [61]. It 

shows that at a temperature of 270 K methane hydrate is stable at pressures above 20 bar. For a 

molecular scale a methane hydrate is expected to be stable at 270 K with a pressure much higher 

than 20 bar.  Several molecular dynamics studies on methane hydrates have used a pressure of 50 

bar at a temperature of 270 K, thus we chose this equilibrium condition for the temperature step 

cases [53, 62]. 
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For temperature ramping equilibrium conditions, a pressure and temperature of 50 bar and 100K 

were used since we aimed to gradually increase temperature, and a lower initial temperature 

provides the possibility of a higher range of heating rates.  

 

Figure 10. Methane hydrate equilibrium curve. 

 

3.2.4 Simulation Conditions 

As described above, the hydrate is equilibrated at 50 bar and 100 K which is the initial condition 

for the simulated dissociation process. The simulation is then set up for a set of 7 different ramping 

conditions at various heating rates.  The schematic temperature with a constant ramp rate is 

showing in Table 6, and initial and final temperature are also marked. 

The system uses a 4x4x4 fully occupied methane hydrate unit cell for best results and comparison. 

The system is set with periodic boundary conditions in all directions and in the NPT ensemble at 

constant pressure of 50 bar and increasing temperature at the different heating rates shown in Table 

7. The same forcefields were used for all simulations, TIP4P for water molecules and TraPPE UA 

to describe methane interactions. A snapshot of the methane hydrate system used in the simulations 

is shown in figure 11. 
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Figure 11. 4x4x4 fully occupied methane hydrate unit cell. Methane molecules are shown in red for methane in 

large cages and bright pink in small cages, hydrogen atoms are shown in blue and oxygen atoms in yellow. 

 

The simulated time, which represents the time it took the system to increase from the initial 

temperature of 100K and reach the final temperature of 500 K, is recorded in Table 6. This does 

not represent dissociation time but the simulated molecular interaction time. The duration is 

different for each condition because it was the parameter used to control the heating rate. 
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Table 6. Temperature ramping conditions with time schematic with an initial temperature of 100K and final 

temperature of 500K. 

 

Similarly to ramping, a simulation was conducted at different temperature step size to understand 

how the temperature change along the time affects the dissociation. A set of 5 different simulations 

at 5 different temperature steps were performed.  Table 7 shows the concept of the step temperature 

applied for methane hydrate in these experiments along the timeline with initial and final 

conditions. The system used for the step temperature change is a 2x2x2 fully occupied methane 

hydrate unit cell since all the simulated times were 5ns, which is larger than the simulated times 

used for temperature ramping simulations, and we wanted to further decrease computational load 

and thus we decreased the system size.  

The temperature step sizes, with a ∆𝑻 of 80 K, 85 K, 90 K, 95 K and 100 K, are applied on the 

unit cell with an initial temperature of 270K, which is the stability temperature of methane hydrate 

at 50 bars (5 MPA). The initial temperature is different from ramping cases because in this case, 
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temperature is increased instantly and thus dissociation is obtained at a temperature lower than 

500K. 

 

Table 7. Temperature step simulation conditions. 

 

 With this one step temperature increment directly to the region where methane hydrate dissociates, 

the final temperature reflects the step of 350 K, 355 K, 360 K, and 370 K respectively. The 

simulation was performed in the NPT ensemble and the simulation of the molecular dynamics 

period is for 5ns for all the cases. The test conditions described above are shown in Table 8. Water 

molecule interactions were described using TIP4P and methane molecules using TraPPE UA as in 

the previously described simulations. A snapshot of the methane hydrate system used in the 

simulations is shown in figure 12. 
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Figure 12. 2x2x2 methane hydrate system used in the temperature step simulations. Methane molecules are shown 

in red for methane in large cages and bright pink in small cages, hydrogen atoms are shown in blue and oxygen 

atoms in yellow. 

 

3.3 Analysis Measures and Methods  

There are different methods and criteria to determine the dissociation temperature. This work uses 

potential energy, mean squared displacement (MSD), and change in simulation length (𝐿𝑥) to 

analyze the dissociation process particularly from different perspectives. Simulation results of the 

ramping simulations at heating rates of 4.0 TK/s, 0.8 TK/s and 0.4 TK/s were used for comparisons 

of the three properties. The definition and principles of these three physical properties will be 

addressed below.  

3.3.1 Potential Energy  

The potential energy of the system was analyzed to be able to determine the dissociation 

temperature regime. The principle lies in the change of internal energy during phase transition. 

The internal energy of the system is associated with the energy behind the random movement of 

particle and molecules, and it is defined as the sum of the potential and the kinetic energy of the 

system at constant pressure. During a phase change, the temperature of the system, which is 
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defined as the average kinetic energy of all particles of the system, remains statistically constant 

and only a change in the potential energy is observed. 

With this principle, the approximate dissociation temperature can be obtained in a potential 

energy-temperature plot, shown in figure 13, which is the temperature region where the 

temperature is slowly increasing while the potential energy increases more dramatically. Since the 

clear change in potential energy occurs over a range of temperatures, further analysis is required 

by other data analysis methods, such as curve fitting or other approximation methods [63] to 

identify dissociation temperature. The dissociation temperature identified in this work was 

obtained by fitting a spline curve and calculating the inflection point of the curve with its second 

derivative using MATLAB [64] but it is clear that the temperature band over which the potential 

energy changes is quite narrow (less than 10 K). Figure 13 shows a dissociation temperature very 

close to 375 K, for example. 

 

Figure 13. Potential Energy-Temperature plot at a heating rate of 0.8 TK/s, showing spline approximation. 
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3.3.2 Mean Squared Displacement  

The mean squared displacement (MSD) is defined as the measure of position deviation of a particle 

with respect to a reference position over time, and it is related to the range of random movement 

of particles. It is described in the following equation: 

 

Where N is the number of particles to be averaged, vector is the reference position of 

the i-th particle, and vector is the position of the i-th particle at time t [27-29]. 

The mean squared displacement is used to analyze the diffusive behavior of individual particles 

and it can be related to the diffusion coefficient using Einstein’s diffusion equation. The Einstein 

diffusion equation is related to the derivative of the averaged mean squared displacement of 

particles as: 

 

Where D is the diffusion coefficient and N is the number of particles. 

This relation will then determine the diffusion coefficient by calculating the slope of the MSD-

Time plot and dividing by 6. This is because, the mean squared displacement becomes a linear 

function of the time in the long-time limit [27-29].  
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Figure 14. Mean Squared Displacement vs Time plot showing linear behavior at later times according to Einstein's 

Relation. 

 

This research is focused on determining the dissociation temperature of methane hydrates, and one 

of the approaches is to analyze the mean squared displacement of oxygen. This is because when 

the dissociation occurs, water molecules, which can be represented by the oxygen atoms for 

simplicity, breaks out of the cage and thus increases the water molecules diffusive behavior. A 

dramatic increase in the MSD values can then be observed. The dissociation temperature using 

this analysis approach was calculated using the same method as the potential energy by fitting a 

spline curve and calculating the inflection point with its second derivative using MATLAB. Figure 

15 demonstrates the results of MSD changing over the increased temperature with a spline shape. 

This method gives a dissociation temperature near 380 K, with little variation, for the conditions 

shown in figure 15. 
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Figure 15. MSD-Temperature Plot at Heating Rate of 0.8 TK/s. 

 

3.3.3 Simulation Box Length 

Before a hydrate dissociates, the volume is constant. When the dissociation process initiates, water 

molecules melt and methane gas escapes which leading to a dramatic increase of the volume. This 

principle can therefore be used to calculate methane hydrate dissociation by analyzing the changes 

in simulation box length throughout the simulation. 

For this purpose, this study selected a small population of the cell lengths (Figure 16) near the 

dissociation process by averaging over a low variability (COV<~ 1.3%) using MATLAB. The 

temperature at which the cell length just begins to increase is identified as the dissociation 

temperature for this approach.  
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Figure 16. Cell Length-Temperature plot at a heating rate of 0.4 TK/s. The analyzed data points are enclosed in the 

red square. 

 

3.3.4 Radial Distribution Function  

The radial distribution function (RDF) defines the probability of finding a particle at a distance, 

r, from another tagged particle and it is described as in the following equation: 

 

Where 𝑑𝑛𝑟 is a function that computes the number of particles within a shell of thickness 𝑑𝑟 and 

density ρ [65]. The radial distribution function can be described as a histogram of the number of 

particles at a certain distance at a certain time, which allows observing the change in the aggregate 

position of particles at different times during a simulation. 

In figure 17, (which comes from reference [65]) demonstrates the approach with argon by showing 

that the solid phase and the liquid phase argon have different behavior for the radial distribution 

functions. The solid argon having clear peaks that indicates the position of the cluster of atoms. 

There are smoother peaks for liquid argon since atoms are more evenly distributed. 
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Similarly, this study includes solid and liquid phase of hydrates and monitors the radial distribution 

function of the oxygen-oxygen interactions during the dissociation to provide a clear change in the 

structure as cages break and atoms are distributed along the simulation box.  

 

Figure 17. Radial distribution function (RDF) for Argon-Argon interactions [65]. 

 

 

 

 

 

 

 

 

 

 



44 
 

CHAPTER 4: RESULTS AND DISCUSSION 

This chapter will discuss calculation of the dissociation temperature of methane hydrate using the 

inflection point of the change in potential energy, mean squared displacement and cell length for 

temperature ramping simulations. The results were analyzed to determine the parameter that 

represents the dissociation temperature the best for these simulations.  Furthermore, the analysis 

and discussion of methane hydrate as it undergoes a temperature gradually rising at a fixed rate, 

and how the molecules behave and interact with each other, is presented. Further, methane hydrate 

is simulated for a substantial step change of temperature. These results will be analyzed and 

compared for possible explanation of what is happening locally during hydrate dissociation, and 

ultimately will be used to provide insight into an optimized molecular dynamics strategy for a 

reasonable computational CPU effort. 

4.1 Approaching Dissociation with Three Measures 

As was described in the prior chapter, the determination of dissociation temperature depends on 

the method used to define that temperature. Hence, rather than presenting the results as an accurate 

calculated dissociation temperature, the differences are demonstrated as comparative measures. 

Table 8 shows a comparison of the dissociation temperature obtained using potential energy, mean 

squared displacement, and simulation box length as the three criteria for the representative heating 

rates 4 TK/s, 0.8 TK/s and 0.4 TK/s. 
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Table 8. Dissociation temperature [K] calculated using potential energy, mean squared displacement (MSD) and 

cell length. 

 

The highest dissociation temperature for all three heating rates were obtained from the potential 

energy definition. The results obtained from MSD and the length of the simulation box were not 

consistently higher or lower, that is there is not a measurable criterion computed as an overall 

higher or lower temperature for the three heating rates. A higher dissociation temperature was 

obtained at a heating rate of 4 TK/s using MSD as compared with the box length method, while it 

was lower for the other two heating rates. The calculation of the dissociation temperature using 

potential energy appears to be higher than the other 2 measures. This appears to result because the 

system is extremely small, and the heating rate is relatively fast for the system to adjust its energy. 

Note that the largest discrepancy between dissociation temperature from the 3 methods occurs at 

the highest heating rate. This is consistent with the expectation that the system needs an 

equilibration time to formally define a system temperature that can then be identified as occurring 

at dissociation. In particular, the distance-based measures (box length and MSD) must certainly 

require enough time to allow the atoms to move a noticeable distance even if their lattice bonds 

have been released. 
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After taking into account the definitions of the properties and parameters analyzed, as well as the 

results obtained for the calculated dissociation temperatures, using the potential energy of the 

system predicts higher dissociation temperature with its detailed considerations of more physical 

thermodynamic aspects, particularly the energy measures. This work simulates a small number of 

molecules rather than a large ensemble, and so the statistical measure of temperature can be skewed 

to a higher value. For the same reason, MSD and the box length may predict lower dissociation 

temperature. This research continues with using potential energy to determine dissociation 

temperature for the results analysis in the following sections because that measure is the most 

distinctive and least dependent on curve fitting. The potential energy takes into account the pair 

and bonding energy as well as angle, dihedral, improper long-range and fixed energy (as stated in 

the LAAMPS manual) and thus dissociation temperature (including the change in both MSD and 

box length) can be seen as an effect caused by the change in the potential energy of the atom or 

the whole system. Dissociation is also reflected fundamentally in the discontinuous jump in 

potential energy during phase change (moving from one state of matter to another). 

4.2 Temperature Ramping  

For temperature ramping simulations the effect of increasing temperature at different heating rates 

was analyzed. The dissociation temperatures at these rates were calculated. The diffusive behavior 

of methane molecules in large and small cages as well as oxygen atoms, which represents water 

molecules, were quantified with the mean squared displacement (MSD). Changes in the hydrate 

structure were recorded with the radial distribution function of oxygen interactions. Finally, 

methane molecule trajectories of displacement during dissociation were analyzed. 
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4.2.1 Dissociation temperature at different heating rates  

We are interested in the response of the system in temperature increase at different heating rates. 

Therefore, we analyze the difference in dissociation temperature. 

The results shown in Table 9 show that the system dissociated at a higher temperature with a higher 

heating rate. Figure 18 shows the dissociation temperature calculation results at different heating 

rates with an empirical computational error of ±  5 K for all cases as the variability of the 

simulations. As the temperature increases faster at higher heating rates hydrate molecules have 

less response time for the same temperature increase. In other words, the hydrate molecules 

respond to a higher temperature increase per unit time, and because of this, the dissociation occurs 

at a higher temperature than if the molecules were given more time to adjust at a given temperature. 

 

Table 9. Dissociation temperature of the methane hydrate system at different heating rates. 



48 
 

  

Figure 18. Dissociation temperature for methane hydrate at different heating rates with their respective 10 K error 

bar. 

 

4.2.2 Mean Squared Displacement of Oxygen and Methane  

During the dissociation process, the stability of molecules in hydrate cages throughout the 

simulation is analyzed using mean squared displacements of oxygen atoms, representing water 

molecules, and methane in large and small cages. In order to observe a clear difference of the MSD 

results, there are two heating rates selected from the seven. One is a relatively low heating rate at 

0.4 TK/s, and the other is a high heating rate at 4 TK/s.  

The result is shown in figure 19. Beside the distinct difference in dissociation temperature for the 

system described above, oxygen atoms exhibit correspondent mean squared displacement value to 
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methane for a heating rate at 4 TK/s. This indicates a similar diffusive behavior for methane and 

water, particularly at a high heating rate. While at a lower heating rate the mean squared 

displacement of methane in both large and small cages is clearly higher than that of oxygen, which 

indicates a higher diffusive behavior with respect to water. 

- 

Figure 19. Mean squared displacement of oxygen atoms representing water molecules, in yellow. Methane 

molecules in large cages and small cages in blue and red respectively. Two heating rates, 0.4 TK/s (top) and 4 TK/s 

(bottom) are shown. 

 

4.2.3 Radial Distribution Functions of Oxygen-Oxygen Interactions 

The RDF information of the evolution in the methane hydrate structure during dissociation is 

plotted in figure 20. The RDF of oxygen-oxygen interaction representing the water molecules and 

the hydrate cages formed by them, which has a cutoff distance of 12 Å, the length of the unit cell, 

at 5 different stages of dissociation determined by potential energy plots and trajectory files, were 

extracted. To study the influence of the heating rate, as in the MSD study, the results for the RDFs 

for a heating rate of 0.4 TK/s and 4 TKs were analyzed. The results in figure 20 clearly show 
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characteristics of a solid methane hydrate at an early time of dissociation (ex: 670 ps), with clear 

valleys representing an ordered methane hydrate crystalline structure. The structure gradually 

disappears at later times until the RDF curve flattens as is characteristic of liquid water. The 

comparison of heating rate shows that more time is needed for a methane hydrate to dissociate at 

a heating rate of 0.4TK/s as compared to a duration of 5 ps at a high heating rate of 4 TK/s, which 

represents a low heating rate with a duration of 30 ps. 

                           

Figure 20. Radial Distribution Function of oxygen- oxygen interaction representation the at 5 different time stages 

of dissociation for a heating rate of 0.4 TK/s and 4 TK/s. 

4.2.4 Discussion 

The methane hydrate dissociation behavior shows that the dissociation temperature increases with 

an increasing heating rate, as temperature increases more rapidly, and the system responds tardily. 

Mean squared displacement results of the dissociation temperature, (MSD) and (RDF), 

demonstrate that the homogeneity of the dissociation process is independent of heating rate, 

because values for MSD of methane molecules located in large cages and small cages do not 
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exhibit a significant difference. This is consistent with the visual images of the displacement 

trajectories at three different dissociation times 670, 690, and 700 ps, in figure 21. The 

displacement trajectory of methane at heating rate 0.4 TK/s in large (top red) and small cages 

(bottom pink) showed no distinct preference for escaping either cage first for all of the three 

dissociation times. An enlarged portion of the hydrate structure is shown in the middle row to 

facilitate visualization of structure evolution during dissociation. The same behavior was observed 

by Gupta in 2007 [66]. In that work, NMR was performed for methane hydrate during dissociation, 

and both cages showed similar decomposition rates with no clear preference. 

 

Figure 21. Methane molecules displacement located at large cages (Top) and small cages (Bottom) and as enlarged 

portion of the hydrate structure (Middle) are showed at a heating rate of 0.4 TK/s at different times of dissociation 

in picoseconds. 
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Comparing the mean squared displacement at a high and low heating rate, a clear difference in 

behavior of water molecules is observed. While at low heating rate, the MSD values of oxygen 

and methane show great difference, that difference is reduced significantly at high heating rate. 

This could be an indicator of evaporation with similar diffusive behavior between water molecules 

and methane gas. 

The radial distribution function at high and low heating rates showed the same structure changes 

during the dissociation at both high and low heating rates. However, the process occurs faster at a 

higher heating rate. 

4.3 Temperature Step 

For temperature step simulations, the effect of constant step increments of temperature for 

observing the dissociation process were conducted. The dissociation initiation time at each 

temperature step was calculated. Similarly, to the previous section (temperature ramping) the result 

of mean squared displacement (MSD) and (RDF) during the dissociation period are presented. 

4.3.1 Dissociation Starting Time At Different Temperature Steps  

The dissociation time is shown in Table 10, which represents the time for the system to start 

dissociating using both the potential energy and trajectory movements to determine the 

dissociation initiation. The details of this analysis process are described in Section 3.3. The results 

show that the system starts to dissociate sooner at a larger ∆T while the system does not dissociate 

at a ∆T of 80 K which was the limit of the simulations. 
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Table 10. The time of the hydrate started to dissociate at different temperature steps. 

 

4.3.2 Mean Squared Displacement 

The plots of the mean squared displacement for oxygen and methane in small and large cages 

during temperature step simulations are shown in figure 22. The results are very similar for all the 

3 selected temperatures, showing a clear difference for oxygen, representing water in solid and 

later in liquid state, and methane. The methane gas showed more diffusive activity than water. 
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Figure 22. Mean squared displacement of Oxygen atoms representing water molecules, in yellow and methane 

molecules in large cages and small cages in blue and red respectively, at a 370 K, (Top), 365 K (Middle) and 360 K 

(Bottom). 

 

4.3.3 Diffusion Coefficient  

The diffusion coefficients were calculated at constant temperature during the simulated 5ns for 

oxygen, methane in small and large cages as shown in Table 11. While oxygen diffusion 

coefficient is clearly lower than the methane diffusion coefficient hosted in both cages, the 

difference of the diffusion coefficient doesn’t change significantly independently of the size of the 

cage occupied. The results are consistent with the mean squared displacement analysis. 
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 Table 11. Diffusion coefficient of oxygen, methane type 1, located in large cages, and methane type 2, located in 

small cages. 

 

4.3.4 Radial Distribution Function of Oxygen- Oxygen Interactions  

Like the previous temperature ramping simulations, the radial distribution functions at 5 different 

time stages of dissociation were plotted to observe the changes in the structure. The RDFs at 370 

K, 365 K and 360 K are shown in figure 23, and all the 3 plots show a gradual dissociation of the 

hydrate structure. There is an important aspect to note that the duration of the dissociation process, 

at 370 K was 20 ps, at 360 K dissociation lasted 30 ps, and at 365 K the dissociation was faster at 

12 ps. These dissociation time results based on RDF are approximate time data since the values 

are limited by the time interval between frames of the trajectory files. 
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Figure 23. Radial distribution function of Oxygen-Oxygen Interactions, representing. water molecules structure for 

a temperature step of 370 K (Top), 365 K (Middle) and 360 K (Bottom) at five different time stages of dissociation. 

 

4.3.5 Discussion 

The methane hydrate simulation at 5 temperature steps, 370 K, 365 K, 360 K, 355 K and 350 K 

showed that dissociation was not achieved at 350 K, which is at the smaller temperature step of 80 

K from 270 K, while the dissociation occurred faster and sooner at a larger temperature step. The 

mean squared displacement at different temperature steps showed similar diffusive behavior of all 

the molecules. There was not a clear difference between methane in small and large cages and 

oxygen (which represents water). Overall, water has less diffusive activity than methane gas. These 

results are consistent with the diffusion coefficient values for oxygen and methane. The difference 

in MSD values for methane contained in small and large cages show random behavior after the 



57 
 

offset point (dissociation temperature), which is close to the ending time of dissociation calculated 

with the potential energy and structure change. 

 

Figure 24. Mean square displacement difference between methane molecules in small and large cages at 

temperature steps of 370, 365 and 360 K. 

 

The radial distribution function results showed the evolution of the methane hydrate structure 

during dissociation at different temperature steps, and it proved that even if the process lasts 

differently as steps increment, the hydrate will follow a very similar procedure for dissociation. 
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Figure 25. Methane molecules displacement located at large cages (Top) and small cages (Bottom) at a heating rate 

of 0.4 TK/s at different times of dissociation in picoseconds. 
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CHAPTER 5: CONSLUSIONS AND FUTURE OF MOLECULAR 

DYNAMICS SIMULATION FOR METHANE HYDRATES 

This work simulates temperature step and ramping for methane hydrate to induce dissociation. 

Methane molecules in large and small cages were classified and analyzed to learn if there was a 

difference in the large or small cages for dissociation. Both types of simulations showed a 

homogeneous dissociation, meaning there was not a significant difference in the time of 

dissociation between small and large cages. This was determined by the diffusion coefficient in 

step simulations and the difference in mean squared displacement in ramping simulations. 

In temperature step simulations, dissociation occurred earlier and in less time at a larger ∆𝑇 while 

cases with a temperature step under 355K were not able to dissociate during the simulated 5ns. 

The difference between the mean squared displacement of methane molecules in small and large 

cages increased significantly at the end of the dissociation time. The behavior of the mean squared 

displacement after dissociation, which was calculated with potential energy and radial distribution 

functions, can be described as random. The diffusion coefficient for methane molecules in large 

cages was slightly higher than for the methane molecules trapped in small cages.  

Ramping simulations showed a relatively large uncertainty for dissociation temperature 

calculations, this can be caused from the fast increase in temperature without letting the system 

equilibrate; slower heating rates showed a more defined potential energy and mean square 

displacement curve which are better for the calculation of thermodynamical properties. 

To conclude, for the MD simulation of this work, temperature step simulations are better for 

analyzing the relationship between physical and thermodynamical properties. While slow heating 
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rates of the temperature ramping show a slower structure change which can allow the analysis of 

specific cage dissociation more thoroughly.  

The effects of pressure, temperature and cage occupancy for methane have been widely studied at 

different scales, including molecular dynamics scale as in this work. Moreover, most molecular 

dynamics studies were accomplished by simulating a sole methane hydrate system, meaning 

merely one hydrate cell and with only a single guest molecule type. 

Methane hydrates are naturally found in outer continental areas where they are exposed to liquid 

water and seafloor sediments so that the environment can change the hydrate stability conditions. 

To be able to develop efficient methane gas extraction methods, these factors must be considered 

for simulating a realistic scenario. There are several works that have made efforts for modeling 

realistic conditions of methane hydrates in recent years. Fang et al 2019 [67] studied the heat 

induced dissociation in a system consisting of a methane hydrate phase which is sandwiched by a 

sandy nanopore phase and a bulk phase outside of the pore, providing a realistic representation of 

methane hydrates in nature. It would be valuable to have more of this kind of simulation 

accomplished.  

As mentioned previously in [3] large scale methane extraction from hydrates have been achieved, 

but not yet with the performance needed for practical vast production and even gas storage. There 

are three phases involved during the extraction process in the hydrate systems. They are gas phase 

for the guest molecules, liquid water phase, and solid water phase, and this 3-phase problem has 

gained interest [68]. Consequently, in order to achieve sustainable and low-carbon processes, 

molecular simulations of multiphase systems for studying 𝐶𝑂2 -𝐶𝐻4 guest molecule exchange in 

hydrate need also be performed. The ultimate purpose of such study is to sequester 𝐶𝑂2 in the deep 
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ocean, and researchers have been taking different approaches to this problem such as the settings 

of the initial configuration, surrounding methane hydrate with liquid 𝐶𝑂2 [69] . 

As technology advances and computational capabilities expand, it is possible to perform molecular 

simulation for a more complex system. This gives the opportunity to optimize and understand the 

more complicated interactions of the molecular dynamics system discussed above, ex: 𝐶𝑂2 -𝐶𝐻4 

exchanging process. 

Experimental efforts in optimizing methane extraction or inhibiting hydrate formation in pipelines 

using surfactants have been researched [70, 71] but more work in this field is needed . Moreover 

the molecular dynamics simulation development in recent years is to explore and be able to model 

large inhibitor molecules and, surfactants [72, 73]. Therefore, and to conclude, the molecular 

studies of small and large molecules of surfactants in multiphase systems are yet to be thoroughly 

studied. This will be the future direction of the current thesis work.  
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