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In this dissertation, we study optimization, adaptation, and learning problems over connected networks. In these problems, each agent $k$ collects and learns from its own local data and is able to communicate with its local neighbors. While each single node in the network may not be capable of sophisticated behavior on its own, the agents collaborate to solve large-scale and challenging learning problems.

Different approaches have been proposed in the literature to boost the learning capabilities of networked agents. Among these approaches, the class of diffusion strategies has been shown to be particularly well-suited due to their enhanced stability range over other methods and improved performance in adaptive scenarios. However, diffusion implementations suffer from a small inherent bias in the iterates. When a constant step-size is employed to solve deterministic optimization problems, the iterates generated by the diffusion strategy will converge to a small neighborhood around the desired global solution but not to the exact solution itself. This bias is not due to any gradient noise arising from stochastic approximation; it is instead due to the update structure in diffusion implementations. The existence of the bias leads to three questions: (1) What is the origin of this inherent bias? (2) Can it be eliminated? (3) Does the correction of the bias bring benefits to distributed optimization, distributed adaptation, or distributed learning?

This dissertation provides affirmative solutions to these questions. Specifically, we design a new exact diffusion approach that eliminates the inherent bias in diffusion. Exact diffusion
has almost the same structure as diffusion, with the addition of a “correction” step between the adaptation and combination steps. Next, this dissertation studies the performance of exact diffusion for the scenarios of distributed optimization, distributed adaptation, and distributed learning, respectively. For distributed optimization, exact diffusion is proven to converge exponentially fast to the exact global solution under proper conditions. For distributed adaptation, exact diffusion is proven to have better steady-state mean-square-error than diffusion, and this superiority is analytically shown to be more evident for sparsely-connected networks such as line, cycle, grid, and other topologies. In distributed learning, exact diffusion can be integrated with the amortized variance-reduced gradient method (AVRG) so that it converges exponentially fast to the exact global solution while employing stochastic gradients per iteration. This dissertation also compares exact diffusion with other state-of-the-art methods in literature. Intensive numerical simulations are provided to illustrate the theoretical results derived in the dissertation.
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CHAPTER 1

Introduction

In this dissertation, we study optimization, adaptation, and learning problems over connected networks. In these problems, each agent \( k \) collects and learns from its own local data and is able to communicate with its local neighbors. While each single node in the network may not be capable of sophisticated behavior on its own, it is the interaction among the constituents that leads to a powerful system that is able to solve large-scale and more challenging problems \cite{1,4}.

Different approaches have been proposed in the literature to boost the learning capabilities of networked agents. Among them, the class of diffusion strategies \cite{5,13} has been shown to be particularly well-suited due to their improved stability range over other methods and enhanced performance in adaptive scenarios. In particular, references \cite{1,4} study diffusion closely and explain how the diffusion strategy (a) performs distributed \textit{optimization} over networks; (b) performs distributed \textit{adaptation} over networks; (c) and performs distributed \textit{learning} over networks. By quantifying the behavior of the algorithm, it is shown that diffusion will improve the averaged performance across the network.

It is known that diffusion implementations suffer from a small inherent bias \cite{14}. When employing a constant step-size to solve a deterministic optimization problem, the iterates generated by the diffusion strategy will converge to a small neighborhood around the desired global solution but not to the exact solution itself. This inherent bias is not due to any gradient noise arising from stochastic approximation; it is instead due to the update structure in diffusion implementations \cite{15,16}. The existence of the bias in diffusion leads to three questions:

1. What is the origin of the bias?
2. Can we eliminate the bias?

3. Does the correction of the bias bring benefits to distributed optimization, distributed adaptation, or distributed learning?

In the coming chapters, we will present results that allow us to answer the above useful questions in the affirmative. To be specific, we will propose a new method *exact diffusion* that eliminates the inherent bias in Chapter 2. Furthermore, we will show *whether, when and why* exact diffusion can outperform diffusion for optimization, adaptation, and learning scenarios in Chapters 2–5. We will also compare the performance of exact diffusion to other state-of-the-art algorithms in the literature.

In this chapter, we will briefly discuss the problem formulation in distributed optimization, distributed adaptation and online learning, and distributed empirical machine learning, respectively. Next we will review the diffusion strategy in detail and present its various forms when solving problems in each of the above scenarios.

### 1.1 Problem Formulation

Consider a connected and undirected network $G = (\mathcal{V}, \mathcal{E})$ where $\mathcal{V}$ is the set of all networked nodes with $|\mathcal{V}| = K$ while $\mathcal{E}$ is the set of all edges. The optimization problem defined over this network is to let each agent operate cooperatively to solve a problem of a form

$$
\min_{w \in \mathbb{R}^M} J^o(w) = \frac{1}{K} \sum_{k=1}^{K} J_k(w),
$$

where $M$ is the dimension of the variable, $J_k(w) : \mathbb{R}^M \to \mathbb{R}$ is a convex and differentiable cost function at agent $k$, and $J^o(w) : \mathbb{R}^M \to \mathbb{R}$ is the global cost function. We let $w^o$ denote the global minimizer of problem (1.1). While each agent can only access the local cost function $J_k(w)$, the target of the network is to let all agents collaborate to seek the global solution $w^o$.

Different from the centralized network topology, e.g., the parameter server [17,18], where there is a central node connected to all computing agents that is responsible for aggregating and scattering local variables, the network topology considered in the dissertation can take
arbitrary form such as line, cycle, grid, or random geometric graphs. There exists no central node in the considered network topology, and each agent will exchange information with their directly-connected neighbors rather than with a central agent. An illustration of such multi-agent network is shown in Fig. 1.1.

There are many advantages to distributed processing. First, the communication in distributed algorithms is more balanced. With each agent exchanging information with its neighbors, the communication load is evenly distributed over the edges. This is in contrast to centralized algorithms that usually induce great traffic jam on the central node. When the bandwidth around the central server is limited, the performance of centralized algorithms can be significantly degraded. Second, distributed algorithms are more robust to failure of agents. Note that each agent in a distributed strategy plays the same role by conducting the same operations – they update local variables and exchange information with neighbors. When one agent is down, the other agents can still work normally provided the network remains connected. In comparison, centralized strategies are more sensitive to the collapse of the central node which coordinates the computation and communication of all agents. Third, in real-time applications where agents collect data continuously, the repeated exchange of information back and forth between the agents and the fusion center can be costly especially when these exchanges occur over wireless links or require nontrivial routing resources. Finally, in some sensitive applications, agents may be reluctant to share their data with remote centers for various reasons including privacy and secrecy considerations.

Problem (1.1) is quite general and it covers various important scenarios by choosing different forms for $J_k(w)$. We next discuss these scenarios and their applications.

### 1.1.1 Distributed Optimization

When each local cost function $J_k(w)$ is known and its gradient $\nabla J_k(w)$ can be accessed easily, we regard (1.1) as a distributed optimization problem. This is a deterministic setting and no gradient noise exists to pollute $\nabla J_k(w)$. Distributed Optimization is the foundation to distributed adaptation and learning problems, and its study usually provides strong insights
Figure 1.1: An illustration of the network. The network is connected, and each agent holds a local cost function $J_k(w)$. The arrow refers to communication. For example, agent $k$ can send/receive information to/from its immediate neighbors {1, 4, 7}. The yellow shadow indicates the neighboring set of agent $k$.

into the latter scenarios. Distributed optimization finds applications in a wide range of areas in signal processing, control and communication including wireless sensor networks [19–23], event detection [24,25], spectrum sensing of cognitive radios [26,27], multi-vehicle and multi-robot control systems [28,29], cyber-physical systems and smart grid implementations [30–33], and many others.

1.1.2 Distributed Adaptation and Online Learning

If $J_k(w)$ is defined as the expectation of some loss function, then problem (1.1) falls into the scenario of distributed adaptation and online learning. To be concrete, distributed adaptation and online learning consider problems of the form

$$\min_{w \in \mathbb{R}^M} J(w) = \frac{1}{K} \sum_{k=1}^{K} J_k(w), \text{ where } J_k(w) = \mathbb{E} Q(w; x_k). \quad (1.2)$$

The random variable $x_k$ represents the streaming data observed by agent $k$, and $Q(w; x_k)$ is some loss function such as least-squares or the logistic function. Since the distribution of data $x_k$ is generally unknown in advance, we cannot access the cost function $J_k(w)$ and its gradient $\nabla J_k(w)$; instead, we can only access $Q(w; x_{k,i})$ and $\nabla Q(w; x_{k,i})$ where $x_{k,i}$ is the
realization of data $x_k$ at iteration $i$. Also, throughout the adaptation setting we assume data samples $x_{k,i}$ keep streaming in and the underlying distribution may drift with time. Such drifting distribution may cause a shift in the location of the global minimizer $w^\ast$, and one has to design strategies that enable agents to respond in real-time to drifts in data.

Problems of the form (1.2) are prevalent in adaptation and online learning contexts. Typical applications can be found in distributed estimation [1,4,14,34–36], dictionary learning [37–39], clustering [40, 41], multi-task learning [42], distributed feature learning [43], multi-target tracking [44, 45], social learning [46, 47], and multi-agent reinforcement learning [48–51].

1.1.3 Distributed Empirical Machine Learning

Many machine learning problems can be modeled as the empirical risk minimization
\[
\min_{w \in \mathbb{R}^M} \frac{1}{N} \sum_{n=1}^{N} Q(w; x_n) \tag{1.3}
\]
where $x_n$ is the $n$-th data, $N$ is the size of the dataset, and $Q(w; x_n)$ is some loss function as we discussed in Sec. 1.1.2. When the data size $N$ is very large, it is usually intractable or inefficient to solve problem (1.3) with a single machine. To relieve this difficulty, one solution is to divide the $N$ data samples across multiple machines and solve problem (1.3) in a cooperative manner. To this end, we consider $K$ agents that are connected over the graph $G = (\mathcal{V}, \mathcal{E})$. For each agent $k$, we assign $L = N/K$ data samples to it, which we denote by $\{x_{k,n}\}_{n=1}^{L}$. That is, it holds that $\{x_n\}_{n=1}^{N} = \{\{x_{1,n}\}_{n=1}^{L}, \ldots, \{x_{K,n}\}_{n=1}^{L}\}$. One can verify that the empirical risk minimization problem (1.3) is equivalent to
\[
\min_{w \in \mathbb{R}^M} \frac{1}{K} \sum_{k=1}^{K} J_k(w) \quad \text{where} \quad J_k(w) = \frac{1}{L} \sum_{n=1}^{L} Q(w; x_{k,n}). \tag{1.4}
\]
We regard problem (1.4) as the distributed empirical machine learning problem because it deals with finite, non-streaming, data samples. Since the data samples are fixed, the solution to problem (1.4) is also static.

In large-scale machine learning problems with enormous data to be processed, the number of computing agents $K$ is usually far less than the sample size $N$. In this case, the size of
the local dataset \( L \) can still be very large. Note that each \( J_k(w) \) in (1.4) is the average of \( L \) local loss functions, and its gradient \( \nabla J_k(w) = \frac{1}{L} \sum_{n=1}^{L} \nabla Q(w; x_{k,n}) \) is expensive to calculate especially for large \( L \). Therefore, one usually employs the gradient over a single data sample \( \nabla Q(w; x_{k,n}) \), or the gradient over a batch of data samples \( \frac{1}{B} \sum_{b=1}^{B} \nabla Q(w; x_{k,b}) \), to approximate the real gradient \( \nabla J_k(w) \). This constitutes the major difference between algorithms in distributed optimization and in distributed empirical machine learning.

Distributed machine learning over the centralized network, i.e., a network with a central node that is connected to all nodes, is well-studied to speed up training efficiency when large data samples exist. Many useful algorithms exist such as parallel stochastic gradient descent (SGD) methods [52, 53], distributed second-order methods [54–56], parallel dual coordinate methods [57, 58], and distributed alternating direction method of multipliers (ADMM) [59, 60]. However, the information congestion around the central node limits the speedup of these centralized methods, and this motivates great interest in distributed algorithms. For example, references [61,62] find distributed algorithms, by eliminating the central node, are empirically shown to converge faster than centralized counterparts in deep learning when the network has limited bandwidth or high latency.

Another attractive emerging application for distributed empirical machine learning is federated learning [63,64]. Federated learning is a distributed training approach which enables personal devices, e.g., mobile phones, tablets, and the wearables, located at different geographical positions to collaboratively learn a global machine learning model while keeping all the private data on the device. Current research mainly employs the centralized approaches for federated learning, see [63–66]. However, the convergence time for the federated learning process is significantly slow due to the limited communication bandwidth around the central server and the long communication latency between server and clients. As a result, distributed approaches without central server are introduced for federated learning [67–69] to speed up the convergence with more balanced communication load and short communication ranges.
1.2 Diffusion Learning

Research in distributed optimization dates back several decades (see, e.g., [70] and the references therein). In recent years, various centralized optimization methods such as (sub-)gradient descent, proximal gradient descent, (quasi-)Newton method, dual averaging, alternating direction method of multipliers (ADMM), and many other primal-dual methods have been extended to the distributed setting.

Distributed algorithms that are based on gradient-descent methods are effective and easy to implement. There are at least two prominent variants under this class: the consensus strategy [5–13] and the diffusion strategy [1, 4, 34, 36, 71]. There is a subtle but critical difference in the order in which computations are performed under these two strategies. In the consensus implementation, each agent runs a gradient-descent type iteration, albeit one where the starting point for the recursion and the point at which the gradient is approximated are not identical. This construction introduces an asymmetry into the update relation, which has some undesirable instability consequences (described, for example, in Secs. 7.2–7.3, Example 8.4, and also in Theorem 9.3 of [1] and Sec. V.B and Example 20 of [4]). The diffusion strategy, in comparison, employs a symmetric update where the starting point for the iteration and the point at which the gradient is approximated coincide. This property results in a wider stability range for diffusion strategies [1,4].

In this section we review the diffusion learning algorithm and its recursions in various problem settings. In particular, we will reveal that diffusion, similar to consensus, suffers from an inherent limiting bias which may deteriorate its steady-state performance. This motivates us to study approaches that remove bias.

1.2.1 Diffusion for Distributed Optimization

To proceed, we consider solving problem (1.1) over a connected network of agents. The standard diffusion strategy [1,4,34] is listed in Algorithm 1.1 where the first step (1.5) conducts local gradient descent with constant step-size $\mu$, and the second step (1.6) conducts weighted averaging for received information with $a_{ik}$ to scale variables flowing from agent $\ell$...
Algorithm 1.1 Diffusion strategy for distributed optimization at agent $k$

Setting: Initialize $w_{k,-1}$ arbitrarily.

Repeat for $i = 0, 1, 2, \cdots$

\[
\psi_{k,i} = w_{k,i-1} - \mu \nabla J_k(w_{k,i-1}), \quad \text{(adaptation)} \tag{1.5}
\]

\[
w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i}. \quad \text{(combination)} \tag{1.6}
\]

The weights $\{a_{\ell k}\}_{\ell=1,k=1}^K$ are nonnegative and they satisfy

\[
a_{\ell k} \begin{cases} 
\geq 0 & \text{if agents } \ell \text{ and } k \text{ are connected}, \\
= 0 & \text{if agents } \ell \text{ and } k \text{ are not connected},
\end{cases} \quad a_{\ell k} = a_{k \ell}, \quad \text{and} \quad \sum_{\ell \in \mathcal{N}_k} a_{\ell k} = 1 \quad \tag{1.7}
\]

With condition (1.7), it follows that the weight matrix $A = [a_{\ell k}] \in \mathbb{R}^{K \times K}$ is a symmetric and doubly-stochastic matrix, i.e.,

\[
A = A^T \quad \text{and} \quad A \mathbf{1}_K = \mathbf{1}_K. \quad \tag{1.8}
\]

Moreover, $\mathcal{N}_k$ in (1.6) denotes the set of neighbors of agent $k$ (including agent $k$ itself), and $\nabla J_k(\cdot)$ denotes the gradient vector of $J_k(\cdot)$ relative to $w$. The combination step (1.6) is illustrated in Fig. 1.2.

Remark 1.1 (Combination matrix) While we consider the symmetric and doubly stochastic combination matrix satisfying condition (1.8) for simplicity in this section, this is not a requirement for diffusion to converge to preferable solutions. In fact, diffusion can employ more relaxed left-stochastic combination matrices as explained in [1,4]. We will examine the combination matrices employed in diffusion more closely in Chapter 3.

When sufficiently small step-sizes are employed to drive the optimization process, the diffusion strategy is able to converge exponentially fast when $J^o(w)$ is strongly convex, albeit only to an approximate solution [1,9]. Specifically, it is proved by Theorem 3 in [14].
Figure 1.2: An illustration of the combination step (1.6) in diffusion method. Since $N_k = \{1, 4, 7, k\}$, it holds that $w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} = a_{1k} \psi_{1,i} + a_{4k} \psi_{4,i} + a_{7k} \psi_{7,i} + a_{kk} \psi_{k,i}$.

That iterates $w_{k,i}$ generated through the diffusion recursion (1.5)-(1.6) will approach $w^o$, i.e.,

$$\limsup_{i \to \infty} \|w^o - w_{k,i}\|^2 = O(\mu^2), \quad \forall k = 1, \ldots, K,$$

(1.9)

where $w_{k,i}$ denotes the local iterate at agent $k$ and iteration $i$. Result (1.9) implies that the diffusion method will converge to a neighborhood around $w^o$, and that the square-error bias is small (since $\mu$ is usually small) and on the order of $O(\mu^2)$. Note that this limiting bias $O(\mu^2)$ is not due to any gradient noise arising from stochastic approximations; it is instead due to the inherent structure of the diffusion updates. The existence of the limiting bias can be justified by the following simple example.

**Example 1.1 (Diffusion has inherent bias)** We assume all iterates $\{w_{k,i-1}\}_{k=1}^K$ are staying at the global solution $w^o$ at current iteration $i - 1$, and we examine the next iterate $w_{k,i}$. Substituting recursions (1.5) into (1.6), we get

$$w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} (w_{\ell,i-1} - \mu \nabla J_\ell(w_{\ell,i-1}))$$

$$= \sum_{\ell \in N_k} a_{\ell k} (w^o - \mu \nabla J_\ell(w^o)) \stackrel{a}{=} w^o - \mu \sum_{\ell \in N_k} a_{\ell k} \nabla J_\ell(w^o) \neq w^o$$

(1.10)
Algorithm 1.2 Diffusion strategy for distributed adaptation and online learning

**Setting:** Initialize $w_{k,-1}$ arbitrarily.

Each agent $k$ will repeat for $i = 0, 1, 2, \cdots$

\[
\psi_{k,i} = w_{k,i-1} - \mu \nabla Q(w_{k,i-1}; x_{k,i}), \quad \text{(adaptation)} \\
\]

\[
w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}. \quad \text{(combination)}
\]

where equality (a) holds since $\sum_{\ell \in N_k} a_{\ell k} = 1$ and the last inequality holds since

\[
\sum_{\ell \in N_k} a_{\ell k} \nabla J_\ell(w^o) \neq 0
\]

in general. This implies that even if all iterates have converged to $w^o$ at some iteration, they will jump away from $w^o$ at the next iteration. As a result, exact diffusion cannot converge to the exact solution $w^o$ in the steady-state stage.

**1.2.2 Diffusion for Distributed Adaptation and Online Learning**

Now we employ the diffusion strategy to solve the distributed adaptation and online learning problem (1.2). Since $J_k(w)$ is constructed as the expectation of the random loss $Q(w; x_k)$ and the distribution of $x_k$ is unknown in general, the real gradient $\nabla J_k(w)$ cannot be accessed. For this scenario, exact diffusion will employ the stochastic gradient $\nabla Q(w; x_{k,i})$ where $x_{k,i}$ is the realization of $x_k$ at iteration $i$ to approximate the real gradient. The recursion of diffusion for distributed adaptation and online learning is listed in Algorithm 1.2. Comparing (1.11) with (1.5), it is observed that diffusion employs stochastic gradient descent (SGD) in the combination step. For adaptation and online learning, we employ a constant step-size $\mu$ to enable continuous adaptation and learning in response to drifts in the location of the global minimizer due to changes in the statistical properties of the data.

Previous studies have shown that diffusion methods (1.11)-(1.12) are able to solve problems of the type (1.2) well for sufficiently small step-sizes. In particular, when each $J_k(w)$
is smooth with Lipschitz continuous gradient, the global cost function $J^o(w)$ is strongly convex, and the stochastic gradient noise is unbiased with controllable variance, it is proved in, for example, Lemma 5 in \cite{72} or Theorem 9.1 in \cite{1} that

$$\limsup_{i \to \infty} E\|w^o - w_{k,i}\|^2 = O(\mu \sigma^2 + \mu^2 b^2), \quad \forall k = 1, \ldots, K$$  \hspace{1cm} (1.13)

for sufficiently small step-sizes, where $\sigma^2$ is the magnitude of the gradient noise, and $b^2 = \sum_{k=1}^{K} \|\nabla J_k(w^o)\|^2$ is a bias constant. Result (1.13) has two important implications:

- **When there is no gradient noise, i.e., $\sigma^2 = 0$, the adaptive diffusion recursions (1.11)-(1.12) reduce to the deterministic diffusion recursions (1.5)-(1.6). In this scenario, result (1.13) becomes

$$\limsup_{i \to \infty} E\|w^o - w_{k,i}\|^2 = O(\mu^2 b^2), \quad \forall k = 1, \ldots, K$$  \hspace{1cm} (1.14)

which is consistent with the convergence property shown in (1.9). The term $O(\mu^2 b^2)$ is exactly the inherent limiting bias suffered by diffusion.

- **When step-size is sufficiently small, the $O(\mu \sigma^2)$ limiting bias will dominate the inherent bias $O(\mu^2 b^2)$. That is,

$$\limsup_{i \to \infty} E\|w^o - w_{k,i}\|^2 = O(\mu \sigma^2), \quad \forall k = 1, \ldots, K.$$  \hspace{1cm} (1.15)

This is a well-known result for the steady-state performance for diffusion. Note that the $O(\mu \sigma^2)$ limiting bias arises from the gradient noise.

**1.2.3 Diffusion for Distributed Empirical Machine Learning**

In this subsection we extend diffusion to solve the empirical machine learning problem (1.4) in a distributed manner. The diffusion recursion can be easily derived by interpreting (1.4) as a special form of the adaptation problem (1.2) \cite{73}. Recall that each agent $k$ stores data samples $\{x_{k,n}\}_{n=1}^{L}$. We introduce a discrete random variable $x_k$ having these samples as
realizations and a uniform probability mass function (pmf) defined by

\[ p(x_k) = \begin{cases} \frac{1}{L}, & \text{if } x_k = x_{k,1}, \\ \vdots & \vdots \\ \frac{1}{L}, & \text{if } x_k = x_{k,L}. \end{cases} \]  

(1.16)

With the uniform pmf in (1.16), it holds that

\[ \frac{1}{L} \sum_{n=1}^{L} Q(w; x_{k,n}) = \mathbb{E} Q(w; x_k) \]  

(1.17)

and hence problem (1.4) can be rewritten as

\[ \min_{w \in \mathbb{R}^M} \frac{1}{K} \sum_{k=1}^{K} J_k(w) \quad \text{where} \quad J_k(w) = \mathbb{E} Q(w; x_k) = \frac{1}{L} \sum_{n=1}^{L} Q(w; x_{k,n}) \]  

(1.18)

and the distribution of \( x_k \) is defined in (1.16). This implies that the distributed empirical machine learning problem (1.4) is essentially a special form of adaptation and online learning problem (1.18).

We know from Sec. 1.2.2 that diffusion can solve problem (1.18) with recursions

\[ \psi_{k,i} = w_{k,i-1} - \mu \nabla Q(w_{k,i-1}; x_{k,i}), \quad \text{(adaptation)} \]  

(1.19)

\[ w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}. \quad \text{(combination)} \]  

(1.20)

where the notation \( x_{k,i} \) represents the realization of \( x_k \) that streams in at iteration \( i \). Since \( x_{k,i} \) is selected from \( \{x_1, x_2, \cdots, x_N\} \) at iteration \( i \) according to the pmf (1.16), we can rewrite \( x_{k,i} \) as \( x_{n_i} \) and replace (1.19) by

\[ \psi_{k,i} = w_{k,i-1} - \mu \nabla Q(w_{k,i-1}; x_{k,n_i}). \]  

(1.21)

Here, the variable \( n_i \) is a uniform discrete random variable indicating the index of the sample that is picked at iteration \( i \). The diffusion strategy for the distributed empirical learning problem (1.4) can therefore be summarized as Algorithm 1.3.

With equivalence between (1.19) and (1.21), we conclude that the diffusion recursions (1.22)–(1.24) are essentially the recursion (1.11)–(1.12) applied to problem (1.18). This
Algorithm 1.3 Diffusion strategy for distributed empirical learning at agent $k$

**Setting:** Initialize $w_{k,-1}$ arbitrarily.

**Repeat for** $i = 0, 1, 2, \cdots$

\[ n_i \sim \mathcal{U}[1, L] \quad \text{(uniformly sample integer from 1 to } L) \quad (1.22) \]
\[ \psi_{k,i} = w_{k,i-1} - \mu \nabla Q(w_{k,i-1}; x_{k,n_i}), \quad \text{(adaptation) } (1.23) \]
\[ w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i}, \quad \text{(combination) } (1.24) \]

Interpretation is useful because we can now call upon results from Sec.1.2.2 and apply them to characterize the performance of recursions (1.22)–(1.24). Following this analysis, we can show that the iterates $w_{k,i}$ generated by (1.22)–(1.24) satisfy

\[ \limsup_{i \to \infty} \mathbb{E} \| w^0 - w_{k,i} \|^2 = O(\mu \sigma^2 + \mu^2 b^2), \quad \forall \ k = 1, \cdots, K \quad (1.25) \]

for sufficiently small step-sizes $\mu$ under the same assumptions as in Sec.1.2.2

### 1.3 Objectives and Organization

In future chapters, we will answer the three questions listed in the beginning of Sec.1. To be concrete, we will identify the origin of the bias suffered by diffusion and develop a new exact diffusion learning strategy to correct it. We will study its convergence condition and performance for the scenarios of distributed optimization, distributed adaptation and online learning, and distributed empirical learning, respectively. Specifically, we will compare the behavior of diffusion and exact diffusion in each scenario to corroborate the benefits of removing the inherent bias. Furthermore, we will also compare exact diffusion with other well-known distributed methods and show its superiority in stability range, convergence rate, steady-state performance, or memory cost.

The organization of the dissertation is summarized as follows.
• **Chapter 2.** In this chapter, we clarify the origin of the $O(\mu^2)$ inherent bias in the standard diffusion strategy. It turns out that diffusion relies on reformulating the aggregate optimization problem (1.1) as a penalized problem and resorting to a diagonally-weighted incremental construction. Since the achieved penalized problem is just an approximation to problem (1.1), diffusion can only converge to an approximate solution rather than the desired $w^o$. We next develop the exact diffusion method that directly solves the real problem (1.1) and thus eliminates the limiting bias. We also show in this chapter that the exact diffusion method is applicable to locally-balanced left-stochastic combination matrices which, compared to the conventional doubly-stochastic matrix, are more general and able to endow the algorithm with faster convergence rate, more flexible step-size choices and better privacy-preserving properties. In particular, the simulation shows exact diffusion with a locally-balanced combination matrix converges much faster than the benchmark method EXTRA \[74\] using the doubly-stochastic matrix.

• **Chapter 3.** In this chapter, we examine the convergence and stability properties of exact diffusion in detail and establish its linear convergence rate. We also show that it has a wider stability range than the EXTRA \[75\] consensus solution even if both algorithms employ the same symmetric and doubly-stochastic combination matrices, meaning that it is stable for a wider range of step-sizes and can, therefore, attain faster convergence rates. Analytical examples and numerical simulations illustrate the theoretical findings.

• **Chapter 4.** While the convergence property of exact diffusion is studied when solving distributed deterministic optimization problems in Chapters 2 and 3, its performance under adaptation and online learning settings remains unclear. It is still unknown whether the bias-correction is necessary over adaptive networks. By studying exact diffusion and examining its steady-state performance under stochastic scenarios, this chapter provides affirmative results. It is proved that the correction step in exact diffusion leads to a better steady-state performance than standard diffusion strategies
under mild conditions. It is also analytically shown the superiority of exact diffusion becomes more evident over sparse or badly-connected network topologies such as line, cycle, grid, and many others. This chapter also explores situations where exact diffusion and diffusion do perform similarly. These conclusions will provide a guideline on how to employ exact diffusion effectively in various applications.

- **Chapter 5.** In this chapter we extend exact diffusion to the empirical learning scenario with finite data samples. The problem considered in this chapter is more general than (1.4) in which the amount of data observed/collected by the individual agents may differ drastically, i.e., it is possible that \( L_k \neq L_\ell \) for different agents \( k \) and \( \ell \). To guarantee linear convergence to the exact solution \( \omega^* \), we integrate exact diffusion with an amortized variance-reduced gradient (AVRG) algorithm developed in [76]. AVRG is a stochastic variance-reduced method. Its memory cost is trivial compared to SAGA and it has a balanced gradient computations in comparison to SVRG. These two key advantages enable AVRG amenable to decentralized implementations. The resulting diffusion-AVRG algorithm is shown to have linear convergence to the exact solution which is opposed to the diffusion strategy that just converges to the neighborhood, see equation (1.25). Diffusion-AVRG is also shown much more memory efficient than the other alternative algorithms such as DSA [77]. In addition, we propose a mini-batch strategy to balance the communication and computation efficiency for diffusion-AVRG. When a proper batch size is selected, it is observed in simulations that diffusion-AVRG is more computationally efficient than exact diffusion or EXTRA while maintaining almost the same communication efficiency.

- **Chapter 6.** This chapter will summarize all derived results in the dissertation and discuss future work on exact diffusion learning.
1.4 Notation

Throughout the dissertation we use $\text{diag}\{x_1, \cdots, x_K\}$ to denote a diagonal matrix consisting of diagonal entries $x_1, \cdots, x_R$, and use $\text{col}\{x_1, \cdots, x_R\}$ to denote a column vector formed by stacking $x_1, \cdots, x_R$. For symmetric matrices $X$ and $Y$, the notation $X \leq Y$ or $Y \geq X$ denotes $Y - X$ is positive semi-definite. For a vector $x$, the notation $x \succeq 0$ denotes that each element of $x$ is non-negative, while the notation $x \succ 0$ denotes that each element of $x$ is positive. For a matrix $X$, we let $\text{range}(X)$ denote its range space, and $\text{null}(X)$ denote its null space. The notation $1_K = \text{col}\{1, \cdots, 1\} \in \mathbb{R}^K$. 
CHAPTER 2

Exact Diffusion for Distributed Optimization:
Algorithm Development

2.1 Context and Background

This chapter deals with deterministic optimization problems where a collection of $K$ networked agents operate cooperatively to solve an aggregate optimization problem of the form:

$$w^* = \arg\min_{w \in \mathbb{R}^M} J^*(w) = \sum_{k=1}^{K} q_k J_k(w). \quad (2.1)$$

In this formulation, each risk function $J_k(w)$ is convex and differentiable, while the aggregate cost $J(w)$ is strongly-convex. Note that problem (2.1) is more general than the original problem (1.1). The weights $\{q_k\}_{k=1}^{K}$ are given positive constants to scale each local cost function. When $q_1 = \cdots = q_K = 1/K$, problem (2.1) is equivalent to (1.1). All agents seek to determine the unique global minimizer, $w^*$, under the constraint that agents can only communicate with their neighbors. This distributed approach is robust to failure of links and/or agents and scalable to the network size. Optimization problems of this type find applications in a wide range of areas, see the discussion in Sec. 1.1.1.

2.1.1 Related Work

Research in distributed optimization dates back several decades (see, e.g., [70] and the references therein). In recent years, various centralized optimization methods such as (sub-)gradient descent, proximal gradient descent, (quasi-)Newton method, dual averaging, alternating direction method of multipliers (ADMM), and many other primal-dual methods have been extended to the distributed setting. In this section, we review several classes of
2.1.1.1 Distributed Primal Methods

In the primal domain, implementations that are based on gradient-descent methods are effective and easy to implement. There are at least two prominent variants under this class: the consensus strategy \[5–13\] and the diffusion strategy \[1,34,36,71\]. A brief description of these two primal strategies is given in Appendix 2.A. There is a subtle but critical difference in the order in which computations are performed under these two strategies. In the consensus implementation, each agent runs a gradient-descent type iteration, albeit one where the starting point for the recursion and the point at which the gradient is approximated are not identical. This construction introduces an asymmetry into the update relation, which has some undesirable instability consequences (described, for example, in Secs. 7.2–7.3, Example 8.4, and also in Theorem 9.3 of \[1\] and Sec. V.B and Example 20 of \[4\]). The diffusion strategy, in comparison, employs a symmetric update where the starting point for the iteration and the point at which the gradient is approximated coincide. This property results in a wider stability range for diffusion strategies \[1,4\]. Still, when sufficiently small step-sizes are employed to drive the optimization process, both types of strategies (consensus and diffusion) are able to converge exponentially fast, albeit only to an approximate solution \[1,9\]. Specifically, it is proved in \[1,9,14\] that both the consensus and diffusion iterates under constant step-size learning converge towards a neighborhood of square-error size \(O(\mu^2)\) around the true optimizer, \(w^*\), i.e., \(\|w^* - w_{k,i}\|^2 = O(\mu^2)\) as \(i \to \infty\), where \(\mu\) denotes the step-size and \(w_{k,i}\) denotes the local iterate at agent \(k\) and iteration \(i\). This limiting \(O(\mu^2)\) bias is not due to any gradient noise arising from stochastic approximations; it is instead due to the inherent structure of the consensus and diffusion updates as clarified in the sequel.

Second-order information such as the Hessian matrix can also be introduced to the primal methods, see the distributed Newton method \[78,79\], Quasi-Newton method \[80\] and references therein. While the Hessian matrix helps accelerate the convergence rate, these second-order algorithms still suffer from the \(O(\mu^2)\) inherent limiting bias. There is another
type of methods that employ multi-consensus inner loop \cite{81-83} and thus improves the consensus of the variables at each outer iteration. While these two-time scale methods can reduce the limiting bias, the inner consensus loop incurs more communication rounds between agents, and hence slows down the processing of new data received in the outer loop. For this reason, they are not well-suited for the adaptation and online learning problems.

2.1.1.2 Distributed Primal-Dual Methods

Another important class of distributed algorithms are based on the primal dual strategies. A brief analytical derivation of various popular primal-dual methods is given in Sec. 2.1.1.2. A well-known family of distributed primal dual methods are those based on alternating direction method of multipliers (ADMM) \cite{74,84-86} and its variants \cite{87-90}. In particular, work \cite{74} proves that distributed ADMM with constant parameters converges exponentially fast to the \textit{exact} global solution $w^\star$, which is in contrast to the purely primal methods we discussed in Sec. 2.1.1.1 that only converge to an \textit{approximate} solution close to $w^\star$ with constant step-sizes. However, distributed ADMM solutions are computationally more expensive since they necessitate the solution of optimal sub-problems at each iteration. Some useful variations of distributed ADMM \cite{87-89} may alleviate the computational burden, but their recursions are still more difficult to implement than consensus or diffusion due to their primal dual structures.

In more recent work \cite{75,91}, a modified implementation of consensus iterations, referred to as EXTRA, is proposed and shown to converge to the \textit{exact} minimizer $w^\star$ rather than to an $O(\mu^2)$–neighborhood around $w^\star$. The modification has a similar computational burden as traditional consensus and is based on adding a step that combines two prior iterates to remove bias. While EXTRA does not explicitly employ a dual variable, it is essentially a primal dual saddle point algorithm \cite{77}. Motivated by \cite{75}, other variations with similar properties were proposed in \cite{92,98}. These variations rely instead on combining inexact gradient evaluations with a gradient tracking technique. The resulting algorithms, compared to EXTRA, have two information combinations per recursion, which doubles the amount of communication
variables compared to EXTRA, and can become a burden when communication resources are limited. Distributed primal-dual second-order methods are also studied in [89, 99] to reduce communication rounds but they suffer from the expensive construction of the Hessian matrix. Due to their easy implementations and fast convergences, EXTRA and tracking methods have been extended to other important scenarios for directed [93, 97, 98, 100, 101] and asynchronous [102] networks. There is also another family of primal-dual methods that are related to EXTRA and utilize the network structure to further accelerate the convergence and reduce the communication rounds [103, 105].

When local cost function $J_k(w)$ is not smooth and has the structure $J_k(w) = s_k(w) + r_k(w)$ where $s_k(w)$ is smooth with Lipschitz continuous gradients and $r_k(w)$ is a possibly non-smooth regularization term, one can integrate the proximal gradient descent with the above primal-dual methods, see [88, 91, 106–109]. In particular, [109] proposes a distributed proximal gradient method that endows with exponential convergence to $w^*$ when each agent shares the same regularization term, i.e., $r_1(w) = \cdots = r_K(w) = r(w)$.

2.1.1.3 Distributed dual methods

A third class of distributed algorithms are purely dual methods, see [110–113]. A short description on dual methods is provided in Sec.2.C. They first derive the unconstrained dual problem of problem (2.1) and then solve it by gradient descent. In particular, the algorithms of [110, 111, 113] can reach the optimal convergence rate by introducing Nesterov’s acceleration to their recursions.

2.1.2 Motivation and Contributions

The current chapter is motivated by the following considerations. The result in [75] shows that the EXTRA technique resolves the bias problem in consensus implementations. However, it is known that traditional diffusion strategies outperform traditional consensus strategies. Would it be possible then to correct the bias in the diffusion implementation and attain an algorithm that is superior to EXTRA (e.g., an implementation that is more stable than
EXTRA)? This is one of the contributions in Chapter 2 and 3. In this chapter, we shall indeed develop a bias-free diffusion strategy that will be shown in chapter 3 to have a wider stability range than EXTRA consensus implementations. Achieving these objectives is challenging for several reasons. First, we need to understand the origin of the bias in diffusion implementations. Compared to the consensus strategy, the source of this bias is different and still not well understood. In seeking an answer to this question, we will initially observe that the diffusion recursion can be framed as an incremental algorithm to solve a penalized version of (2.1) and not (2.1) directly — see expression (2.71) further ahead. In other words, the local diffusion estimate $w_{k,i}$, held by agent $k$ at iteration $i$, will be shown to approach the solution of a penalized problem rather than $w^*$, which causes the bias.

We have four main contributions in this chapter and the accompanying chapter 3 relating to: (a) developing a distributed algorithm (which we refer to as exact diffusion) that ensures exact convergence based on the diffusion strategy; (b) showing that exact diffusion has wider stability range and enhanced performance than EXTRA [75]; (c) showing that exact diffusion works for the larger class of locally balanced (rather than only doubly-stochastic) matrices; and (d) showing that neither EXTRA nor exact diffusion can be extended to the general directed network by constructing counter examples, which helps illustrate the significance of the proposed locally balanced conditions.

More specifically, we will first show in this chapter how to modify the diffusion strategy such that it solves the real problem (2.1) directly. We shall refer to this variant as exact diffusion. Interestingly, the structure of exact diffusion will turn out to be very close to the structure of standard diffusion. The only difference is that there will be an extra “correction” step added between the usual “adaptation” and “combination” steps of diffusion — see the listing of Algorithm 1 further ahead. It will become clear that this adapt-correct-combine (ACC) structure of the exact diffusion algorithm is more symmetric in comparison to the EXTRA recursions. In addition, the computational cost of the “correction” step is trivial. Therefore, with essentially the same computational efficiency as standard diffusion, the exact diffusion algorithm will be able to converge exponentially fast to $w^*$ without any bias. Secondly, we will show in Chapter 3 that exact diffusion has a wider stability range.
than EXTRA. In other words, there will exist a larger range of step-sizes that keeps exact diffusion stable but not the EXTRA algorithm. This is an important observation because larger values for $\mu$ help accelerate convergence.

Our third contribution is that we will derive the exact diffusion algorithm, and establish its convergence property for the class of *locally balanced* combination matrices (see Definition 1). This class does not only include symmetric doubly-stochastic matrices as special cases, but it also includes a range of widely-used left-stochastic policies as explained further ahead. First, we recall that left-stochastic matrices are defined as follows. Let $a_{\ell k}$ denote the weight that is used to scale the data that flows from agent $\ell$ to $k$. Let $A \triangleq [a_{\ell k}] \in \mathbb{R}^{K \times K}$ denote the matrix that collects all these coefficients. The entries on each column of $A$ are assumed to add up to one so that $A$ is *left-stochastic*, i.e., it holds that

$$A^T 1_K = 1_K, \quad \text{or} \quad \sum_{\ell=1}^{K} a_{\ell k} = 1, \quad \forall \quad k = 1, \ldots, K. \quad (2.2)$$

The matrix $A$ will not be required to be symmetric. For example, it may happen that $a_{\ell k} \neq a_{k\ell}$. Using these coefficients, when an agent $k$ combines the iterates $\{\psi_{\ell,i}\}$ it receives from its neighbors, that combination will correspond to:

$$w_{k,i+1} = \sum_{\ell=1}^{K} a_{\ell k} \psi_{\ell,i}, \quad \text{where} \quad \sum_{\ell=1}^{K} a_{\ell k} = 1. \quad (2.3)$$

Obviously, $w_{k,i+1}$ is a convex combination of $\{\psi_{\ell,i}\}$.

It should be emphasized that condition (2.2), which is repeated in (2.3), is different from all previous algorithms studied in [5, 74, 75, 84, 85, 88, 95, 96], which require $A$ to be symmetric and doubly stochastic (i.e., each of its columns and rows should add up to one). For undirected networks, although symmetric doubly-stochastic matrices are commonly used, balanced left-stochastic policies can have significant practical value — they can speed up convergence, a more relaxed selection of the step-size parameter, reach better mean-square-error (MSE) performance over adaptive networks, and enjoy better privacy-preserving properties — see the extended discussions in Sec. 2.2.3.

We also explain in this chapter the significance of the proposed locally balanced conditions. If the combination matrix does not satisfy these conditions, we show that one can
construct counter examples where both exact diffusion and EXTRA diverge for any given step-size (see Sec. 2.5). This implies an interesting conclusion: exact diffusion and EXTRA may not always work for general directed networks (see the discussions in Secs. 2.2.4 and 2.5). This seems to be a disadvantage in comparison with DIGing-based methods [92–96] which are designed for directed networks. However, for scenarios where the locally balanced condition is satisfied, exact diffusion is shown in simulations to have a wider range of step-sizes and is more communication efficient than DIGing methods [92–96] (recall that in DIGing there are two information combinations per iteration).

In this chapter we derive the exact diffusion algorithm, while in next chapter we establish its convergence properties and prove its stability superiority over the EXTRA algorithm. This article is organized as follows. In Sec. 2.2 we review the standard diffusion algorithm, introduce locally-balanced left-stochastic combination policies, and establish several of their properties. In Sec. 2.3 we identify the source of bias in standard diffusion implementations. In Sec. 2.4 we design the exact diffusion algorithm to correct for the bias. In Sec. 2.5 we illustrate the necessity of the locally-balanced condition on the combination policies by showing that divergence can occur if it is not satisfied. Numerical simulations are presented in Sec. 3.3.

2.2 Diffusion and Combination Policies

2.2.1 Standard Diffusion Strategy

To solve problem (2.1) over a connected network of agents, we consider the standard diffusion strategy [1,4,34]:

\[ \psi_{k,i} = w_{k,i-1} - \mu_k \nabla J_k(w_{k,i-1}), \]  
\[ w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}, \]

where \( \mu_k \) are positive step-sizes. Compared to the diffusion method we present i Al-

These step-size setting will enable diffusion to converge towards the optimal solution \( w^* \) to
the weighted consensus problem in (2.1). Moreover, in this chapter we will consider using a more relaxed combination policy in diffusion than the symmetric and doubly-stochastic matrix used in Sec. 1.2. Specifically, we assume
\[ \sum_{\ell \in \mathbb{N}} a_{\ell k} = 1 \quad (2.6) \]
It follows from (2.6) that \( A = [a_{\ell k}] \in \mathbb{R}^{K \times K} \) is a left-stochastic matrix, i.e., \( A^T 1_K = 1_K \).
Note that we do not assume \( A \) is symmetric here. The benefits of left-stochastic combination matrix over symmetric and doubly stochastic matrix is discussed in Sec. 2.2.3.

It is assumed that the graph is strongly-connected in this chapter, which means that at least one diagonal entry of \( A \) is non-zero \([1]\) (this is a reasonable assumption since it simply requires that at least one agent in the network has some confidence level in its own data). In this case, the matrix \( A \) will be primitive. This implies, in view of the Perron-Frobenius theorem \([1,114]\), that there exists an eigenvector \( p \) satisfying
\[ Ap = p, \quad 1_K^T p = 1, \quad p \succ 0. \quad (2.7) \]

We refer to \( p \) as the Perron eigenvector of \( A \). Next, we introduce the vector
\[ q \triangleq \text{col}\{q_1, q_2, \ldots, q_K\} \in \mathbb{R}^K, \quad (2.8) \]
where \( q_k \) is the weight associated with \( J_k(w) \) in (2.1). Let the constant scalar \( \beta \) be chosen such that
\[ q = \beta \text{diag}\{\mu_1, \mu_2, \ldots, \mu_K\} p. \quad (2.9) \]
where \( \beta > 0 \) is some constant, then it was shown by Theorem 3 in \([14]\) that under (2.9), the iterates \( w_{k,i} \) generated through the diffusion recursion (1.5)-(1.6) will approach \( w^* \), i.e.,
\[ \limsup_{i \to \infty} \|w^* - w_{k,i}\| = O(\mu_{\max}^2), \quad \forall \ k = 1, \ldots, K, \quad (2.10) \]
where \( \mu_{\max} = \max\{\mu_1, \ldots, \mu_K\} \). Result (2.10) implies that the diffusion algorithm will converge to a neighborhood around \( w^* \), and that the square-error bias is on the order of \( O(\mu_{\max}^2) \). We discuss a simple example in Sec. 2.2 that justifies the existence of the inherent limiting bias.
Remark 2.1 (Scaling) Condition (2.9) is not restrictive and can be satisfied for any left-stochastic matrix $A$ through the choice of the parameter $\beta$ and the step-sizes. Note that $\beta$ should satisfy

$$\beta = \frac{q_k}{p_k \mu_k}$$

(2.11)

for all $k$. To make the expression for $\beta$ independent of $k$, we parameterize (select) the step-sizes as

$$\mu_k = \left( \frac{q_k}{p_k} \right) \mu_o$$

(2.12)

for some small $\mu_o > 0$. Then, $\beta = 1/\mu_o$, which is independent of $k$, and relation (2.9) is satisfied.

Remark 2.2 (Perron entries) Expression (2.12) suggests that agent $k$ needs to know the Perron entry $p_k$ in order to run the diffusion strategy (2.4)–(2.5). As we are going to see in the next section, the Perron entries are actually available beforehand and in closed-form for several well-known left-stochastic policies (see, e.g., expressions (2.17), (2.21), and (2.26) further ahead). For other left-stochastic policies for which closed-form expressions for the Perron entries may not be available, these can be determined iteratively by means of the power iteration — see, e.g., the explanation leading to future expression (2.37).

2.2.2 Combination Policy

Result (2.10) is a reassuring conclusion: it ensures that the squared-error is small whenever $\mu_{\text{max}}$ is small; moreover, the result holds for any left-stochastic matrix. Moving forward, we will focus on an important subclass of left-stochastic matrices, namely, those that satisfy a mild local balance condition (we shall refer to these matrices as balanced left-stochastic policies) [115]. The balancing condition turns out to have a useful physical interpretation and, in addition, it will be shown to be satisfied by several widely used left-stochastic combination policies. The local balance condition will help endow networks with crucial properties to ensure exact convergence to $w^*$ without any bias. In this way, we will be able to propose
distributed optimization strategies with exact convergence guarantees for this class of left-stochastic matrices, while EXTRA [75] is limited to (the less practical) doubly-stochastic policies; balanced left-stochastic matrices have many benefits as explained before, which is the main motivation for focusing on them in our treatment.

**Definition 1 (Locally balanced Policies)** Let $p$ denote the Perron eigenvector of a primitive left-stochastic matrix $A$, with entries $\{p_\ell\}$. Let $P = \text{diag}(p)$ correspond to the diagonal matrix constructed from $p$. The matrix $A$ is said to satisfy a local balance condition if it holds that

$$a_{\ell k} p_k = a_{k \ell} p_\ell, \quad k, \ell = 1, \cdots, K \tag{2.13}$$

or, equivalently, in matrix form:

$$PA^T = AP. \tag{2.14}$$

Relations of the form (2.13) are common in the context of Markov chains. They are used there to model an equilibrium scenario for the probability flux into the Markov states [116, 117], where the $\{a_{\ell k}\}$ represent the transition probabilities from states $\ell$ to $k$ and the $\{p_\ell\}$ denote the steady-state distribution for the Markov chain.

We provide here an interpretation for (2.13) in the context of multi-agent networks by considering two generic agents, $k$ and $\ell$, from an arbitrary network, as shown in Fig. 2.1. The coefficient $a_{\ell k}$ is used by agent $k$ to scale information arriving from agent $\ell$. Therefore, this coefficient reflects the amount of confidence that agent $k$ has in the information arriving from agent $\ell$. Likewise, for $a_{k \ell}$. Since the combination policy is not necessarily symmetric, it will hold in general that $a_{\ell k} \neq a_{k \ell}$. However, agent $k$ can re-scale the incoming weight $a_{\ell k}$ by $p_k$, and likewise for agent $\ell$, so that the local balance condition (2.13) requires each pair of rescaled weights to match each other. We can interpret $a_{\ell k}$ to represent the (fractional) amount of information flowing from $\ell$ to $k$ and $p_k$ to represent the price paid by agent $k$ for that information. Expression (2.13) is then requiring the information-cost benefit to be equitable across agents.
It is worth noting that the local balancing condition (2.13) is satisfied by several important left-stochastic policies, as illustrated in four examples below. Thus, let \( \tau_k = \mu_k / \mu_{\text{max}} \) for agent \( k \). Then condition (2.9) becomes

\[
q = \beta \mu_{\text{max}} \text{diag}\{\tau_1, \tau_2, \ldots, \tau_K\} p, \tag{2.15}
\]

where \( \tau_k \in (0, 1] \).

**Policy 1 (Hastings rule)** The first policy we consider is the Hastings rule. Given \( \{q_k\}_{k=1}^N \) and \( \{\mu_k\}_{k=1}^N \), we select \( a_{\ell k} \) as [118]:

\[
a_{\ell k} = \begin{cases} 
\frac{\mu_k/q_k}{\max\{n_k \mu_k/q_k, n_{\ell} \mu_{\ell}/q_{\ell}\}}, & \text{if } \ell \in \mathcal{N}_k \setminus \{k\}, \\
1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} a_{mk}, & \text{if } \ell = k, \\
0, & \text{if } \ell \notin \mathcal{N}_k.
\end{cases} \tag{2.16}
\]

where \( n_k \triangleq |\mathcal{N}_k| \) (the number of neighbors of agent \( k \)). It can be verified that \( A \) is left-stochastic, and that the entries of its Perron eigenvector \( p \) are given by

\[
p_k \triangleq \frac{q_k/\mu_k}{\sum_{\ell=1}^K q_{\ell}/\mu_{\ell}} > 0. \tag{2.17}
\]

Let

\[
\beta = \sum_{\ell=1}^K q_{\ell}/\mu_{\ell} = \frac{1}{\mu_{\text{max}}} \sum_{\ell=1}^K q_{\ell}/\tau_{\ell} > 0. \tag{2.18}
\]

With (2.16) and (2.17), it is easy to verify that

\[
a_{\ell k} p_k = \frac{1}{\beta \max\{n_k \mu_k/q_k, n_{\ell} \mu_{\ell}/q_{\ell}\}} = a_{k \ell} p_{\ell}. \tag{2.19}
\]
If \( \ell = k \), it is obvious that (2.13) holds. If \( \ell \notin \mathcal{N}_k \), then \( k \notin \mathcal{N}_\ell \). In this case, \( a_{k\ell} p_k = a_{k\ell} p_\ell = 0 \).

Furthermore, we can also verify that when \( \{q_k\}_{k=1}^N \) and \( \{\mu_k\}_{k=1}^N \) are given, \( \{a_{k\ell}\} \) are generated through (2.16), and \( \beta \) is chosen as in (2.18), then condition (2.9) is satisfied.

\[ \square \]

**Policy 2 (Averaging rule)** The second policy we consider is the popular average combination rule where \( a_{k\ell} \) is chosen as

\[
a_{k\ell} = \begin{cases} 
1/n_k, & \text{if } \ell \in \mathcal{N}_k, \\
0, & \text{otherwise.}
\end{cases} \tag{2.20}
\]

The entries of the Perron eigenvector \( p \) are given by

\[
p_k = n_k \left( \sum_{m=1}^{K} n_m \right)^{-1}. \tag{2.21}
\]

With (2.20) and (2.21), it clearly holds that

\[
a_{k\ell} p_k = \left( \sum_{m=1}^{K} n_m \right)^{-1} = a_{k\ell} p_\ell, \tag{2.22}
\]

which implies (2.13).

We can further verify that when \( \mu_k \) is set as

\[
\mu_k = \frac{q_k}{n_k} \mu_o, \quad \forall k = 1, 2, \ldots, N \tag{2.23}
\]

for some positive constant step-size \( \mu_o \) and \( \beta \) is set as

\[
\beta = \left( \sum_{m=1}^{K} n_m \right) / \mu_o > 0, \tag{2.24}
\]

then condition (2.9) will hold.

\[ \square \]

**Policy 3 (Relative-degree rule)** The third policy we consider is the relative-degree combination rule \([119]\) where \( a_{k\ell} \) is chosen as

\[
a_{k\ell} = \begin{cases} 
n_\ell (\sum_{m \in \mathcal{N}_k} n_m)^{-1}, & \text{if } \ell \in \mathcal{N}_k, \\
0, & \text{otherwise,}
\end{cases} \tag{2.25}
\]
and the entries of the Perron eigenvector $p$ are given by

$$p_k = \frac{n_k \sum_{m \in N_k} n_m}{\sum_{k=1}^{K} (n_k \sum_{m \in N_k} n_m)}.$$  \hfill (2.26)

With (2.25) and (2.26), it clearly holds that

$$a_{k\ell}p_k = \frac{n_k n_\ell}{\sum_{k=1}^{K} (n_k \sum_{m \in N_k} n_m)} = a_{k\ell}p_\ell, \hfill (2.27)$$

which implies (2.13).

We can further verify that when $\mu_k$ is set as

$$\mu_k = \frac{q_k}{n_k \sum_{m \in N_k} n_m} \mu_o, \quad \forall k = 1, 2, \cdots, K, \hfill (2.28)$$

and $\beta$ is set as

$$\beta = \frac{1}{\mu_o} \sum_{k=1}^{K} \left( \frac{n_k \sum_{m \in N_k} n_m}{\mu_o} \right) \hfill (2.29)$$

then condition (2.9) will hold.

**Policy 4 (Doubly stochastic policy)** If matrix $A$ is primitive, symmetric, and doubly stochastic, its Perron eigenvector is $p = \frac{1}{K} \mathbb{1}_K$. In this situation, the local balance condition (2.13) holds automatically.

Furthermore, if we assume each agent employs the step-size $\mu_k = q_k K \mu_o$ for some positive constant step-size $\mu_o$, it can be verified that condition (2.9) holds with $\beta = 1/\mu_o$. \hfill (2.30)

There are various rules to generate a primitive, symmetric and doubly stochastic matrix. Some common rules are the Laplacian rule, maximum-degree rule, Metropolis rule and other rules that listed in Table 14.1 in [1].

**Policy 5 (Other locally-balanced policies)** For other left-stochastic-policies for which closed-form expressions for the Perron entries need not be available, the Perron eigenvector $p$ can be learned iteratively to ensure that the step-sizes $\mu_k$ end up satisfying (2.12). Before
we explain how this can be done, we remark that since the combination matrix \( A \) is left-stochastic in our formulation, the power iteration employed in push-sum implementations cannot be applied since it works for right-stochastic policies. We proceed instead as follows.

Since \( A \) is primitive and left-stochastic, it is shown in \([1,120]\) that

\[
\lim_{i \to \infty} A^i = p \mathbf{1}_K^T.
\] (2.31)

This relation also implies

\[
\lim_{i \to \infty} (A^T)^i = \mathbf{1}_K p^T.
\] (2.32)

Now let \( e_k \) be the \( k \)-th column of the identity matrix \( I_K \in \mathbb{R}^{N \times K} \). Furthermore, let each agent \( k \) keep an auxiliary variable \( z_{k,i} \in \mathbb{R}^N \) with each \( z_{k,-1} \) initialized to \( e_k \). We also introduce

\[
z_i \overset{\Delta}{=} \text{col}\{z_{1,i}, z_{2,i}, \ldots, z_{N,i}\} \in \mathbb{R}^{N^2},
\] (2.33)

\[
\mathcal{A} \overset{\Delta}{=} A \otimes I_K.
\] (2.34)

By iterating \( z_i \) according to

\[
z_{i+1} = \mathcal{A}^T z_i,
\] (2.35)

we have

\[
\lim_{i \to \infty} z_i = \lim_{i \to \infty} (A^T)^{i+1} z_{-1} = \lim_{i \to \infty} [(A^T)^{i+1} \otimes I_K] z_{-1} \overset{\text{(2.32)}}{=} (\mathbf{1}_K p^T \otimes I_K) z_{-1} = ([I_K \otimes I_K] (p^T \otimes I_K)) z_{-1}.
\] (2.36)

Since \( z_{-1} = \text{col}\{e_1, \ldots, e_K\} \), it can be verified that \((p^T \otimes I_K) z_{-1} = p\). Substituting into (2.36), we have \( \lim_{i \to \infty} z_{k,i} = p \). In summary, it holds that

\[
\lim_{i \to \infty} z_{k,i}(k) = p_k
\] (2.37)

where \( z_{k,i}(k) \) is the \( k \)-th entry of the vector \( z_{k,i} \). Therefore, if we set

\[
\mu_{k,i} = \frac{q_k \mathcal{M}_o}{z_{k,i}(k)},
\] (2.38)
then it follows that

$$\lim_{i \to \infty} \mu_{k,i} = q_k \mu_0 / p_k. \quad (2.39)$$

Finally, to guarantee $z_{k,i}(k) > 0$ for $i = 0, 1, 2, \cdots$, it is enough to assume $a_{kk} > 0$ for each agent $k = 1, 2, \cdots, N$, i.e., each agent has to assign positive weight to itself.

Figure 2.2: Illustration of the relations among the classes of symmetric doubly-stochastic, balanced left-stochastic, and left-stochastic combination matrices.

We illustrate in Fig. 2.2 the relations among the classes of symmetric doubly-stochastic, balanced left-stochastic, and left-stochastic combination matrices. It is seen that every symmetric doubly-stochastic matrix is both left-stochastic and balanced. We indicated earlier that the EXTRA algorithm was derived in [75] with exact convergence properties for symmetric doubly-stochastic matrices. Here, in the sequel, we shall derive an exact diffusion strategy with exact convergence guarantees for the larger class of balanced left-stochastic matrices (which is therefore also applicable to symmetric doubly-stochastic matrices). We will show in Chapter 3 that the exact diffusion implementation has a wider stability range than EXTRA consensus; this is a useful property since larger step-sizes can be used to attain larger convergence rates.

2.2.3 Values of Balanced Left-stochastic Policies

For undirected networks, though it is quite common to employ symmetric and doubly-stochastic combination policies such as in [5, 74, 75, 84, 85, 88, 95, 96], balanced left-stochastic
policies can still be of great significant value. Some of the key benefits of these policies are as follows.

First, balanced left-stochastic policies can speed up convergence. For example, in highly unbalanced networks (e.g., the coauthorship network) where the degrees of neighboring nodes differ drastically, the averaging rule enables faster convergence than doubly-stochastic policies (see the discussions in Sec. 2.6.3). The second scenario where balanced left-stochastic policies help is when the Lipschitz constant associated with each local cost function differs drastically — the Lipschitz constants $\delta$ in some nodes are much larger than the other nodes. Note that $\delta_\ell$ can be regarded as an importance measure of node $\ell$, and it is helpful for agent $k$ to assign more (less) weights to neighboring node $\ell$ if $\delta_\ell$ is large (small). One such weighting policy is the Hastings rule

$$a_{\ell k} = \begin{cases} 
\frac{1/\delta_k}{\max\{n_k/\delta_k, n_\ell/\delta_\ell\}}, & \text{if } \ell \in \mathcal{N}_k \setminus \{k\}, \\
1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} a_{mk}, & \text{if } \ell = k, \\
0, & \text{if } \ell \notin \mathcal{N}_k.
\end{cases} \quad (2.40)$$

which is balanced left-stochastic. The Hastings rule (2.40) performs similar to importance sampling in the machine learning literature [73, 121, 122] where data samples with larger magnitude are assigned larger sampling probability. We illustrate the benefit of the Hastings rule (2.40) in Sec. 2.6.3.

Second, balanced left-stochastic policies enable more flexible step-size choices — each agent $k$ can choose a different local step-size $\mu_k$. For example, suppose each agent $k$ sets a proper local step-size $\mu_k$, the exact convergence can be guaranteed if the combination policy is generated according to the Hastings rule (2.16), see the explanation in Policy 1. In contrast, EXTRA with a doubly-stochastic matrix has to enforce that all agents choose the same step-size $\mu$. Note that such flexible step-size choices have many benefits. It avoids the communication costs to coordinate step-sizes. Moreover, each agent can choose step-sizes purely according to its own local cost functions. If the condition number of $J_k(w)$ is small (or large), agent $k$ can set a relatively large (or small) step-size, which can speed up the
converge of the algorithm.

Third, balanced left-stochastic policies can have better privacy-preserving properties than doubly-stochastic policies. For example, the averaging rule (2.20) can be constructed from the agent’s own degree, and no neighbors’ degree is required. In contrast, the doubly-stochastic matrices generated by the maximum-degree rule or Metropolis rule [1] will require agents to share their degree with neighbors.

Fourth, it is shown in Chapters 12 and 15 of [1] that the Hastings rule and the relative-degree rule (see (2.25)) achieve better mean-square-error (MSE) performance over adaptive networks than doubly-stochastic policies.

2.2.4 Necessity of Locally Balanced Condition

One may wonder whether exact convergence can be guaranteed for general left-stochastic matrices that are not necessarily balanced (i.e., whether the convergence property can be extended beyond the middle elliptical area in Fig. 2.2). It turns out that one can provide examples of combination matrices that are left-stochastic (but not necessarily balanced) for which exact convergence occurs and others for which exact convergence does not occur (see, e.g., the examples in Section 2.5 and Figs. 2.9 and 2.10). In other words, exact convergence is not always guaranteed beyond the balanced class. This conclusion is another useful contribution of this work; it shows that there is a boundary inside the set of left-stochastic matrices within which convergence can be always guaranteed (namely, the set of balanced matrices).

It is worth noting that the recent works [100,123] extend the EXTRA method to the case of directed networks by employing a push-sum technique. These extensions do not require the local balancing condition but they establish convergence only if the step-size parameter falls within an interval \((c_{\text{lower}}, c_{\text{upper}})\) where \(c_{\text{lower}}\) and \(c_{\text{upper}}\) are two positive constants. However, it is not proved in these works whether this interval is feasible, i.e., whether \(c_{\text{upper}} > c_{\text{lower}}\). In fact, we will construct examples in Section 2.5 for which both exact diffusion and push-sum EXTRA will diverge for any step-size \(\mu\). In other words, both exact diffusion and EXTRA
methods need not work well for directed networks. This is a disadvantage in comparison with DIGing-based methods [92–96].

In summary, when locally-balanced policies is employed, exact diffusion is more communication efficient and also more stable than other techniques including DIGing methods (because the communicated variables required in each iteration of DIGing is twice as much as that in exact diffusion) and EXTRA. However, just like EXTRA, the exact diffusion strategy is applicable to undirected (rather than directed) graphs.

2.2.5 Useful Properties

We now establish several useful properties for primitive left-stochastic matrices that satisfy the local balance condition (2.13). These properties will be used in the sequel.

Lemma 2.1 (Properties of $AP - P + I_K$) When $A$ satisfies the local balance condition (2.13), it holds that the matrix $AP - P + I_K$ is primitive, symmetric, and doubly stochastic.

Proof: With condition (2.13), the symmetry of $AP - P + I_K$ is obvious. To check the primitiveness of $AP - P + I_K$, we need to verify two facts, namely, that: (a) at least one diagonal entry in $AP - P + I_K$ is positive, and (b) there exists at least one path with nonzero weights between any two agents. It is easy to verify condition (a) because $A$ is already primitive and $P < I_K$. For condition (b), since $A$ is connected and all diagonal entries of $P$ are positive, then if there exists a path with nonzero coefficients linking agents $k$ and $\ell$ under $A$, the same path will continue to exist under $AP$. Moreover, since all diagonal entries of $-P + I_K$ are positive, then the same path will also exist under $AP - P + I_K$. Finally, $AP - P + I_K$ is doubly stochastic because

$$1^T_K (AP - P + I_K) = p^T - p^T + 1^T_K = 1^T_K,$$

(2.41)

$$ (AP - P + I_K) 1_K = p - p + 1_K = 1_K. $$

(2.42)
Lemma 2.2 (Nullspace of $P - AP$) When $A$ satisfies the local balance condition (2.13), it holds that $P - AP$ is symmetric and positive semi-definite. Moreover, it holds that

$$\text{null}(P - AP) = \text{span}\{1_K\}, \quad (2.43)$$

where null(·) denotes the null space of its matrix argument.

Proof: Let $\lambda_k$ denote the $k$-th largest eigenvalue of $AP - P + I_K$. Recall from Lemma 2.1 that $AP - P + I_K$ is primitive and doubly stochastic. Therefore, according to Lemma F.4 from [1] it holds that

$$1 = \lambda_1 > \lambda_2 \geq \lambda_3 \geq \cdots \geq \lambda_K > -1, \quad (2.44)$$

It follows that the eigenvalues of $AP - P$ are non-positive so that $P - AP \geq 0$.

Note further from (2.44) that the matrix $AP - P + I_K$ has a single eigenvalue at one with multiplicity one. Moreover, from (2.42) we know that the vector $1_K$ is a right-eigenvector associated with this eigenvalue at one. Based on these two facts, we have

$$(AP - P + I_K)x = x \iff x = c1_K \quad (2.45)$$

for any constant $c$. Relation (2.45) is equivalent to

$$(AP - P)x = 0 \iff x = c1_K, \quad (2.46)$$

which confirms (2.43). \hfill \blacksquare

Corollary 2.1 (Nullspace of $\mathcal{P} - A\mathcal{P}$) Let $\mathcal{P} \equiv P \otimes I_M$ and $A \equiv A \otimes I_M$. When $A$ satisfies the local balance condition (2.13), it holds that

$$\text{null}(\mathcal{P} - A\mathcal{P}) = \text{null}\left((P - AP) \otimes I_M\right) = \text{span}\{1_K \otimes I_M\}. \quad (2.47)$$

Moreover, for any block vector $x = \text{col}\{x_1, x_2, \ldots, x_K\} \in \mathbb{R}^{MN}$ in the nullspace of $\mathcal{P} - A\mathcal{P}$ with entries $x_k \in \mathbb{R}^M$, it holds that

$$(\mathcal{P} - A\mathcal{P})x = 0 \iff x_1 = x_2 = \cdots = x_K. \quad (2.48)$$
Proof: Since $P - AP + I_K$ has a single eigenvalue at 1 with multiplicity one, we conclude that $(P - AP + I_K) \otimes I_M$ will have an eigenvalue at 1 with multiplicity $M$. Next we denote the columns of the identity matrix by $I_M = [e_1, e_2, \cdots, e_K]$ where $e_k \in \mathbb{R}^M$. We can verify that $1_K \otimes e_k$ is a right-eigenvector associated with the eigenvalue 1 because

$$[(P - AP + I_K) \otimes I_M][1_K \otimes e_k] = [(P - AP + I_K)1_K] \otimes e_k = 1_K \otimes e_k. \quad (2.49)$$

Now since any two vectors in the set $\{1_K \otimes e_k\}_{k=1}^M$ are mutually independent, we conclude that

$$(P - AP)x = 0 \iff (P - AP + I_{MN})x = x$$
$$\iff x \in \text{span}\{1_K \otimes e_1, \cdots, 1_K \otimes e_M\}$$
$$\iff x \in \text{span}\{1_K \otimes I_M\}. \quad (2.50)$$

These equalities establish (2.47). From (2.47) we can also conclude (2.48) because

$$x \in \text{span}\{1_K \otimes I_M\}$$
$$\Rightarrow x = (1_K \otimes I_M) \cdot x = \text{col}\{x, x, \cdots, x\} \quad (2.51)$$

from some $x \in \mathbb{R}^M$. The direction “$\Leftarrow$” of (2.48) is obvious. ■

Lemma 2.3 (Real eigenvalues) When $A$ satisfies the local balance condition (2.13), it holds that $A$ is diagonalizable with real eigenvalues in the interval $(-1, 1]$, i.e.,

$$A = Y \Lambda Y^{-1}, \quad (2.52)$$

where $\Lambda = \text{diag}\{\lambda_1(A), \cdots, \lambda_K(A)\} \in \mathbb{R}^{K \times K}$, and

$$1 = \lambda_1(A) > \lambda_2(A) \geq \lambda_3(A) \geq \cdots \geq \lambda_K(A) > -1. \quad (2.53)$$

Proof: According to the local balance condition (2.14), $PA^T$ is symmetric. Using the fact that $P > 0$ is diagonal, it holds that

$$P^{-\frac{1}{2}}AP^{\frac{1}{2}} = P^{-\frac{1}{2}}(AP)P^{-\frac{1}{2}}, \quad (2.54)$$
which shows that the matrix on the left-hand side is symmetric. Therefore, $P^{-\frac{1}{2}}AP^{\frac{1}{2}}$ can be decomposed as

$$P^{-\frac{1}{2}}AP^{\frac{1}{2}} = Y_1 \Lambda Y_1^T,$$

where $Y_1$ is an orthogonal matrix and $\Lambda$ is a real diagonal matrix. From (2.55), we further have that

$$A = P^{\frac{1}{2}}Y_1 \Lambda Y_1^T P^{-\frac{1}{2}}. \tag{2.56}$$

If we let $Y = P^{\frac{1}{2}}Y_1$, we reach the decomposition (2.52). Moreover, since $A$ is a primitive left-stochastic matrix, according to Lemma F.4 in [1], the eigenvalues of $A$ satisfy (2.53).

For ease of reference, we collect in Table 2.1 the properties established in Lemmas 2.1 through 2.3 for balanced primitive left-stochastic matrices $A$.

### Properties of balanced primitive left-stochastic matrices $A$

- $A$ is diagonalizable with real eigenvalues in $(-1, 1]$;
- $A$ has a single eigenvalue at 1;
- $AP - P + I_K$ is symmetric, primitive, doubly-stochastic;
- $P - AP$ is positive semi-definite;
- $\text{null}(P - AP) = \text{span}(1_K)$;
- $\text{null}(P - AP) = \text{span}\{1_K \otimes I_M\}$.

<table>
<thead>
<tr>
<th>Table 2.1: Properties of balanced primitive left-stochastic matrices $A$</th>
</tr>
</thead>
</table>

2.3 Penalized Formulation of Diffusion

In this section, we employ the properties derived in the previous section to reformulate the unconstrained optimization problem (2.1) into the equivalent constrained problem (2.69),
which will be solved using a penalized formulation. This derivation will help clarify the origin of the $O(\mu_{max}^2)$ bias from (2.10) in the standard diffusion implementation.

### 2.3.1 Constrained Problem Formulation

To begin with, note that the unconstrained problem (2.1) is equivalent to the following constrained problem:

$$
\min_{\{w_k\}} \sum_{k=1}^{K} q_k J_k(w_k),
$$

s.t. \( w_1 = w_2 = \cdots = w_K. \) \hspace{1cm} (2.57)

Now we introduce the block vector \( W \triangleq \text{col}\{w_1, \ldots, w_K\} \in \mathbb{R}^{KM} \) and

$$
\mathcal{J}^*(W) \triangleq \sum_{k=1}^{K} q_k J_k(w_k),
$$

With (2.48) and (2.58), problem (2.57) is equivalent to

$$
\min_{W \in \mathbb{R}^{NM}} \mathcal{J}^*(W), \text{ s.t. } \frac{1}{2} (P - AP) W = 0. \hspace{1cm} (2.59)
$$

From Lemma 2.2, we know that \( P - AP \) is symmetric and positive semi-definite. Therefore, we can decompose

$$
\frac{P - AP}{2} = U \Sigma U^T, \hspace{1cm} (2.60)
$$

where \( \Sigma \in \mathbb{R}^{K \times K} \) is a non-negative diagonal matrix and \( U \in \mathbb{R}^{K \times K} \) is an orthogonal matrix.

If we introduce the symmetric square-root matrix

$$
V \triangleq U \Sigma^{1/2} U^T \in \mathbb{R}^{K \times K}, \hspace{1cm} (2.61)
$$

then it holds that

$$
\frac{P - AP}{2} = V^2. \hspace{1cm} (2.62)
$$

Let \( \mathcal{V} \triangleq V \otimes I_M \) so that

$$
\frac{P - AP}{2} = \mathcal{V}^2. \hspace{1cm} (2.63)
$$
Lemma 2.4 (Nullspace of $V$) With $V$ defined as in (2.61), it holds that

$$\text{null}(V) = \text{null}(P - AP) = \text{span}\{1_K\}. \quad (2.64)$$

Proof: To prove $\text{null}(V) = \text{null}(P - AP)$, it is enough to prove

$$(P - AP)x = 0 \iff Vx = 0. \quad (2.65)$$

Indeed, notice that

$$(P - AP)x = 0 \Rightarrow V^2x = 0 \Rightarrow x^TVTVx = 0 \Rightarrow \|Vx\|^2 = 0 \Rightarrow Vx = 0. \quad (2.66)$$

The reverse direction “$\Leftarrow$” in (2.65) is obvious. \hfill \blacksquare

Remark 2.3 (Nullspace of $V$) Similar to the arguments in (2.47) and (2.48), we have

$$\text{null}(V) = \text{null}(P - AP) = \text{span}\{1_K \otimes I_M\}, \quad (2.67)$$

and, hence,

$$Vx = 0 \iff (P - AP)x = 0 \iff x_1 = \cdots = x_K. \quad (2.68)$$

\hfill \blacksquare

With (2.68), problem (2.59) is equivalent to

$$\min_{W \in \mathbb{R}^{NM}} J^*(w), \quad \text{s.t.} \quad Vw = 0. \quad (2.69)$$

In this way, we have transformed the original problem (2.1) to the equivalent constrained problem (2.69).

2.3.2 Penalized Formulation

There are many techniques to solve constrained problems of the form (2.69). One useful and popular technique is to add a penalty term to the cost function and to consider instead a penalized problem of the form:

$$\min_{W \in \mathbb{R}^{NM}} J^*(w) + \frac{1}{\alpha} \|Vw\|^2, \quad (2.70)$$
where $\alpha > 0$ is a penalty parameter. Problem (2.70) is not equivalent to (2.69) but is a useful approximation. The smaller the value of $\alpha$ is, the closer the solutions of problems (2.69) and (2.70) become to each other [124–126]. We now verify that the diffusion strategy (2.4)–(2.5) follows from applying an incremental technique to solving the approximate penalized problem (2.70), not the real problem (2.69). It will then become clear that the diffusion estimate $w_{k,i}$ cannot converge to the exact solution $w^*$ of problem (2.1) (or (2.69)).

Since (2.63) holds, problem (2.70) is equivalent to

$$
\min_{w \in \mathbb{R}^{NM}} J^*(w) + \frac{1}{2\alpha} w^T (P - AP) w.
$$

This is an unconstrained problem, which we can solve using, for example, a diagonally-weighted incremental algorithm, namely,

$$
\begin{align*}
\psi_i &= w_{i-1} - \alpha P^{-1} \nabla J^*(w_{i-1}), \\
\psi_i &= \alpha P^{-1} \left( \frac{1}{\alpha} (P - AP) \psi_i \right),
\end{align*}
$$

The above recursion can be simplified as follows. Assume we select

$$
\alpha = \beta^{-1},
$$

where $\beta$ is the same constant used in relation (2.9). Recall from (2.18), (2.24), (2.29) and (2.30) that $\beta = O(1/\mu_{\max})$ and hence $\alpha = O(\mu_{\max})$. Moreover, from the definition of $J^*(w)$ in (2.58), we have

$$
\nabla J^*(w) = \left[ \begin{array}{c}
q_1 \nabla J_1(w_1) \\
\vdots \\
q_K \nabla J_K(w_K)
\end{array} \right].
$$

Using (2.9), namely,

$$
q_k = \beta \mu_k p_k,
$$

we find that

$$
\alpha P^{-1} \nabla J^*(w_{i-1}) = \left[ \begin{array}{c}
\mu_1 \nabla J_1(w_{1,i-1}) \\
\vdots \\
\mu_K \nabla J_K(w_{K,i-1})
\end{array} \right].
$$
We further introduce the aggregate cost (which is similar to \( (2.58) \) but without the weighting coefficients):

\[
\mathcal{J}^a(w) \triangleq \sum_{k=1}^{K} J_k(w_k), \tag{2.77}
\]

and note that

\[
\nabla \mathcal{J}^a(w) = \begin{bmatrix}
\nabla J_1(w_1) \\
\vdots \\
\nabla J_K(w_K)
\end{bmatrix}. \tag{2.78}
\]

Let \( \mathcal{M} \triangleq \text{diag}\{\mu_1, \mu_2, \cdots, \mu_K\} \otimes I_M \). Using \( (2.76) \) and \( (2.78) \), the first recursion in \( (2.72) \) can be rewritten as

\[
\psi_i = w_{i-1} - \mathcal{M} \nabla \mathcal{J}^a(w_{i-1}). \tag{2.79}
\]

For the second recursion of \( (2.72) \), it can be rewritten as

\[
w_i = \mathcal{A}^T \psi_i \tag{2.80}
\]

because \( \mathcal{A}\mathcal{P} = \mathcal{P}\mathcal{A}^T \). Relations \( (2.79) - (2.80) \) are equivalent to \( (2.4) - (2.5) \). Specifically, if we collect all iterates from across all agents into block vectors \( \{w_i, \psi_i\} \), then \( (2.4) - (2.5) \) would lead to \( (2.79) - (2.80) \). From this derivation, we conclude that the diffusion algorithm \( (2.4) - (2.5) \) can be interpreted as performing the diagonally-weighted incremental construction \( (2.72) \) to solve the approximate penalized problem \( (2.71) \). Since this construction is not solving the real problem \( (2.1) \), there exists a bias between its fixed point and the real solution \( w^\star \). As shown in \( (2.10) \), the size of this bias is related to \( \mu_{\max} \). When \( \mu_{\max} \) is small, the bias is also small. This same conclusion can be seen by noting that a small \( \mu_{\max} \) corresponds to a large penalty factor \( 1/\alpha \) under which the solutions to problems \( (2.1) \) and \( (2.69) \) approach each other.

### 2.4 Development of Exact Diffusion

We now explain how to adjust the diffusion strategy \( (2.4) - (2.5) \) to ensure exact convergence to \( w^\star \). Instead of solving the approximate penalized problem \( (2.71) \), we apply the primal-dual
To solve (2.69) with saddle point algorithm, we first introduce the augmented Lagrangian function:

$$L_a(W, y) = J^*(W) + 1 \frac{1}{\alpha} y^T \mathcal{V} W + \frac{1}{2 \alpha} || \mathcal{V} W ||^2 + 1 \frac{1}{\alpha} y^T \mathcal{V} W + \frac{1}{4 \alpha} W^T (P - PA^T) W,$$

where $y = \text{col}\{y_1, \cdots, y_K\} \in \mathbb{R}^{NM}$ is the dual variable. The standard primal-dual saddle point algorithm has recursions

$$\begin{cases}
\theta = w_{i-1} - \alpha P^{-1} \nabla J^*(w_{i-1}), \\
\phi = \theta - \alpha P^{-1} \nabla \mathcal{D}(\theta) = \frac{I_{MN}}{2} + \frac{1}{2} A^T \theta = \bar{A}^T \theta, \\
w_i = \phi - P^{-1} \nabla W C(\phi, y_{i-1}) = \phi - P^{-1} \mathcal{V} y_{i-1},
\end{cases}$$

where in the second recursion of (2.85) we introduced

$$\bar{A} \overset{\Delta}{=} (I_{MK} + A)/2.$$
We know from (2.53) that the eigenvalues of $\overline{A}$ are positive and lie within the interval $(0, 1]$. In (2.85), if we substitute the first and second recursions into the third one, and also recall (2.76) that
$$\alpha P^{-1}\nabla J^*(w_{i-1}) = M\nabla J^o(w_{i-1}),$$
then we get
$$w_i = \overline{A}^T\left(w_{i-1} - M\nabla J^o(w_{i-1})\right) - P^{-1}V_{i-1}. \tag{2.87}$$
Replacing the first recursion in (2.82) with (2.87), the previous primal-dual saddle point recursion (2.82) becomes
$$\left\{ \begin{array}{l} w_i = \overline{A}^T\left(w_{i-1} - M\nabla J^o(w_{i-1})\right) - P^{-1}V_{i-1} \\ y_i = y_{i-1} + Vw_i \end{array} \right. \tag{2.88}$$
Recursion (2.88) is the primal-dual form of the exact diffusion recursion we are seeking. For the initialization, we set $y_{-1} = 0$ and $w_{-1}$ to be any value, and hence for $i = 0$ we have
$$\left\{ \begin{array}{l} w_0 = \overline{A}^T\left(w_{-1} - M\nabla J^o(w_{-1})\right), \\ y_0 = Vw_0. \end{array} \right. \tag{2.89}$$
We can rewrite (2.88) in a simpler form by eliminating the dual variable $y$ from the first recursion. For $i = 1, 2, \cdots$, from (2.88) we have
$$w_i - w_{i-1} = \overline{A}^T\left(w_{i-1} - w_{i-2} - M(\nabla J^o(w_{i-1}) - \nabla J^o(w_{i-2}))\right) - P^{-1}V(y_{i-1} - y_{i-2}). \tag{2.90}$$
From the second step in (2.88) we have
$$P^{-1}V(y_{i-1} - y_{i-2}) = P^{-1}V^2w_{i-1} \quad \text{in} \quad P^{-1}\left(\frac{P - P\overline{A}^T}{2}\right)w_{i-1} = \left(\frac{I_{MK} - \overline{A}^T}{2}\right)w_{i-1}. \tag{2.91}$$
Substituting (2.91) into (2.90), we arrive at
$$w_i = \overline{A}^T\left(2w_{i-1} - w_{i-2} - M(\nabla J^o(w_{i-1}) - \nabla J^o(w_{i-2}))\right) \tag{2.92}$$
Recursion (2.92) is the primal version of the exact diffusion.

We can rewrite (2.92) in a distributed form that resembles (2.4)–(2.5) more closely, as listed below in Algorithm 1, where we denote the entries of $\overline{A}$ by $\pi_{\ell k}$. It is observed in
Algorithm 2.1 Exact diffusion strategy for agent $k$

**Setting:** Let $\bar{A} = (I_K + A)/2$, and $w_{k,-1}$ arbitrary. Set $\psi_{k,-1} = w_{k,-1}$. Let $\mu_k = q_k \mu_o/p_k$

**Repeat for** $i = 0, 1, 2, \cdots$

1. $\psi_{k,i} = w_{k,i-1} - \mu_k \nabla J_k(w_{k,i-1})$, \hspace{1cm} (adaptation) \hspace{1cm} (2.93)
2. $\phi_{k,i} = \psi_{k,i} + w_{k,i-1} - \psi_{k,i-1}$, \hspace{1cm} (correction) \hspace{1cm} (2.94)
3. $w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{k\ell} \phi_{\ell,i}$. \hspace{1cm} (combination) \hspace{1cm} (2.95)

Algorithm 1 that the exact diffusion strategy resembles (2.4)–(2.5) to great extent, with the addition of a “correction” step between the adaptation and combination step. In the correction step, the intermediate estimate $\psi_{k,i}$ is “corrected” by removing from it the difference between $w_{k,i-1}$ and $\psi_{k,i-1}$ from the previous iteration. Moreover, it is also observed that the exact and standard diffusion strategies have essentially the same computational complexity, apart from $2M$ ($M$ is the dimension of $w_{k,i}$) additional additions per agent in the correction step of the exact implementation. Also, there is one combination step in each iteration, which reduces the communication cost by about one half in comparison to recent DIGing-based works [92–96].

One can directly run Algorithm 1 when the Perron entries $\{p_k\}$ are known beforehand, as explained in Section II-B. When this is not the case, we can blend iteration (2.35) into the algorithm and modify it as follows.

### 2.5 Significance of Balanced Policies

The stability and convergence properties of the exact diffusion strategy (2.93)–(2.95) will be examined in detail in Chapter 3. There we will show that exact diffusion is guaranteed to converge for all balanced left-stochastic matrices for sufficiently small step-sizes. The local balancing property turns out to be critical in the sense that convergence may or may not
Algorithm 2.2 Exact diffusion strategy when \( p \) is unknown

**Setting:** Let \( \overline{A} = (I_K + A)/2 \), and \( w_{k,-1} \) arbitrary. Set \( \psi_{k,-1} = w_{k,-1} \) and \( z_{k,-1} = e_k \)

**Repeat for** \( i = 0, 1, 2, \cdots \)

\[
\begin{align*}
z_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} z_{\ell,i-1}, \quad \text{(power iteration) (2.96)} \\
\psi_{k,i} &= w_{k,i-1} - \frac{q_k \mu_0}{z_{k,i}(k)} \nabla J_k(w_{k,i-1}), \quad \text{(adaptation) (2.97)} \\
\phi_{k,i} &= \psi_{k,i} + w_{k,i-1} - \psi_{k,i-1}, \quad \text{(correction) (2.98)} \\
w_{k,i} &= \sum_{\ell \in N_k} \bar{a}_{\ell k} \phi_{\ell,i}. \quad \text{(combination) (2.99)}
\end{align*}
\]

...occurs if we move beyond the set of balanced policies. We can illustrate these possibilities here by means of examples. The two examples discussed in the sequel highlight the importance of having balanced combination policies for exact convergence.

Thus, consider the primal recursion of the exact diffusion algorithm (2.92), where \( \overline{A} \) is a general left-stochastic matrix. We subtract \( w^* \) from both sides of (2.92), to get the error recursion

\[
\tilde{w}_i = \overline{A}^T (2\tilde{w}_{i-1} - \tilde{w}_{i-2} + \mathcal{M}(\nabla J^o(w_{i-1}) - \nabla J^o(w_{i-2})) ),
\]

where \( \tilde{w}_i = w^* - w_i \). When \( \nabla J_k(w) \) is twice-differentiable, we can appeal to the mean-value theorem from Lemma D.1 in [1], which allows us to express each difference

\[
\nabla J_k(w_{k,i-1}) - \nabla J_k(w^*) = - \left( \int_0^1 \nabla^2 J_k(w^* - r\tilde{w}_{k,i-1}) dr \right) \tilde{w}_{k,i-1}.
\]

If we let

\[
H_{k,i-1} \overset{\Delta}{=} \int_0^1 \nabla^2 J_k(w^* - r\tilde{w}_{k,i-1}) dr \in \mathbb{R}^{M \times M},
\]

and introduce the block diagonal matrix:

\[
\mathcal{H}_{i-1} \overset{\Delta}{=} \text{diag}\{H_{1,i-1}, H_{2,i-1}, \cdots, H_{N,i-1}\},
\]
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then we can rewrite
\[ \nabla J^o(w_{i-1}) - \nabla J^o(w^*) = -H_{i-1}\tilde{w}_{i-1}. \] (2.104)

Notice that
\[
\nabla J^o(w_{i-1}) - \nabla J^o(w_{i-2}) = \nabla J^o(w^*) + \nabla J^o(w^*) - \nabla J^o(w_{i-2})
\]
\[
= H_{i-2}\tilde{w}_{i-2} - H_{i-1}\tilde{w}_{i-1}. \] (2.105)

Combining (2.100), (2.105) and the fact \( \tilde{w}_{i-1} = \tilde{w}_{i-1} \), we have
\[
\begin{bmatrix}
\tilde{w}_i \\
\tilde{w}_{i-1}
\end{bmatrix} = (F - G_{i-1}) \begin{bmatrix}
\tilde{w}_{i-1} \\
\tilde{w}_{i-2}
\end{bmatrix},
\] (2.106)

where
\[
F \triangleq \begin{bmatrix}
2\bar{A}^T & -\bar{A}^T \\
\mathcal{I}_{MN} & 0
\end{bmatrix} \in \mathbb{R}^{2MN \times 2MN},
\] (2.107)
\[
G_{i-1} \triangleq \begin{bmatrix}
\bar{A}^T\mathcal{M}H_{i-1} & -\bar{A}^T\mathcal{M}H_{i-2} \\
0 & 0
\end{bmatrix} \in \mathbb{R}^{2MN \times 2MN}.
\] (2.108)

In the next two examples, we consider the simple case where the dimension \( M = 1 \), \( q_k = 1 \) for \( k \in \{1, \cdots, K\} \), and the step-size \( \mathcal{M} = \mu P^{-1} \), where
\[ P = \text{diag}\{p_1, \cdots, p_K\} \in \mathbb{R}^{K \times K}. \] (2.109)

In this situation, the matrix \( F - G_{i-1} \) reduces to
\[
F - G_{i-1} = \begin{bmatrix}
\bar{A}^T(2I_K - \mu P^{-1}H_{i-1}) & -\bar{A}^T(I_K - \mu P^{-1}H_{i-2}) \\
I_K & 0
\end{bmatrix}.
\] (2.110)

Moreover, we also assume \( H_i \) is iteration independent, i.e.,
\[ H_i = H, \quad \forall \ i = 1, 2, \cdots \] (2.111)
This assumption holds for quadratic costs $J_k(w)$. Under the above conditions, we have

$$(F - G_{i-1}) \begin{bmatrix} 1_K \\ 1_K \\ \vdots \\ 1_K \\ \frac{1}{K} \end{bmatrix} = \frac{1}{K} A^T 1_K = \begin{bmatrix} 1_K \\ 1_K \\ \vdots \\ 1_K \\ \frac{1}{K} \end{bmatrix},$$

(2.112)

which implies that $\lambda_1 = 1$ is one eigenvalue of $F - G_{i-1}$ no matter what the step-size $\mu$ is. However, since $w_0$ is initialized as $\mathcal{V}y_0$ and, hence, lies in range($\mathcal{V}$), the eigenvalue $\lambda_1 = 1$ will not influence the convergence of recursion (2.106) (the detailed explanation is spelled out in Sec.3.1 and 3.2 in Chapter 3). Let $\{\lambda_k\}_{k=2}^{2K}$ denote the remaining eigenvalues of $F - G_{i-1}$, and introduce

$$\rho(F - G_{i-1}) \Delta \max\{|\lambda_2|, |\lambda_3|, \ldots, |\lambda_{2K}|\}.$$  

(2.113)

It is $\rho(F - G_{i-1})$ that determines the convergence of recursion (2.106): the exact diffusion recursion (2.106) will diverge if $\rho(F - G_{i-1}) > 1$, and will converge if $\rho(F - G_{i-1}) < 1$.

**Example 1 (Diverging case).** Consider the following left-stochastic matrix $A$:

$$A = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0.5 & 0.5 & 0 \\ 1 & 0 & 0.5 & 0 \\ 0 & 0.5 & 0 & 0 \end{bmatrix}.$$  

(2.114)

It can be verified that $A$ is primitive, left-stochastic but not balanced. For such $A$, its Perron eigenvector $p$ can be calculated in advance, and hence $P$ is also known. Also, $H_{i-1}$ is assumed to satisfy

$$P^{-1}H_{i-1} = \text{diag}\{20, 1, 1, 1\} \in \mathbb{R}^{4\times4}.$$  

(2.115)

Substituting the above $A$ and $PH_{i-1}$ into $F - G_{i-1}$ shown in (2.110), it can be verified that

$$\rho(F - G_{i-1}) > 1.$$  

(2.116)

for any step-size $\mu > 0$. The proof is given in Appendix 2.D by appealing to the Jury test for stability. In the top plot in Fig. 2.9 we show the spectral radius $\rho(F - G_{i-1})$ for step-sizes $\mu \in [1e^{-6}, 3]$. It is observed that $\rho(F - G_{i-1}) > 1$.  
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By following similar arguments, we can find a counter example such that EXTRA will also diverge for any step-size $\mu > 0$, even if we assume the Perron eigenvector $p$ is known in advance. For example, if

$$A = \begin{bmatrix} 0.36 & 0.99 & 0 & 0 & 0 \\ 0 & 0.01 & 0 & 0.6 & 0 \\ 0 & 0 & 0.02 & 0 & 0.95 \\ 0 & 0 & 0.98 & 4 & 0 \\ 0.64 & 0 & 0 & 0 & 0.05 \end{bmatrix} \in \mathbb{R}^{5 \times 5}$$  \hspace{1cm} (2.117)

and

$$P^{-1}H_{i-1} = \text{diag}\{20, 1, 1, 1, 1\} \in \mathbb{R}^{5 \times 5},$$  \hspace{1cm} (2.118)

one can verify that EXTRA will diverge for any $\mu > 0$ by following the arguments in Appendix 2.D. As a result, the push-sum based algorithms \cite{100,123} that extend EXTRA to non-symmetric networks cannot always converge. This example indicates that the stability range $(c_{\text{lower}}, c_{\text{upper}})$ provided in \cite{100,123} may not always be feasible.

\[\Box\]

**Example 2 (Converging case).** Consider the following left-stochastic matrix $A$:

$$A = \begin{bmatrix} 0.3 & 0.6 & 0.2 & 0 & 0 \\ 0.2 & 0.2 & 0 & 0.3 & 0 \\ 0.1 & 0.1 & 0.5 & 0.3 & 0.2 \\ 0 & 0.1 & 0.3 & 0.4 & 0.1 \\ 0.4 & 0 & 0 & 0 & 0.7 \end{bmatrix}.$$  \hspace{1cm} (2.119)

It can be verified that $A$ is primitive and not balanced. Also, $H_{i-1}$ is assumed to satisfy

$$P^{-1}H_{i-1} = \text{diag}\{10, 10, 10, 10, 10\} \in \mathbb{R}^{5 \times 5}.$$  \hspace{1cm} (2.120)

Substituting the above $A$ and $P^{-1}H_{i-1}$ into (2.110), it can be verified that $\rho(F) = 0.9923$. Therefore, when $\mu$ is sufficiently small, $F$ will dominate in $F - G_{i-1}$ and $\rho(F - G_{i-1}) < 1$. The simulations in Fig. 2.10 confirm this fact. In particular, it is observed that $\rho(F - G_{i-1}) < 1$ when $\mu < 0.2$. As a result, the exact diffusion will converge when $\mu < 0.2$ under this setting.

\[\Box\]
2.6 Numerical Experiments

In this section we illustrate the performance of the proposed exact diffusion algorithm. In all figures, the $y$-axis indicates the relative error, i.e., $\|w_i - w^*\|^2 / \|w_0 - w^*\|^2$, where $w_i = \text{col}\{w_{1,i}, \ldots, w_{N,i}\} \in \mathbb{R}^{NM}$ and $w^* = \text{col}\{w^*, \ldots, w^*\} \in \mathbb{R}^{NM}$.

2.6.1 Distributed Least-squares

In this experiment, we focus on solving the least-squares problem over the network shown in Figure 2.3:

$$w^o = \arg \min_{w \in \mathbb{R}^M} \frac{1}{2K} \sum_{k=1}^{K} \|U_kw - d_k\|^2.$$  \hfill (2.121)

where the network size $N = 20$ and the dimension $M = 30$. Each entry in both $U_k \in \mathbb{R}^{50 \times 30}$ and $d_k \in \mathbb{R}^{50}$ is generated from the standard Gaussian distribution $\mathcal{N}(0, 1)$.

We compare the convergence behavior of standard diffusion and the exact diffusion algorithm in the simulation. The left-stochastic matrix $A$ is generated through the averaging rule (see (2.20)), and each agent $k$ employs step-size $\mu_k = \mu_o/n_k$ (see (2.23)) where $\mu_o$ is a small constant step-size. The convergence of both algorithms is shown in Fig. 2.4, where we set
µ_o = 0.01. It is observed that the standard diffusion algorithm converges to a neighborhood of \( w^o \) on the order \( O(\mu_o^2) \), while the exact diffusion converges exponentially fast to the exact solution \( w^o \). This figure confirms that exact diffusion corrects the bias in standard diffusion.

### 2.6.2 Distributed Logistic Regression

We next consider a pattern classification scenario. Each agent \( k \) holds local data samples \( \{ h_{k,j}, \gamma_{k,j} \}_{j=1}^L \), where \( h_{k,j} \in \mathbb{R}^M \) is a feature vector and \( \gamma_{k,j} \in \{-1, +1\} \) is the corresponding label. Moreover, the value \( L \) is the number of local samples at each agent. All agents will cooperatively solve the regularized logistic regression problem over the network in Fig. 2.3:

\[
\hat{w} = \arg \min_{w \in \mathbb{R}^M} \sum_{k=1}^K \left[ \frac{1}{L} \sum_{\ell=1}^L \ln \left( 1 + \exp \left( -\gamma_{k,\ell} h_{k,\ell}^T w \right) \right) + \frac{\rho}{2} \| w \|^2 \right]. \tag{2.122}
\]

In the experiments, we set \( N = 20, M = 30, \) and \( L = 50. \) For local data samples \( \{ h_{k,j}, \gamma_{k,j} \}_{j=1}^L \) at agent \( k \), each \( h_{k,j} \) is generated from the standard normal distribution \( \mathcal{N}(0; 10I_M) \). To generate \( \gamma_{k,j} \), we first generate an auxiliary random vector \( w_0 \in \mathbb{R}^M \) with
each entry following \( \mathcal{N}(0, 1) \). Next, we generate \( \gamma_{k,j} \) from a uniform distribution \( \mathcal{U}(0, 1) \). If \( \gamma_{k,j} \leq 1/[1 + \exp(-((h_{k,j})^T w_0))] \) then \( \gamma_{k,j} \) is set as +1; otherwise \( \gamma_{k,j} \) is set as −1. We set \( \rho = 0.1 \).

We still compare the convergence behavior of the standard diffusion and exact diffusion. The left-stochastic matrix \( A \) is generated through the averaging rule, and each agent \( k \) employs step-size \( \mu_k = \mu_o/n_k \). The convergence of both algorithms is shown in Fig. 2.5. The step-size \( \mu_o = 0.05 \). It is also observed that the exact diffusion corrects the bias in standard diffusion.

### 2.6.3 Benefits of Balanced Left-stochastic Policies

In this subsection we illustrate one of the benefits of balanced left-stochastic combination matrices — they can speed up the convergence.

In the first experiment, we consider a network with a highly unbalanced topology as shown in Fig. 2.6. Nodes 1 and 2 are “celebrities” with many neighbors, while the other

---

Figure 2.5: Convergence comparison between standard diffusion and exact diffusion for distributed logistic regression (2.122).
48 nodes just have two neighbors each. Such a network topology is quite common in social networks.

Interestingly, both the maximum degree rule and the Metropolis rule will generate the same doubly-stochastic combination matrix for this network. Let $L$ be the Laplacian matrix associated with that network, then the generated doubly-stochastic combination matrix is

$$A = I - L/49.$$  \hspace{1cm} (2.123)

This combination matrix $A$ merges information just slightly better than the identity matrix $I$ because the term $L/49$ is quite small, which is not efficient. In contrast, the normal agent $k$ (where $3 \leq k \leq 50$) will assign $1/3$ to incoming information from agents 1 and 2 if the averaging rule is used, which combines information more efficiently and hence leads to faster convergence. In Fig. 2.7, we compare exact diffusion and EXTRA methods over the distributed least-square problem (2.121). The experimental setting is the same as in Sec. 3.3.1 except for the combination rules. Exact diffusion employs the left-stochastic matrix generated by the averaging rule while EXTRA employs a doubly-stochastic combination matrix (recall that EXTRA [75] has convergence guarantees only for doubly-stochastic matrices). The step-sizes are carefully chosen such that each algorithm reaches its fastest convergence. As expected, it is observed that exact diffusion with the averaging rule is almost three times faster than EXTRA with doubly-stochastic combination matrices.

In the second experiment, we consider the distributed least-square problem (2.121) and assume the Lipschitz constants associated with each local cost function differs drastically. In this experiment, we set $N = 20$, and the network topology is the same as in Fig. 2.3. Among all nodes, we assume for 4 random nodes that the local data $U_k$ and $d_k$ are generated from $\mathcal{N}(0,100)$ while in the remaining nodes they are generated from $\mathcal{N}(0,1)$. Under such setting, each local Lipschitz constant is quite different. We again compare the convergence between exact diffusion and EXTRA where the combination rule for exact diffusion is generated according to the Hastings rule (2.40) while EXTRA employs the Metropolis combination matrix, which is doubly stochastic. Fig. 2.8 depicts the convergence for each algorithm. Again, the step-sizes are carefully chosen such that each algorithm reaches its
fastest convergence. As expected, it is observed that exact diffusion with Hastings rule is almost four times faster than EXTRA with the doubly-stochastic matrix.

2.6.4 Exact Diffusion for General Left-Stochastic $A$

In this subsection we test exact diffusion for the general left-stochastic $A$ shown in Section 2.5. In Fig. 2.9 we test the setting of Example 1 in which $A$ is in the form of (2.114) and $H$ is (2.115). We introduce $\rho = \rho(\mathcal{F} - G_{i-1})$. In the top plot, we illustrate how $\rho$ varies with step-size $\mu$. In this plot, the step-size varies over $[10^{-6}, 3]$, and the interval between two consecutive $\mu$ is $10^{-6}$. It is observed that $\rho > 1$ for any $\mu \in [10^{-6}, 3]$, which confirms with our conclusion that exact diffusion will diverge for any step-size $\mu$ under the setting in Example 1. In the bottom plot of Fig. 2.9 we illustrate the standard diffusion converges to a neighborhood of $w^*$ on the order of $O(\mu^2)$ for $\mu = 0.01$, while the exact diffusion diverges.

In Fig. 2.10 we test the setting of Example 2 in which $A$ is in the form of (2.119) and $H$ is of (2.120). In the top plot, we illustrate how $\rho$ varies with $\mu$. It is observed that $\rho < 1$ when $\mu < 0.2$, which implies that the exact diffusion recursion (2.106) will converge when $\mu < 0.2$. In the bottom figure, with $\mu = 0.001$ it is observed that exact diffusion will converge exactly to $w^*$. Figures 2.9 and 2.10 confirm that general left-stochastic $A$ cannot always guarantee
Figure 2.7: Convergence comparison between exact diffusion and EXTRA for highly unbalanced network. Exact diffusion is with the averaging rule while EXTRA is with the doubly stochastic rule.

Figure 2.8: Convergence comparison between exact diffusion and EXTRA for the scenario in which local Lipschitz constants differ drastically. Exact diffusion is with the Hastings rule (2.40) while EXTRA is with the doubly stochastic rule.
Figure 2.9: Exact diffusion under the setting of Example 1 in Section 2.5. Top: $\rho > 1$ no matter what value $\mu$ is. Bottom: Convergence comparison between diffusion and exact diffusion when $\mu = 0.01$.

Figure 2.10: Exact diffusion under the setting of Example 2 in Section 2.5. Top: $\rho < 1$ when $\mu < 0.2$. Bottom: Convergence comparison between standard diffusion and exact diffusion when $\mu = 0.001$.

convergence to $w^*$.

2.7 Concluding Remarks

This chapter developed a diffusion optimization strategy with guaranteed exact convergence for a broad class of combination policies. The strategy is applicable to the locally-balanced left-stochastic combination matrices which are able to endow the algorithm with faster convergence rate, more flexible step-size choices and better privacy-preserving properties compared to doubly-stochastic combination matrices. Chapter 3 establishes analytically, and
by means of examples and simulations, the superior convergence and stability properties of
exact diffusion implementations.

2.A Formulation of Primal Methods

In this section we formulate two prominent primal methods that are based on gradient
descent: consensus [5–13] and diffusion [1,4,34,36,71]. For simplicity, we assume the network
is strongly connected, undirected, and the associated combination matrix $A$ is symmetric
and doubly-stochastic (see equation (1.8)). For such combination matrix $A$, it holds that

$$1 = \lambda_1(A) > \lambda_2(A) \geq \cdots \geq \lambda_K(A) > -1$$

(2.124)

and hence the matrix $I - A$ is positive semi-definite.

We introduce the eigenvalue decomposition $(I - A)/2 = U\Sigma U$ where $\Sigma$ is a diagonal
matrix with nonnegative diagonal entries. We also define $V = U\Sigma^{1/2}U$ and note that $V^T = V$, $V^2 = (I - A)/2$, and more importantly,

$$Vw = 0 \iff w(1) = w(2) = \cdots = w(K)$$

(2.125)

which is established in Lemma 2.4. In the above expression, the notation $w(k)$ refers to the
$k$-th element in $w$. If we define

$$w \triangleq \text{col}\{w_1, \cdots, w_K\} \in \mathbb{R}^{KM},$$

(2.126)

$$A \triangleq A \otimes I_M \in \mathbb{R}^{KM},$$

(2.127)

$$V \triangleq V \otimes I_M \in \mathbb{R}^{KM},$$

(2.128)

$$\mathcal{J}^o(w) \triangleq \frac{1}{K} \sum_{k=1}^{K} J_k(w_k),$$

(2.129)

it then follows that $\mathcal{V}^2 = (I_{KM} - A)/2$ and

$$\mathcal{V}w = 0 \iff w_1 = w_2 = \cdots = w_K.$$

(2.130)
Using (2.129) and (2.130), we find that problem (1.1) can be rewritten as the constrained problem

$$\min_w J^o(w),$$

s.t. $Vw = 0.$ \hfill (2.131)

One common approach to solve such problems is the penalty method [127, Sec. 4.1, 4.3], [124] [pp. 277 and Ch.6], [128, Ch.9], [126]. We penalize the constraints and transform (2.131) to the unconstrained problem

$$\min_w J^o(w) + \frac{1}{\mu} \|Vw\|^2$$ \hfill (2.132)

where $\mu > 0$ is a constant coefficient. Using $V^2 = (I_{KM} - A)/2$, problem (2.132) is equivalent to

$$\min_w J^o(w) + \frac{1}{2\mu} w^T (I - A)w$$ \hfill (2.133)

2.A.1 Consensus Strategy

If we solve problem (2.133) with gradient descent, we get

$$w_{i+1} = w_i - \mu \left( \nabla J^o(w_i) + \frac{1}{\mu} (I - A)w_i \right)$$

$$= Aw_i - \mu \nabla J^o(w_i)$$ \hfill (2.134)

which is exactly the consensus approach for solving the distributed optimization problem (1.1).

2.A.2 Diffusion Strategy

If we solve problem (2.133) with incremental gradient descent, we get

$$\begin{align*}
\phi_i &= w_i - \mu \nabla J^o(w_i), \\
w_{i+1} &= \phi_i - \mu \cdot \frac{1}{\mu} (I - A)\phi_i = A\phi_i.
\end{align*}$$ \hfill (2.135)
By substituting the first equation into the second one, we have

\[ w_{i+1} = A\left(w_i - \mu \nabla J^o(w_i)\right) \] (2.136)

A more generalized version of diffusion is derived in Sec. 2.3.

### 2.A.3 Other Primal Methods

There are still approaches that solve the unconstrained problem (2.133) using other primal methods such as Newton or quasi-Newton methods. Similar to the consensus or diffusion strategies, the resulting distributed Newton [78,79,129] and Quasi-Newton methods [80] only have primal variables in their recursions. Since all of these methods focus on solving the penalized problem (2.133) rather than the real problem (2.131), they cannot converge to the exact global solution unless a decaying step-size \( \mu \) is used.

### 2.B Formulation of Primal-Dual Methods

Different from the above-mentioned primal methods, primal-dual methods aim at solving the constrained problem (2.131) directly.

#### 2.B.1 EXTRA Method

Several of primal-dual methods are based on the augmented Lagrangian technique [130–132], [133, Sec.17.4]. Different from the Lagrangian method, which focuses on the standard Lagrangian function:

\[ L(w, y) = J^o(w) + \frac{1}{\mu} y^T(Vw) \] (2.137)

where \( y \) is the dual variable (also known as the Lagrangian multiplier), the augmented Lagrangian method introduces an extra quadratic term to the standard Lagrangian function:

\[ L_a(w, y) = J^o(w) + \frac{1}{\mu} y^T(Vw) + \frac{1}{2\mu} ||Vw||^2 \]

\[ = J^o(w) + \frac{1}{\mu} y^T(Vw) + \frac{1}{2\mu} w^T(I - A)w. \] (2.138)
The introduction of the quadratic term $\|\mathbf{V}\mathbf{W}\|^2$ will impose strong convexity to $L(w, y)$ (in terms of $w$) and hence will ensure a wider stability range and faster convergence.

The primal-descent and dual-ascent approach to determining the saddle-point of the above augmented Lagrangian function is

$$
\begin{align*}
\mathbf{w}_{i+1} &= \mathbf{w}_i - \mu \nabla J^o(\mathbf{w}_i) - \mathbf{V} \mathbf{y}_i - (I - \mathbf{A})\mathbf{w}_i = \mathbf{A}\mathbf{w}_i - \mu \nabla J^o(\mathbf{w}_i) - \mathbf{V} \mathbf{y}_i, \\
\mathbf{y}_{i+1} &= \mathbf{y}_i + \mathbf{V} \mathbf{w}_{i+1}
\end{align*}
$$

(2.139)

From the first recursion, we have

$$
\mathbf{w}_{i+1} - \mathbf{w}_i = \mathbf{A}(\mathbf{w}_i - \mathbf{w}_{i-1}) - \mu(\nabla J^o(\mathbf{w}_i) - \nabla J^o(\mathbf{w}_{i-1})) - \mathbf{V}(\mathbf{y}_i - \mathbf{y}_{i-1})
$$

(2.140)

Substituting the second recursion in (2.139) into the above recursion, we reach

$$
\mathbf{w}_{i+1} = \bar{\mathbf{A}}(2\mathbf{w}_i - \mathbf{w}_{i-1}) - \mu(\nabla J^o(\mathbf{w}_i) - \nabla J^o(\mathbf{w}_{i-1}))
$$

(2.141)

where $\bar{\mathbf{A}} = (I + \mathbf{A})/2$. Recursion (2.141) is the EXTRA algorithm proposed in [74]. Different from consensus or diffusion, EXTRA will converge to the exact global solution with constant step-size $\mu$. To see it, we observe the fixed point $(\mathbf{w}^\infty, \mathbf{y}^\infty)$ of recursion (2.139) satisfies the following condition

$$
\begin{align*}
\mu \nabla J^o(\mathbf{w}^\infty) + \mathbf{V} \mathbf{y}^\infty &= 0, \\
\mathbf{V} \mathbf{w}^\infty &= 0.
\end{align*}
$$

(2.142)

which is essentially the optimality condition of problem (1.1) [75, Proposition 2.1].

2.B.2 Exact Diffusion Method

When the first recursion in (2.139) is updated in an incremental manner, we will reach exact diffusion; see the derivation in Sec. 2.4.
2.B.3 Tracking Method

The tracking method [92] is another variant of primal-dual approach. The DIGing method (which is one of the tracking approaches) was originally proposed as follows:

\[
\begin{align*}
    w_i &= A w_{i-1} - \mu x_{i-1} \\
    x_i &= A x_{i-1} + \nabla J^o(w_i) - \nabla J^o(w_{i-1})
\end{align*}
\]  

(2.143)

where \(x_i\) is the auxiliary variable that aims to track the gradient \(\frac{1}{K} (1_k \otimes I_M) \nabla J(w_i) = \frac{1}{K} \sum_{k=1}^{K} \nabla J_k(w_{k,i})\). In fact, the second recursion (2.143) falls into the family of the dynamic average algorithm [134,135]:

\[
    x_i = A x_{i-1} + r_i - r_{i-1}
\]

(2.144)

where \(r_i\) is a dynamic and time-varying signal. When \(r_i\) converges, it is proved in [134] that \(x_{k,i} \to \frac{1}{K} \sum_{k=1}^{K} r_{k,i}\). Inspired by this result, it holds that \(x_{k,i} \to \frac{1}{K} \sum_{k=1}^{K} \nabla J_k(w_{k,i})\) as iteration \(i\) increases. Next we explain how the tracking method converges to the optimal solution. When the iteration \(i\) is large enough, the first recursion in (2.143) can be approximated by

\[
    w_i = A w_{i-1} - \mu 1_K \otimes \frac{1}{K} \sum_{k=1}^{K} \nabla J_k(w_{k,i}).
\]

(2.145)

Suppose each \(w_{k,i}\) generated by the above recursion converges to a fixed point \(w^*\), it then holds that \(\frac{1}{K} \sum_{k=1}^{K} \nabla J_k(w^*) = 0\) and, hence, the fixed point \(w^*\) is the optimal solution to problem (1.1). A formal proof of convergence for DIGing is presented in [93].

The DIGing method can also be interpreted as a primal-dual algorithm. Note that problem (1.1) can be reformulated as the following constrained problem

\[
\begin{align*}
    \min_w & \quad J^o(w) \\
    \text{s.t.} & \quad (I - A)w = 0
\end{align*}
\]

(2.146)

which is equivalent to (2.131) since \(\forall w = 0 \iff (I - A)w = 0\). The augmented Lagrangian function associated with the above problem is given by

\[
    L_a(w, y) = J^o(w) + \frac{1}{\mu} y^T (I - A)w + \frac{1}{2\mu} \|w\|^2_{I - A^2},
\]

(2.147)
where $v$ is the dual variable. The primal-descent and dual-ascent approach to solve the saddle-point of the above Lagrangian function is

$$
\begin{align*}
\{ w_{i+1} &= w_i - \mu \nabla J^o(w_i) - (I - A)v_i - (I - A^2)w_i = A^2 w_i - \mu \nabla J^o(w_i) - (I - A)v_i, \\
v_{i+1} &= v_i + (I - A)w_{i+1}
\end{align*}
$$

(2.148)

The above recursion is essentially equivalent to DIGing. To see that, we substitute the second recursion of (2.148) into the first one and remove the dual variable to reach

$$
\begin{align*}
w_{i+1} = 2Aw_i - A^2w_{i-1} - \mu (\nabla J^o(w_i) - \nabla J^o(w_{i-1})).
\end{align*}
$$

(2.149)

On the other hand, if we substitute the second recursion of the DIGing method (2.143) into the first one and remove the auxiliary variable $x_i$, we will get the same recursion as in (2.149). In this sense, the primal-dual recursion (2.148) is equivalent to the DIGing recursion (2.143).

Tracking methods, as reported in [93, 97, 98, 137], work well in time-varying or directed networks. However, they require twice the amount of communications per iteration than EXTRA or exact diffusion. Tracking methods also have variants that fall into the adapt-then-combine (ATC) framework. These variants can also be interpreted as the primal-dual method as described in [138].

### 2.B.4 Distributed ADMM

Distributed ADMM is among the first algorithms that were proved to converge linearly to the global solution under the assumption that each local cost function $J_k(w)$ is strongly convex with Lipschitz-continuous gradient. Instead of solving the constrained problem (2.131) or (2.146), distributed ADMM solves an alternative constrained problem

$$
\begin{align*}
\min_{\mathcal{W}} \frac{1}{K} \sum_{k=1}^{K} J_k(w_k) \\
\text{s.t. } w_k = w_{\ell} \quad \forall (i, j) \in \mathcal{E}
\end{align*}
$$

(2.150)

where $\mathcal{E}$ is the set of all edges in the graph. We remark that problem (2.150) is essentially equivalent to the constrained problem (2.131) and (2.146). However, the ADMM approach
requires an explicit constraint \( w_i = w_j \) while the formulations in (2.131) and (2.146) just imply \( w_i = w_j \) and they do not have such constraints explicitly. We introduce an auxiliary variable \( z_{ij} \) to decouple \( w_i \) and \( w_j \) in the constraints. As a result, problem (2.150) can be reformulated as

\[
\min_{\mathcal{W}} \quad \frac{1}{K} \sum_{k=1}^{K} J_k(w_k)
\]
\[
\text{s.t.} \quad w_k = z_{k\ell}, \quad w_\ell = z_{k\ell} \quad \forall (i, j) \in \mathcal{E}
\]  

(2.151)

which can be further rewritten as

\[
\min_{\mathcal{W}, \mathcal{Z}} \quad J^o(\mathcal{W})
\]
\[
\text{s.t.} \quad \mathcal{C} \mathcal{W} + \mathcal{Z} = 0
\]  

(2.152)

where \( \mathcal{Z} = \text{col}\{z_{ij}\} \), \( \mathcal{C} = \mathcal{C} \otimes I_M \), \( \mathcal{C} = [C_1; C_2] \in \mathbb{R}^{2E \times K} \), and \( C_1 \) and \( C_2 \) are defined as

\[
[C_1]_{ek} = \begin{cases} 1, & \text{if } e = (k, \ell), \\ 0, & \text{otherwise}, \end{cases} \quad [C_2]_{e\ell} = \begin{cases} 1, & \text{if } e = (k, \ell), \\ 0, & \text{otherwise}, \end{cases}
\]  

(2.153)

Problem (2.152) falls into the framework of Alternating Direction Method of Multipliers (ADMM). Now we introduce the augmented Lagrangian function associated with problem (2.152) as

\[
L_a(\mathcal{W}, \mathcal{Z}, \upgamma) = J^o(\mathcal{W}) + \upgamma^T(\mathcal{C} \mathcal{W} + \mathcal{Z}) + \frac{\rho}{2} \| \mathcal{C} \mathcal{W} + \mathcal{Z} \|^2.
\]  

(2.154)

Compared with the augmented Lagrangian function used in EXTRA and DIGing method, the function in (2.154) involves two primal variables \( \mathcal{W} \) and \( \mathcal{Z} \). The ADMM approach to find the saddle-point of the Lagrangian function (2.154) is

\[
\begin{align*}
\mathcal{W}_{i+1} &= \arg \min_{\mathcal{W}} L(\mathcal{W}, \mathcal{Z}_i, \upgamma_i) = \arg \min_{\mathcal{W}} \{ J^o(\mathcal{W}) + \upgamma_i^T(\mathcal{C} \mathcal{W} + \mathcal{Z}) + \frac{\rho}{2} \| \mathcal{C} \mathcal{W} + \mathcal{Z} \|^2 \}, \\
\mathcal{Z}_{i+1} &= \arg \min_{\mathcal{Z}} L(\mathcal{W}_i, \mathcal{Z}, \mathcal{Z}_{i-1}) = \arg \min_{\mathcal{Z}} \{ \upgamma_i^T \mathcal{Z} + \frac{\rho}{2} \| \mathcal{C} \mathcal{W}_{i+1} + \mathcal{Z} \|^2 \}, \\
\mathcal{Y}_{i+1} &= \mathcal{Y}_i + \rho(\mathcal{C} \mathcal{W}_{i+1} + \mathcal{Z}_{i+1}).
\end{align*}
\]  

(2.155)

Note that the second subproblem related to \( \mathcal{Z} \) is a quadratic problem and it has a closed-form solution. Substituting the special structure of the matrix \( \mathcal{C} \) and removing the variable
from the above recursion, we reach a distributed implementation of the recursion (also see Algorithm 1 in [74]):

\[
\begin{aligned}
\text{find } w_{k,i+1} & \text{ by solving } \nabla J_k(w_{k,i+1}) + \beta_{k,i} + 2\rho|N_k|w_{k,i+1} - \rho\left(|N_k|w_{k,i} + \sum_{\ell \in N_k} w_{\ell,i}\right) = 0, \\
\beta_{k,i+1} &= \beta_{k,i} + \rho\left(|N_k|w_{k,i+1} + \sum_{\ell \in N_k} w_{\ell,i+1}\right).
\end{aligned}
\] (2.156)

### 2.C Formulation of Dual Methods

The Lagrangian function of problem (2.131) is

\[
L(w, y) = J^o(w) + y^T \mathcal{V}w.
\] (2.157)

The Lagrangian dual function is

\[
g(y) = \inf_{w} \{L(w, y)\} = \inf_{w} \{J^o(w) + y^T \mathcal{V}w\} = -\sup_{w} \{-y^T \mathcal{V}w - J^o(w)\}
\]

\[
= -J^*(-\mathcal{V}y)
\] (2.158)

where \(J^*(z) = \sup_{w}(z^T w - J^o(w))\) is the conjugate of the function \(J^o(w)\). In this section, we only consider the family of problems where \(J^*(\cdot)\) has a closed-from. For example, if \(J^o(w)\) is affine, negative logarithm, exponential, strictly convex quadratic, log-determinant, then the conjugate function \(J^*(\cdot)\) has a closed-form, see [124, Sec. 3.1].

Since problem (2.131) is feasible (with at least the quantity \(1_K \otimes I_M\) as a feasible solution) and the constraints are all linear equations, the Slater condition [124, Sec. 5.2.3] implies that strong duality holds for problem (2.131). In other words, it holds that

\[
J^o(w^*) = g(y^*) = \inf_{w} \{J^o(w) + (y^*)^T \mathcal{V}w\}
\] (2.159)

where \(w^*\) and \(y^*\) are the optimal primal and dual solution respectively. The first equality holds because of strong duality and the second equality holds because of the definition of the Lagrangian dual function in (2.158). Relation (2.159) implies

\[
w^* = \arg\min_{w} \{J^o(w) + (y^*)^T \mathcal{V}w\}.
\] (2.160)
As a result, one can solve for $w^*$ with the following two steps. First, we calculate $y^*$ according to

$$y^* = \arg \max_{y} \{g(y)\}. \quad (2.161)$$

Second, we calculate $w^*$ according to (2.160). This approach is named as the dual method $[110, 111]$. 

Now we derive a dual method that can solve problem (1.1) in a distributed manner. Note that since $g(y) = -\mathcal{J}^*(-\nabla y)$ as derived in (2.158), we can therefore reach $y^*$ by solving

$$\min_y \mathcal{J}^*(-\nabla y). \quad (2.162)$$

There are many approaches to solve the above unconstrained problem. For example, the gradient descent method is

$$y_i = y_{i-1} + \mu V \nabla \mathcal{J}^*(-V y_{i-1}). \quad (2.163)$$

Multiplying $-V$ to both sides of the above recursion, we reach

$$-V y_i = -V y_{i-1} - \mu \frac{(I - A)}{2} \nabla \mathcal{J}^*(-V y_{i-1}) \quad (2.164)$$

which is equivalent to

$$z_i = z_{i-1} - \mu \frac{(I - A)}{2} \nabla \mathcal{J}^*(z_{i-1}) \quad (2.165)$$

where we defined $z = V y_i$. Note that

$$\mathcal{J}^*(z) = \sup_w \{z^T w - \mathcal{J}^o(w)\}$$

$$= \sup_w \{\sum_{k=1}^K [z_k^T w_k - \frac{1}{K} J_k(w_k)]\}$$

$$= \sum_{k=1}^K J_k^*(z_k) \quad (2.166)$$

where we defined $J_k^*(z_k) = \sup_{w_k} \{z_k^T w_k - \frac{1}{K} J_k(w_k)\}$ and it has a closed-form$^\dagger$ With the above relation, we have

$$\nabla \mathcal{J}^*(z) = \text{col}\{\nabla J_1^*(z_1), \nabla J_2^*(z_2), \cdots, \nabla J_K^*(z_K)\} \quad (2.167)$$

$^\dagger$Recall that we only consider special form of $J_k(w)$ in this section such that the conjugate $J_k^*(\cdot)$ has a closed-form
and hence the update in (2.165) can be conducted in a decentralized manner. Finally, once the optimal dual solution $z^\star$ is reached, we can derive the primal optimal solution $w^\star$ as

$$w^\star = \arg \min_{w} \{\mathcal{J}_o(w) + (z^\star)^T w\}$$

$$= \arg \min_{w} \left\{ \sum_{k=1}^{K} \frac{1}{K} J_k(w_k) + (z_k^\star)^T w_k \right\}$$

(2.168)

which implies that

$$w_k^\star = \arg \min_{w_k} \{J_k(w_k) + K(z_k^\star)^T w_k\}$$

(2.169)

The dual method is summarized in Algorithm 2.3. It is observed that all communication occurs when solving the dual problem (2.162), see the recursion (2.171). If the gradient descent recursion (2.162) is accelerated, we can reduce the communication cost. An important observation is that the dual problem (2.162) is unconstrained, which exactly falls into the Nesterov’s acceleration framework. As a result, the authors in [110] propose to solve the dual problem (2.162) with Nesterov’s recursion [139]:

$$\begin{cases}
    x_i = z_{i-1} - \mu \frac{(I-A)}{2} \nabla \mathcal{J}^*(z_{i-1}), \\
    z_i = x_i + \beta(x_i - x_{i-1})
\end{cases}$$

(2.170)

where $x_i$ is an auxiliary variable and $\beta$ is the momentum coefficient. This accelerated dual method is listed in Algorithm 1 of [110]. According to [110,111], the above accelerated dual method reaches the theoretical lower communication bound for distributed algorithms, and is theoretically better than the other accelerated algorithms based on EXTRA and DIGing. However, one should note that The dual methods usually require the conjugate function $\mathcal{J}^*(z)$ to have a closed-form, which significantly limits the application of this family of methods.

2.D Proof of (2.116)

The characteristic polynomial of $\mathcal{F} - \mathcal{G}_{i-1}$ is given by

$$Q(\lambda) = (\lambda - 1)D(\lambda), \text{ where } D(\lambda) = \sum_{k=0}^{7} a_k \lambda^k$$

(2.172)
Algorithm 2.3 Basic dual approach

Setting: Each agent \( k \) derives the closed-form of the conjugate function \( J^*_k(z_k) = \sup_{w_k} \{ z_k^T w_k - \frac{1}{R} J_k(w_k) \} \)

Repeat until \( z_{k,i} \to z^*_k \):

\[
z_{k,i} = z_{k,i} - \frac{\mu}{2} \left( \nabla J^*_k(z_{k,i-1}) - \sum_{\ell \in N_k} a_{\ell k} \nabla J^*_\ell(z_{\ell,i-1}) \right) \tag{2.171}
\]

Output: Each agent \( k \) derives \( w^*_k \) according to \( w^*_k = \arg \min_{w_k} \{ J_k(w_k) + K(z^*_k)^T w_k \} \).

and

\[
a_7 = 32, \quad a_6 = 384\mu - 128, \quad a_5 = 682\mu^2 - 1512\mu + 248, \quad a_4 = 429\mu^3 - 2458\mu^2 + 2712\mu - 288, \quad a_3 = 80\mu^4 - 1346\mu^3 + 3672\mu^2 - 2692\mu + 210, \tag{2.173}
\]

\[
a_2 = -240\mu^4 + 1649\mu^3 - 2904\mu^2 + 1593\mu - 98, \quad a_1 = 240\mu^4 - 976\mu^3 + 1260\mu^2 - 552\mu + 28, \quad a_0 = -80\mu^4 + 244\mu^3 - 252\mu^2 + 92\mu - 4. \tag{2.174}
\]

It is easy to observe from (2.172) that \( \lambda = 1 \) is one eigenvalue of \( \mathcal{F} - \mathcal{G}_{i-1} \). As mentioned in (2.112) and its following paragraph, this eigenvalue \( \lambda = 1 \) does not influence the convergence of recursion (2.106) because of the initial conditions. It is the roots of \( D(\lambda) \) that decide the convergence of the exact diffusion recursion (2.106). Now we will prove that there always exists some root that stays outside the unit-circle no matter what the step-size \( \mu \) is. In other words, \( D(\lambda) \) is not stable for any \( \mu \).

Since \( D(\lambda) \) is a 7-th order polynomial, its roots are not easy to calculate directly. Instead, we apply the Jury stability criterion [140] to decide whether \( D(\lambda) \) has roots outside the unit-circle.
circle. First we construct the Jury table as shown in Fig. 2.11, where

\[
b_k = \begin{vmatrix} a_0 & a_{7-k} \\ a_7 & a_k \end{vmatrix} = a_0a_k - a_7a_{7-k}, \quad k = 0, \ldots, 6
\] (2.175)

\[
c_k = \begin{vmatrix} b_0 & b_{6-k} \\ b_6 & b_k \end{vmatrix} = b_0b_k - b_6b_{6-k}, \quad k = 0, \ldots, 5
\] (2.176)

\[\vdots\]

\[
f_k = \begin{vmatrix} e_0 & e_{3-k} \\ e_3 & e_k \end{vmatrix} = e_0e_k - e_3e_{3-k}, \quad k = 0, \ldots, 2.
\] (2.177)

According to the Jury stability criterion, \( D(\lambda) \) is stable (i.e., all roots of \( D(\lambda) \) are within the unit-circle) if, and only if, the following conditions hold:

\[
D(1) > 0, \quad (-1)^7D(-1) > 0, \quad |a_0| < a_7, \quad |b_0| > |b_6|
\]

\[
|c_0| > |c_5|, \quad |d_0| > |d_4|, \quad |e_0| > |e_3|, \quad |f_0| > |f_2|.
\] (2.178)

If any one of the above conditions is violated, \( D(\lambda) \) is not stable. Next we check each of the conditions:

1. \( D(1) > 0 \) is satisfied for any \( \mu > 0 \) since

\[
D(1) = \sum_{k=0}^{7} a_k = 25\mu > 0.
\] (2.179)

2. \( (-1)^7D(-1) > 0 \). To guarantee this condition, we need to require that

\[
(-1)^7D(-1)
\]

\[
= 640\mu^4 - 4644\mu^3 + 11228\mu^2 - 9537\mu + 1036 > 0.
\] (2.180)

With the help of Matlab, we can verify that

\[
(-1)^7D(-1) > 0 \quad \text{when} \quad \mu < 0.1265 \text{ or } \mu > 3.0410.
\] (2.181)

3. \( |a_0| < a_7 \). To guarantee this condition, we need

\[
|\text{-}80\mu^4 + 244\mu^3 - 252\mu^2 + 92\mu - 4| < 32,
\] (2.182)
Figure 2.11: The Jury table for the 7-th order system.

which is equivalent to requiring

\[-0.1884 < \mu < 1.6323. \]  \hspace{1cm} (2.183)

With (2.179), (2.181) and (2.183), we conclude that when

\[0 < \mu < 0.1265, \]  \hspace{1cm} (2.184)

conditions (1), (2) and (3) will be satisfied simultaneously. Moreover, with the help of Matlab, we can also verify that the step-size range (2.184) will also meet conditions (4) \(|b_0| > |b_6|\), (5) \(|c_0| > |c_5|\) and (6) \(|d_0| > |d_4|\). Now we check the last two conditions.

(7) \(|e_0| > |e_3|\). To guarantee this condition, the step-size \(\mu\) is required to satisfy

\[0.0438 < \mu < 0.1265. \]  \hspace{1cm} (2.185)

(8) \(|f_0| > |f_2|\). To guarantee this condition, the step-size \(\mu\) is required to satisfy

\[0 < \mu < 0.0412. \]  \hspace{1cm} (2.186)

Comparing (2.184), (2.185) and (2.186), it is observed that the intersection of these three ranges is empty, which implies that there does not exist a value for \(\mu\) that makes all conditions (1)–(8) hold. Therefore, we conclude that \(D(\lambda)\) is not stable for any step-size \(\mu\).
In this chapter, we will establish the linear convergence of exact diffusion using its primal-dual form (2.88). This is a challenging task due to the coupled dynamics among the agents. To facilitate the analysis, we first apply a useful coordinate transformation and characterize the error dynamics in this transformed domain. Then, we show analytically that exact diffusion is stable, converges linearly, and has a wider stability range than EXTRA consensus strategy [75]. We also compare the performance of exact diffusion to other existing linearly convergent algorithms besides EXTRA, such as DIGing [93] and Aug-DGM [95, 96] with numerical simulations.

3.1 Convergence of Exact Diffusion

The purpose of the analysis in this section is to establish the exact convergence of \( w_{k,i} \) to \( w^* \), for all agents in the network, and to show that this convergence attains an exponential rate.

3.1.1 The Optimality Condition

**Lemma 3.1 (Optimality Condition)** If condition (2.9) holds and block vectors \((w^*, y^*)\) exist that satisfy:

\[
\begin{align*}
\bar{A}^T \mathcal{M} \nabla \mathcal{J}(w^*) + \mathcal{P}^{-1} \mathcal{V} y^* &= 0, \\
\mathcal{V} w^* &= 0.
\end{align*}
\]

(3.1) (3.2)
then it holds that the block entries of $w^*$ satisfy:

$$w_1^* = w_2^* = \cdots = w_K^* = w^*$$  \hspace{1cm} (3.3)

where $w^*$ is the unique solution to problem (2.1).

**Proof.** From (2.67), we have

$$\mathcal{V}w^* = 0 \iff w_1^* = w_2^* = \cdots = w_K^*.$$  \hspace{1cm} (3.4)

Next we check $w_k^* = w^*$. Since $\mathcal{P} > 0$, condition (3.1) is equivalent to

$$\mathcal{P}\mathcal{A}^T \mathcal{M} \nabla J^o(w^*) + \mathcal{V}y^* = 0.$$  \hspace{1cm} (3.5)

Let $\mathcal{I} = 1_K \otimes I_M \in \mathbb{R}^{MK \times M}$. Multiplying by $\mathcal{I}^T$ gives

$$0 = \mathcal{I}^T (\mathcal{P}\mathcal{A}^T \mathcal{M} \nabla J^o(w^*) + \mathcal{V}y^*) \overset{(a)}{=} \mathcal{I}^T \mathcal{P}\mathcal{A}^T \mathcal{M} \nabla J^o(w^*)$$

$$= \sum_{k=1}^K p_k \mu_k \nabla J_k(w_k^*) \overset{(2.9)}{=} \frac{1}{\beta} \sum_{k=1}^K q_k \nabla J_k(w_k^*),$$  \hspace{1cm} (3.6)

where equality (a) holds because $\mathcal{V}$ is symmetric and (2.67). Since $\beta \neq 0$, we conclude that

$$\sum_{k=1}^K q_k \nabla J_k(w_k^*) = 0,$$

which shows that the entries $\{w_k^*\}$, which are identical, must coincide with the minimizer $w^*$ of (2.1). Observe that since $\mathcal{J}^*(w)$ is assumed strongly-convex, then the solution to problem (2.1), $w^*$, is unique, and hence $w^*$ is also unique. However, since $\mathcal{V}$ is rank-deficient, there can be multiple solutions $y^*$ satisfying (3.3). Using an argument similar to [74,75], we can show that among all possible $y^*$, there is a unique solution $y_o^*$ lying in the column span of $\mathcal{V}$.

**Lemma 3.2 (Particular solution pair)** When condition (2.9) holds and $\mathcal{J}^o(w)$ defined by (1.1) is strongly-convex, there exists a unique pair of variables $(w^*, y_o^*)$, in which $y_o^*$ lies in the range space of $\mathcal{V}$, that satisfies conditions (3.1)–(3.2).

**Proof.** First we prove that there always exist some block vectors $(w^*, y^*)$ satisfying (3.1)–(3.2). Indeed, when $\mathcal{J}^o(w)$ is strongly-convex, the solution to problem (2.1), $w^*$, exists and
is unique. Let \( w^* = 1_K \otimes w^* \). We conclude from Lemma 2.4 that condition (3.2) holds. Next we check whether there exists some \( Y^* \) such that

\[
P^{-1} \mathcal{V}^* = -\mathcal{A}^T \mathcal{M} \nabla J^o(w^*),
\]

or equivalently,

\[
\mathcal{V}^* = -P \mathcal{A}^T \mathcal{M} \nabla J^o(w^*) = -\beta \mathcal{A} \nabla J^*(w^*), \tag{3.8}
\]

where the last equality holds because

\[
\mathcal{P} \mathcal{M} \nabla J^o(w^*) = \begin{bmatrix}
\mu_1 p_1 \nabla J_1(w^*) \\
\vdots \\
\mu_K p_K \nabla J_K(w^*)
\end{bmatrix} = \begin{bmatrix}
\frac{q_1}{\beta} \nabla J_1(w^*) \\
\vdots \\
\frac{q_K}{\beta} \nabla J_K(w^*)
\end{bmatrix} = \frac{1}{\beta} \mathcal{A} \nabla J^*(w^*), \tag{3.9}
\]

To prove the existence of \( Y^* \), we need to show that \( \mathcal{A} \nabla J^*(w^*) \) lies in \( \text{range}(\mathcal{V}) \). Indeed, observe that

\[
\mathcal{I}^T \mathcal{A} \nabla J^*(w^*) = \mathcal{I}^T \nabla J^*(w^*) \overset{(a)}{=} \sum_{k=1}^K q_k \nabla J_k(w^*) = 0 \tag{3.10}
\]

where the equality (a) holds because of equation (2.74). Equality (3.10) implies that \( \mathcal{A} \nabla J^*(w^*) \) is orthogonal to \( \text{span}(\mathcal{I}) \), i.e., \( \text{span}(1_K \otimes I_M) \). With (2.67) we have

\[
\mathcal{A} \nabla J^*(w^*) \perp \text{null}(\mathcal{V}) \iff \mathcal{A} \nabla J^*(w^*) \in \text{range}(\mathcal{V}^T) \iff \mathcal{A} \nabla J^*(w^*) \in \text{range}(\mathcal{V}), \tag{3.11}
\]

where the last “\( \iff \)” holds because \( \mathcal{V} \) is symmetric.

We now establish the existence of the unique pair \( (w^*, Y^*) \). Thus, let \( (w^*, Y^*) \) denote an arbitrary solution to (3.3). Let further \( Y_o^* \) denote the projection of \( Y^* \) onto the column span of \( \mathcal{V} \). It follows that \( \mathcal{V}(Y^* - Y_o^*) = 0 \) and, hence, \( \mathcal{V} Y^* = \mathcal{V} Y_o^* \). Therefore, the pair \( (w^*, Y_o^*) \) also satisfies conditions (3.1)-(3.2).

Next we verify the uniqueness of \( Y_o^* \) by contradiction. Suppose there is a different \( Y_1^* \) lying in \( \mathcal{R}(\mathcal{V}) \) that also satisfies condition (3.1). We let \( Y_o^* = \mathcal{V} Y_o^* \) and \( Y_1^* = \mathcal{V} Y_1^* \). Substituting \( Y_o^* \)
and $y^*_1$ into condition (3.1), we have

$$\mathcal{A}^T \mathcal{M} \nabla J^o(w^*) + P^{-1}V^2 x^*_0 = 0,$$  \hspace{1cm} (3.12)

$$\mathcal{A}^T \mathcal{M} \nabla J^o(w^*) + P^{-1}V^2 x^*_1 = 0. \hspace{1cm} (3.13)$$

Subtracting (3.13) from (3.12) and recall $P > 0$, we have $V^2(x^*_0 - x^*_1) = 0$, which leads to $V(x^*_0 - x^*_1) = 0 \iff y^*_0 = y^*_1$. This contradicts the assumption that $y^*_0 \neq y^*_1$. ■

Using the above auxiliary results, we will show that $(w_i, y_i)$ generated through the exact diffusion (2.88) will converge exponentially fast to $(w^*, y^*_o)$.

### 3.1.2 Error Recursion

Let $w^* = 1_K \otimes w^*$, which corresponds to a block vector with $w^*$ repeated $K$ times. Introduce further the error vectors

$$\tilde{w}_i = w^* - w_i, \quad \tilde{y}_i = y^*_o - y_i. \hspace{1cm} (3.14)$$

The first step in the convergence analysis is to examine the evolution of these error quantities. Multiplying the second recursion of (2.88) by $V$ from the left gives:

$$V y_i = V y_{i-1} + \frac{1}{2}(P - P \mathcal{A})w_i. \hspace{1cm} (3.15)$$

Substituting (3.15) into the first recursion of (2.88), we have

$$\begin{align*}
\mathcal{A}^T \tilde{w}_i &= \mathcal{A}^T (\tilde{w}_{i-1} + \mathcal{M} \nabla J^o(w_{i-1})) + P^{-1}V y_i, \\
\tilde{y}_i &= \tilde{y}_{i-1} - V w_i.
\end{align*} \hspace{1cm} (3.16)$$

Subtracting optimality conditions (3.1)-(3.2) from (3.16) leads to

$$\begin{align*}
\mathcal{A}^T \tilde{w}_i &= \mathcal{A}^T (\tilde{w}_{i-1} + \mathcal{M} \nabla J^o(w_{i-1}) - \nabla J^o(w^*)) - P^{-1}V \tilde{y}_i, \\
\tilde{y}_i &= \tilde{y}_{i-1} + V \tilde{w}_i.
\end{align*} \hspace{1cm} (3.17)$$

Next we examine the difference $\nabla J^o(w_{i-1}) - \nabla J^o(w^*)$. To begin with, we get from (2.78) that

$$\nabla J^o(w_{i-1}) - \nabla J^o(w^*) = \begin{bmatrix}
\nabla J_1(w_{1,i-1}) - \nabla J_1(w^*) \\
\vdots \\
\nabla J_K(w_{K,i-1}) - \nabla J_K(w^*)
\end{bmatrix}. \hspace{1cm} (3.18)$$
When $\nabla J_k(w)$ is twice-differentiable (see Assumption 3.1), we can appeal to the mean-value theorem from Lemma D.1 in [1], which allows us to express each difference in (3.18) in the following integral form in terms of Hessian matrices for any $k = 1, 2, \ldots, N$:

$$\nabla J_k(w_{k,i-1}) - \nabla J_k(w^*) = - \left( \int_0^1 \nabla^2 J_k(w^* - r\tilde{w}_{k,i-1}) dr \right) \tilde{w}_{k,i-1}. $$

If we let

$$H_{k,i-1} \triangleq \int_0^1 \nabla^2 J_k(w^* - r\tilde{w}_{k,i-1}) dr \in \mathbb{R}^{M \times M},$$

and introduce the block diagonal matrix:

$$\mathcal{H}_{i-1} \triangleq \text{diag}\{H_{1,i-1}, H_{2,i-1}, \ldots, H_{K,i-1}\},$$

then we can rewrite (3.18) in the form:

$$\nabla J^o(w_{i-1}) - \nabla J^o(w^*) = - \mathcal{H}_{i-1} \tilde{w}_{i-1}. $$

Substituting into (3.17) we get

$$\begin{cases}
\tilde{A}^T \tilde{w}_i = \tilde{A}^T (I_{MK} - \mathcal{M}\mathcal{H}_{i-1}) \tilde{w}_{i-1} - \mathcal{P}^{-1}\mathcal{V}\tilde{y}_i, \\
\tilde{y}_i = \tilde{y}_{i-1} + \mathcal{V}\tilde{w}_i.
\end{cases}$$

which is also equivalent to

$$\begin{bmatrix}
\tilde{A}^T & \mathcal{P}^{-1}\mathcal{V} \\
-\mathcal{V} & I_{MK}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_i \\
\tilde{y}_i
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{A}^T (I_{MK} - \mathcal{M}\mathcal{H}_{i-1}) & 0 \\
0 & I_{MK}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{i-1} \\
\tilde{y}_{i-1}
\end{bmatrix}. $$

Using the relations $\tilde{A}^T = \frac{I_{MK} + \tilde{A}^T}{2}$ and $\mathcal{V}^2 = \frac{\mathcal{P} - \mathcal{P}\tilde{A}^T}{2}$, it is easy to verify that

$$\begin{bmatrix}
\tilde{A}^T & \mathcal{P}^{-1}\mathcal{V} \\
-\mathcal{V} & I_{MK}
\end{bmatrix}^{-1} = 
\begin{bmatrix}
I_{MK} & -\mathcal{P}^{-1}\mathcal{V} \\
\mathcal{V} & I_{MK} - \mathcal{V}\mathcal{P}^{-1}\mathcal{V}
\end{bmatrix}. $$

Substituting into (3.24) gives

$$\begin{bmatrix}
\tilde{w}_i \\
\tilde{y}_i
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{A}^T (I_{MK} - \mathcal{M}\mathcal{H}_{i-1}) & -\mathcal{P}^{-1}\mathcal{V} \\
\mathcal{V}\tilde{A}^T (I_{MK} - \mathcal{M}\mathcal{H}_{i-1}) & I_{MK} - \mathcal{V}\mathcal{P}^{-1}\mathcal{V}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{i-1} \\
\tilde{y}_{i-1}
\end{bmatrix}. $$
That is, the error vectors evolve according to:

\[
\begin{bmatrix}
\tilde{w}_i \\
\tilde{y}_i 
\end{bmatrix} = (\mathcal{B} - \mathcal{T}_{i-1}) \begin{bmatrix}
\tilde{w}_{i-1} \\
\tilde{y}_{i-1} 
\end{bmatrix}
\] (3.26)

where

\[
\mathcal{B} \triangleq \begin{bmatrix}
\mathcal{A}^T & -\mathcal{P}^{-1}\mathcal{V} \\
\mathcal{V}\mathcal{A}^T & \mathcal{I}_{MK} - \mathcal{V}\mathcal{P}^{-1}\mathcal{V} 
\end{bmatrix},
\] (3.27)

\[
\mathcal{T}_i \triangleq \begin{bmatrix}
\mathcal{A}^T\mathcal{M}\mathcal{H}_i & 0 \\
\mathcal{V}\mathcal{A}^T\mathcal{M}\mathcal{H}_i & 0 
\end{bmatrix}.
\] (3.28)

Relation (3.26) is the error dynamics for the exact diffusion algorithm. We next examine its convergence properties.

### 3.1.3 Proof of Convergence

We first introduce a common assumption.

**Assumption 3.1 (Conditions on cost functions)** Each \( J_k(w) \) is twice differentiable, and its Hessian matrix satisfies

\[
\nabla^2 J_k(w) \leq \delta I_M. \tag{3.29}
\]

Moreover, there exists at least one agent \( k_o \) such that \( J_{k_o}(w) \) is \( \nu \)-strongly convex, i.e.

\[
\nabla^2 J_{k_o}(w) > \nu I_M. \tag{3.30}
\]

Note that when \( J_k(w) \) is twice differentiable, condition (3.29) is equivalent to requiring each \( \nabla J_k(w) \) to be \( \delta \)-Lipschitz continuous [1]. In addition, condition (3.30) ensures the strong convexity of \( J^o(w) \) and \( J^*(w) \), and the uniqueness of \( w^o \) and \( w^* \). It follows from (3.29)–(3.30) and the definition (3.19) that

\[
H_{k,i-1} \leq \delta I_M, \quad \forall k \quad \text{and} \quad H_{k_o,i-1} \geq \nu I_M. \tag{3.31}
\]
The direct convergence analysis of recursion (3.26) is challenging. To facilitate the analysis, we identify a convenient change of basis and transform (3.26) into another equivalent form that is easier to handle. To do that, we first let

$$B \triangleq \begin{bmatrix} A^T & -P^{-1}V \\ V A^T & I_K - VP^{-1}V \end{bmatrix} \in \mathbb{R}^{2K \times 2K}. \quad (3.32)$$

It holds that $B = B \otimes I_M$. In the following lemma we introduce a decomposition for matrix $B$ that will be fundamental to the subsequent analysis.

**Lemma 3.3 (Fundamental Decomposition)** The matrix $B$ admits the following eigen-decomposition

$$B = XDX^{-1}, \quad (3.33)$$

where

$$D = \begin{bmatrix} I_2 & 0 \\ 0 & D_1 \end{bmatrix} \quad (3.34)$$

and $D_1 \in \mathbb{R}^{(2K^2) \times (2K^2)}$ is a diagonal matrix with complex entries. The magnitudes of the diagonal entries satisfy

$$|D_1(2k-3, 2k-3)| = |D_1(2k-2, 2k-2)| = \sqrt{\lambda_k(A)} < 1, \quad \forall \ k = 2, 3, \ldots N. \quad (3.35)$$

Moreover,

$$X = \begin{bmatrix} R & X_R \end{bmatrix}, \quad X^{-1} = \begin{bmatrix} L \\ X_L \end{bmatrix}, \quad (3.36)$$

where $X_R \in \mathbb{R}^{2K \times (2K^2-2)}$ and $X_L \in \mathbb{R}^{(2K^2-2) \times 2K}$, and $R$ and $L$ are given by

$$R = \begin{bmatrix} 1_K & 0 \\ 0 & 1_K \end{bmatrix} \in \mathbb{R}^{2K \times 2}, \quad L = \begin{bmatrix} p^T & 0 \\ 0 & \frac{1}{R} \end{bmatrix} \in \mathbb{R}^{2 \times 2K}. \quad (3.37)$$

**Proof** See Appendix 3.A.  

$\blacksquare$
Remark 3.1 (Other possible decompositions) The eigendecomposition \((3.33)\) for \(B\) is not unique because we can always scale \(X\) and \(X^{-1}\) to achieve different decompositions. In this paper, we will study the following family of decompositions:

\[
B = X'D(X')^{-1},
\]

where

\[
X' = \begin{bmatrix} R & \frac{1}{c}X_R \end{bmatrix}, \quad (X')^{-1} = \begin{bmatrix} L \\ \frac{1}{c}X_L \end{bmatrix},
\]

and \(c\) can be set to any nonzero constant value. We will exploit later the choice of \(c\) in identifying the stability range for exact diffusion.

For convenience, we introduce the vectors:

\[
r_1 = \begin{bmatrix} 1_K \\ 0 \end{bmatrix}, r_2 = \begin{bmatrix} 0 \\ 1_K \end{bmatrix}, \ell_1 = \begin{bmatrix} p \\ 0 \end{bmatrix}, \ell_2 = \begin{bmatrix} 0 \\ \frac{1}{K}1_K \end{bmatrix},
\]

so that

\[
R = [r_1 \ r_2], \quad L = \begin{bmatrix} \ell_1^T \\ \ell_2^T \end{bmatrix}.
\]

Using \((3.33)-(3.41)\), we write

\[
\mathcal{B} = (X' \otimes I_M)(D \otimes I_M)((X')^{-1} \otimes I_M) \triangleq X'D(X')^{-1}
\]

\[
= \begin{bmatrix} \mathcal{R}_1 & \mathcal{R}_2 & \frac{1}{c}X_R \end{bmatrix} \begin{bmatrix} I_M & 0 & 0 \\ 0 & I_M & 0 \\ 0 & 0 & \mathcal{D}_1 \end{bmatrix} \begin{bmatrix} L_1^T \\ L_2^T \\ cX_L \end{bmatrix},
\]

where \(\mathcal{D}_1 = D_1 \otimes I_M\),

\[
\mathcal{R}_1 = \begin{bmatrix} \mathcal{I} \\ 0 \end{bmatrix} \in \mathbb{R}^{2KM \times M}, \quad \mathcal{R}_2 = \begin{bmatrix} 0 \\ \mathcal{I} \end{bmatrix} \in \mathbb{R}^{2KM \times M},
\]

\[
\mathcal{L}_1 = \begin{bmatrix} p \\ 0 \end{bmatrix} \in \mathbb{R}^{2KM \times M}, \quad \mathcal{L}_2 = \begin{bmatrix} 0 \\ \frac{1}{K}\mathcal{I} \end{bmatrix} \in \mathbb{R}^{2KM \times M}.
\]
while $\mathcal{X}_R = X_R \otimes I_M \in \mathbb{R}^{2KM \times 2(K-1)M}$ and $\mathcal{X}_L = x_L \otimes I_M \in \mathbb{R}^{2(K-1)M \times 2KM}$. Moreover, we are also introducing

$$I = I_K \otimes I_M \in \mathbb{R}^{KM \times M}, \quad \overline{P} = P \otimes I_M \in \mathbb{R}^{KM \times M},$$

(3.45)

where the variable $\overline{P}$ defined above is different from the earlier variable $P = P \otimes I_M \in \mathbb{R}^{KM \times NM}$. Multiplying both sides of (3.26) by $(\mathcal{X}')^{-1}$:

$$(\mathcal{X}')^{-1} \begin{bmatrix} \tilde{w}_i \\ \tilde{y}_i \end{bmatrix} = [(\mathcal{X}')^{-1}(B - T_{i-1})\mathcal{X}']^{-1} \begin{bmatrix} \tilde{w}_{i-1} \\ \tilde{y}_{i-1} \end{bmatrix}$$

leads to

$$\begin{bmatrix} \bar{x}_i \\ \hat{x}_i \\ \tilde{x}_i \end{bmatrix} = \begin{bmatrix} I_M & 0 & 0 \\ 0 & I_M & 0 \\ 0 & 0 & D_1 \end{bmatrix}^{-1} \begin{bmatrix} \bar{x}_{i-1} \\ \hat{x}_{i-1} \\ \tilde{x}_{i-1} \end{bmatrix}, \quad \begin{bmatrix} \bar{x}_i \\ \hat{x}_i \\ \tilde{x}_i \end{bmatrix} \triangleq (\mathcal{X}')^{-1} \begin{bmatrix} \tilde{w}_i \\ \tilde{y}_i \end{bmatrix} = \begin{bmatrix} \mathcal{L}_1^T \\ \mathcal{L}_2^T \\ c\mathcal{X}_L \end{bmatrix} \begin{bmatrix} \tilde{w}_i \\ \tilde{y}_i \end{bmatrix},$$

(3.47)

and

$$S_{i-1} \triangleq (\mathcal{X}')^{-1} T_{i-1} \mathcal{X}' = \begin{bmatrix} \mathcal{L}_1^T T_{i-1} R_1 & \mathcal{L}_1^T T_{i-1} R_2 & \frac{1}{c} \mathcal{L}_1^T T_{i-1} \mathcal{X}_R \\ \mathcal{L}_2^T T_{i-1} R_1 & \mathcal{L}_2^T T_{i-1} R_2 & \frac{1}{c} \mathcal{L}_2^T T_{i-1} \mathcal{X}_R \\ c\mathcal{X}_L T_{i-1} R_1 & c\mathcal{X}_L T_{i-1} R_2 & \mathcal{X}_L T_{i-1} \mathcal{X}_R \end{bmatrix}.$$  \quad (3.49)

To evaluate the block entries of $S_{i-1}$, we partition

$$\mathcal{X}_R = \begin{bmatrix} \mathcal{X}_{R,u} \\ \mathcal{X}_{R,d} \end{bmatrix},$$

(3.50)

where $\mathcal{X}_{R,u} \in \mathbb{R}^{KM \times 2(K-1)M}$ and $\mathcal{X}_{R,d} \in \mathbb{R}^{KM \times 2(K-1)M}$. Then, it can be verified that

$$\mathcal{L}_1^T T_{i-1} R_1 = \overline{P}^T \mathcal{M} H_{i-1} I,$$

$$\mathcal{L}_1^T T_{i-1} R_2 = 0,$$

$$\frac{1}{c} \mathcal{L}_1^T T_{i-1} \mathcal{X}_R = \frac{1}{c} \overline{P}^T \mathcal{M} H_{i-1} \mathcal{X}_{R,u}.$$
While
\[
\mathcal{L}_2^T \mathcal{T}_{i-1} = \begin{bmatrix}
0 & \frac{1}{K} \mathcal{I}^T \\
\sqrt{\mathcal{A}}^T \mathcal{M} \mathcal{H}_{i-1} & 0
\end{bmatrix} = \begin{bmatrix}
0 & 0
\end{bmatrix},
\]
(3.54)

Therefore, it follows that
\[
\mathcal{L}_2^T \mathcal{T}_{i-1} \mathcal{R}_1 = 0, \quad \mathcal{L}_2^T \mathcal{T}_{i-1} \mathcal{R}_2 = 0, \quad \frac{1}{c} \mathcal{L}_2^T \mathcal{T}_{i-1} \mathcal{X}_R = 0.
\]
(3.55)

Substituting (3.49), (3.51)–(3.53) and (3.55) into (3.47), we have
\[
\begin{bmatrix}
\bar{x}_i \\
\hat{x}_i \\
\check{x}_i
\end{bmatrix} =
\begin{bmatrix}
I_{M-P^T \mathcal{M} H_{i-1} \mathcal{I}} & 0 & -\frac{1}{c} P^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{X}_{R,u} \\
0 & I_M & 0 \\
-c \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{R}_1 & -c \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{R}_2 & D_{1-\mathcal{X}_L \mathcal{T}_{i-1} \mathcal{X}_R}
\end{bmatrix}
\begin{bmatrix}
\bar{x}_{i-1} \\
\hat{x}_{i-1} \\
\check{x}_{i-1}
\end{bmatrix}
\]
(3.56)

From the second line of (3.56), we get
\[
\hat{x}_i = \hat{x}_{i-1}.
\]
(3.57)

As a result, \( \hat{x}_i \) will stay at 0 only if the initial value \( \hat{x}_0 = 0 \). From the definition of \( \mathcal{L}_2 \) in (3.40) and (3.48) we have
\[
\hat{x}_0 = \mathcal{L}_2^T \begin{bmatrix}
\tilde{y}_0 \\
\check{y}_0
\end{bmatrix} = \frac{1}{K} \mathcal{I}^T \tilde{y}_0
\]
(3.34)
\[
= \frac{1}{K} \mathcal{I}^T (y^*_o - y_0) \quad \text{(2.89)} \quad = \frac{1}{K} \mathcal{I}^T (y^*_o - \mathcal{V} w_0).
\]
(3.58)

Recall from Lemma 3.2 that \( y^*_o \) lies in the range\( \mathcal{V} \), so that \( y^*_o - \mathcal{V} w_0 \) also lies in range\( \mathcal{V} \).

From Lemma 2.4 we conclude that \( \hat{x}_0 = 0 \). Therefore, from (3.57) we have
\[
\hat{x}_i = 0, \quad \forall i \geq 0
\]
(3.59)

With (3.59), recursion (3.56) is equivalent to
\[
\begin{bmatrix}
\bar{x}_i \\
\hat{x}_i \\
\check{x}_i
\end{bmatrix} =
\begin{bmatrix}
I_{M-P^T \mathcal{M} H_{i-1} \mathcal{I}} & -\frac{1}{c} P^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{X}_{R,u} \\
0 & I_M \\
-c \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{R}_1 & D_{1-\mathcal{X}_L \mathcal{T}_{i-1} \mathcal{X}_R}
\end{bmatrix}
\begin{bmatrix}
\bar{x}_{i-1} \\
\hat{x}_{i-1} \\
\check{x}_{i-1}
\end{bmatrix}
\]
(3.60)

The convergence of the above recursion is stated as follows.
Theorem 3.1 (Linear Convergence) Suppose each cost function $J_k(w)$ satisfies Assumption 3.1, the left-stochastic matrix $A$ satisfies the local balance condition (2.13), and also condition (2.9) holds. The exact diffusion recursion (2.88) converges exponentially fast to $(w^*, y^*_o)$ for step-sizes satisfying

$$
\mu_{\text{max}} \leq \frac{p_{k_o} \tau_{k_o} \nu (1 - \lambda)}{2 \sqrt{p_{\text{max}} \alpha_d \delta^2}},
$$

(3.61)

where $\lambda = \sqrt{\lambda_2(A)} < 1$, $\tau_{k_o} = \mu_{k_o} / \mu_{\text{max}}$, $p_{\text{max}} = \max_k \{p_k\}$ and

$$
\alpha_d \triangleq \|X_L\| \|T_d\| \|X_R\|,
$$

where $T_d \triangleq \begin{bmatrix} \overline{A}^T & 0 \\ \overline{V} \overline{A}^T & 0 \end{bmatrix}$. (3.62)

The convergence rate for the error variables is given by

$$
\left\| \begin{bmatrix} \tilde{w}_i \\ \tilde{y}_i \end{bmatrix} \right\|_2^2 \leq C \rho^i,
$$

(3.63)

where $C$ is some constant and $\rho = 1 - O(\mu_{\text{max}})$, namely,

$$
\rho = \max \left\{ 1 - p_{k_o} \tau_{k_o} \nu \mu_{\text{max}} + \frac{2 \sqrt{p_{\text{max}} \alpha_d \delta^2 \mu_{\text{max}}^2}}{1 - \lambda}, \right.
\lambda + \left. \frac{\sqrt{p_{\text{max}} \alpha_d \delta^2 \mu_{\text{max}}}}{p_{k_o} \tau_{k_o} \nu} + \frac{2 \alpha_d^2 \delta^2 \mu_{\text{max}}^2}{1 - \lambda} \right\} < 1.
$$

(3.64)

Proof. See Appendix 3.B.

With similar arguments shown above, we can also establish the convergence property of the exact diffusion algorithm 2.2 in Chapter 2. Compared to the above convergence analysis, the error dynamics for algorithm 1’ will now be perturbed by a mismatch term caused by the power iteration. Nevertheless, once the analysis is carried out we arrive at a similar conclusion.

Theorem 3.2 (Linear convergence of Algorithm 2.2) Under the conditions of Theorem 3.1, there exists a positive constant $\bar{\mu} > 0$ such that for step-sizes satisfying $\mu < \bar{\mu}$, the exact diffusion Algorithm 2.2 will converge exponentially fast to $(w^*, y^*_o)$.

Proof. See Appendix 3.C.
3.2 Stability Comparison with EXTRA

3.2.1 Stability Range of EXTRA

In the case where the combination matrix $A$ is symmetric and doubly-stochastic, and all agents choose the same step-size $\mu$, the exact diffusion recursion (2.88) reduces to

$$
\begin{align*}
W_i &= \mathcal{A}(W_{i-1} - \mu \nabla J^0(W_{i-1})) - P^{-1} \nabla v_{i-1}, \\
v_i &= v_{i-1} + \nabla w_i,
\end{align*}
$$

(3.65)

where $P = I_{MK}/K$. In comparison, the EXTRA consensus algorithm [75] has the following form for the same $P$ (recall though that exact diffusion (2.88) was derived and is applicable to a larger class of balanced left-stochastic matrices and is not limited to symmetric doubly stochastic matrices; it also allows for heterogeneous step-sizes):

$$
\begin{align*}
W^e_i &= \mathcal{A}W^e_{i-1} - \mu \nabla J^0(W^e_{i-1}) - P^{-1} \nabla v^e_{i-1}, \\
v^e_i &= v^e_{i-1} + \nabla w^e_i,
\end{align*}
$$

(3.66)

where we are using the notation $W^e_i$ and $v^e_i$ to refer to the primal and dual iterates in the EXTRA implementation. Similar to (2.89), the initial condition for (3.66) is

$$
\begin{align*}
W^e_0 &= \mathcal{A}W^e_{-1} - \mu \nabla J^0(W^e_{-1}), \\
v^e_0 &= \nabla w^e_0.
\end{align*}
$$

(3.67)

Comparing (3.65) and (3.66) we observe one key difference; the diffusion update in (3.65) involves a traditional gradient descent step in the form of $w_i - \mu \nabla J^0(w_{i-1})$. This step starts from $w_{i-1}$ and evaluates the gradient vector at the same location. The result is then multiplied by the combination policy $\mathcal{A}$. The same is not true for exact consensus in (3.66); we observe an asymmetry in its update: the gradient vector is evaluated at $w^e_{i-1}$ while the starting point is at a different location given by $\mathcal{A}w^e_{i-1}$. This type of asymmetry was shown in [1][4] to result in instabilities for the traditional consensus implementation in comparison to the traditional diffusion implementation. It turns out that a similar problem continues to exist for the EXTRA consensus solution (3.66). In particular, we will show that its stability range is smaller than exact diffusion (i.e., the latter is stable for a larger range of step-sizes,
which in turn helps attain faster convergence rates). We will illustrate this behavior in the
simulations in some detail. Here, though, we establish these observations analytically. The
arguments used to examine the stability range of EXTRA consensus are similar to what
we did in Sec. 3.1 for exact diffusion; we shall therefore be brief and highlight only the
differences.

As already noted in [75], the optimality conditions for the EXTRA consensus algorithm
require the existence of block vectors \((\mathbf{w}^*, \mathbf{y}^*)\) such that

\[
\mu \nabla \mathcal{J}^o(\mathbf{w}^*) + \mathcal{P}^{-1} \mathcal{V} \mathbf{y}^* = 0,
\]

\[
\mathcal{V} \mathbf{w}^* = 0.
\]

Moreover, as argued in Lemma 3.2, there also exists a unique pair of variables \((\mathbf{w}^*, \mathbf{y}^*_o)\), in
which \(\mathbf{y}^*_o\) lies in the range space of \(\mathcal{V}\), that satisfies (3.68)–(3.69). Now we introduce the
block error vectors:

\[
\tilde{\mathbf{w}}^e_i = \mathbf{w}^* - \mathbf{w}^e_i, \quad \tilde{\mathbf{y}}^e_i = \mathbf{y}^*_o - \mathbf{y}^e_i,
\]

and examine the evolution of these error quantities. Using similar arguments in Section
3.1.2 and recalling the facts that \(\overline{\mathcal{A}}\) is symmetric doubly-stochastic, and \(\mathcal{M} = \mu \mathcal{I}_{MK}\), we
arrive at the error recursion for EXTRA consensus (see Appendix 3.D):

\[
\begin{bmatrix}
\tilde{\mathbf{w}}^e_i \\
\tilde{\mathbf{y}}^e_i
\end{bmatrix}
= \begin{bmatrix}
\overline{\mathcal{A}} - \mu \mathcal{H}_{i-1} & -\mathcal{P}^{-1} \mathcal{V} \\
\mathcal{V}(\overline{\mathcal{A}} - \mu \mathcal{H}_{i-1}) \mathcal{I}_{MK} - \mathcal{V} \mathcal{P}^{-1} \mathcal{V}
\end{bmatrix}
\begin{bmatrix}
\tilde{\mathbf{w}}^e_{i-1} \\
\tilde{\mathbf{y}}^e_{i-1}
\end{bmatrix}
= (\mathcal{B}^e - \mathcal{T}^e_{i-1})
\begin{bmatrix}
\tilde{\mathbf{w}}^e_{i-1} \\
\tilde{\mathbf{y}}^e_{i-1}
\end{bmatrix},
\]

(3.71)

where

\[
\mathcal{B}^e \triangleq \begin{bmatrix}
\overline{\mathcal{A}} & -\mathcal{P}^{-1} \mathcal{V} \\
\mathcal{V} \overline{\mathcal{A}} \mathcal{I}_{MK} - \mathcal{V} \mathcal{P}^{-1} \mathcal{V}
\end{bmatrix}, \mathcal{T}^e_i \triangleq \begin{bmatrix}
\mu \mathcal{H}_i & 0 \\
\mu \mathcal{V} \mathcal{H}_i & 0
\end{bmatrix}.
\]

(3.72)

It is instructive to compare (3.71)–(3.72) with (3.26)–(3.28). These recursions capture the
error dynamics for the exact consensus and diffusion strategies. Observe that \(\mathcal{B}^e = \mathcal{B}\) when
\(\overline{\mathcal{A}}\) is symmetric and \(\mathcal{M} = \mu \mathcal{I}_{MK}\). Therefore, \(\mathcal{B}^e\) has the same eigenvalue decomposition as in
With similar arguments to (3.33)–(3.60), we conclude that the reduced error recursion for EXTRA consensus takes the form (see Appendix 3.E):

\[
\begin{bmatrix}
\tilde{x}_i^e \\
\check{x}_i^e
\end{bmatrix} = 
\begin{bmatrix}
I_M - \mu \tilde{P}^T H_{i-1} I \\
-c \check{x}_L T_i^e I_{R_1} - X_L T_i^e X_R
\end{bmatrix} 
\begin{bmatrix}
\tilde{x}_i^e \\
\check{x}_i^e
\end{bmatrix}.
\] (3.73)

Following the same proof technique as for Theorem 3.1, we can now establish the following result concerning stability conditions and convergence rate for EXTRA consensus.

**Theorem 3.3 (Linear Convergence of EXTRA)** Suppose each cost function \( J_k(w) \) satisfies Assumption 3.1, and the combination matrix \( A \) is primitive, symmetric and doubly-stochastic. The EXTRA recursion (3.71) converges exponentially fast to \((w^*, y_o^*)\) for step-sizes \( \mu \) satisfying

\[
\mu \leq \frac{\nu (1 - \lambda)}{2 \sqrt{K} \alpha_e \delta^2},
\] (3.74)

where \( \lambda = \sqrt{\lambda_2(A)} < 1 \) and

\[
\alpha_e = \| X_L \| \| T_e \| \| X_R \|, \text{ where } T_e = 
\begin{bmatrix}
I_M K \\
0
\end{bmatrix}.
\] (3.75)

The convergence rate for the error variables is given by

\[
\left\| \begin{bmatrix}
\tilde{w}_i^e \\
\tilde{y}_i^e
\end{bmatrix} \right\|^2 \leq C \rho^i,
\] (3.76)

where \( C \) is some constant and \( \rho = 1 - O(\mu_{\text{max}}) \), namely,

\[
\rho_e = \max \left\{ 1 - \frac{\nu}{K} \mu_{\text{max}} + \frac{2 \alpha_e \delta^2 \mu_{\text{max}}^2}{\sqrt{K} (1 - \lambda)}, \lambda + \frac{\sqrt{K} \alpha_e \delta^2 \mu_{\text{max}}}{\nu} + \frac{2 \alpha_e^2 \delta^2 \mu_{\text{max}}^2}{1 - \lambda} \right\} < 1.
\] (3.77)

**Proof.** See Appendix 3.F
3.2.2 Comparison of Stability Ranges

When $\mathcal{A}$ is symmetric and $\mathcal{M} = \mu I_{MK}$, from Theorem 3.1 we get the stability range of exact diffusion:

$$
\mu \leq \frac{\nu(1 - \lambda)}{2\sqrt{K}||X_L|| ||T_d|| ||X_R|| \delta^2},
$$

(3.78)

where

$$
T_d = \begin{bmatrix} \mathcal{A} & 0 \\ \mathcal{V} \mathcal{A} & 0 \end{bmatrix}.
$$

Comparing (3.78) with (3.74), we observe that the expressions differ by the terms $||T_e||$ and $||T_d||$. We therefore need to compare these two norms.

Notice that

$$
||T_e||^2 = \lambda_{\text{max}}(T_e^T T_e) = \lambda_{\text{max}}(I_{MK} + \mathcal{V}^2),
$$

(3.80)

$$
||T_d||^2 = \lambda_{\text{max}}(T_d^T T_d) = \lambda_{\text{max}}(\mathcal{A}(I_{MK} + \mathcal{V}^2)\mathcal{A}).
$$

(3.81)

It is easy to recognize that $\lambda_{\text{max}}(I_{MK} + \mathcal{V}^2) = \lambda_{\text{max}}(I_K + \mathcal{V}^2)$. Now, since $A$ is assumed symmetric doubly-stochastic and $P = \frac{1}{K} I_K$, we have

$$
I_K + \mathcal{V}^2 = I_K + \frac{P - PA}{2} = I_K + \frac{I_K - A}{2K} = \frac{(2K + 1)I_K - A}{2K},
$$

(3.82)

Moreover, since $A$ is primitive, symmetric and doubly stochastic, we can decompose it as

$$
A = U\Lambda U^T,
$$

(3.83)

where $U$ is orthogonal, $\Lambda = \text{diag}\{\lambda_1(A), \ldots, \lambda_K(A)\}$ and

$$
1 = \lambda_1(A) > \lambda_2(A) \geq \cdots \geq \lambda_K(A) > -1.
$$

(3.84)

With this decomposition, expression (3.82) can be rewritten as

$$
I_K + \mathcal{V}^2 = U \frac{(2K + 1)I_K - \Lambda}{2K} U^T.
$$

(3.85)
from which we conclude that

\[ \lambda_{\text{max}}(I_K + V^2) = \frac{(2K + 1) - \lambda_K(A)}{2K} \]  

(3.86)

Similarly, \( \lambda_{\text{max}}(A(I_{MK} + V^2)A) = \lambda_{\text{max}}(A(I_K + V^2)A) \). Using \( A = \frac{I_{K} + A}{2} \), and equations (3.83) and (3.85), we have

\[ A(I_K + V^2)A = \left( \frac{I_K + A}{2} \right) \left( \frac{2K + 1 + A}{2K} \right) \left( \frac{I_K + A}{2} \right) \]  

(3.87)

\[ = U \left( \frac{I_K + A}{2} \right) \left( \frac{2K + 1 + A}{2K} \right) \left( \frac{I_K + A}{2} \right) U^T. \]  

(3.88)

Therefore, we have

\[ \lambda_{\text{max}}(A(I_K + V^2)A) = \max_k \left\{ \frac{(\lambda_k(A) + 1)^2}{2} \left( \frac{2K + 1 - \lambda_k(A)}{2K} \right) \right\} \]  

(3.84)

\[ \max_k \left\{ \frac{(\lambda_k(A) + 1)^2}{2} \right\} \max_k \left\{ \frac{2K + 1 - \lambda_k(A)}{2K} \right\} \]  

(3.89)

It is worth noting that the “=” sign cannot hold in (a) because

\[ \arg \max_k \left\{ \frac{(\lambda_k(A) + 1)^2}{2} \right\} = 1, \]  

(3.90)

\[ \arg \max_k \left\{ \frac{2K + 1 - \lambda_k(A)}{2K} \right\} = N. \]  

(3.91)

In other words, \( \frac{(\lambda_k(A) + 1)^2}{2} \) and \( \frac{2K + 1 - \lambda_k(A)}{2K} \) cannot reach their maximum values at the same \( k \). As a result,

\[ \|T_d\|^2 < \|T_e\|^2 \implies \alpha_d < \alpha_e. \]  

(3.92)

This means that the upper bound on \( \mu \) in (3.74) is smaller than the upper bound on \( \mu \) in (3.78).
We can also compare the convergence rates of EXTRA consensus and exact diffusion when both algorithms converge. When $\mathcal{A}$ is symmetric and $\mathcal{M} = \mu I_{MK}$, from Theorem 3.1 we get the convergence rate of exact diffusion:

$$
\rho_d = \max \left\{ 1 - \frac{\nu}{K} \mu_{\text{max}} + \frac{2\alpha d \delta^2 \mu_{\text{max}}^2}{\sqrt{K}(1 - \lambda)}, \lambda + \frac{\sqrt{K} \alpha \delta^2 \mu_{\text{max}}}{\nu} + \frac{2\alpha \delta^2 \mu_{\text{max}}^2}{1 - \lambda} \right\}.
$$

(3.93)

It is clear from (3.93) and (3.77) that EXTRA consensus and exact diffusion have the same convergence rate to first-order in $\mu_{\text{max}}$, namely,

$$
\hat{\rho}_d = 1 - \frac{\nu}{K} \mu_{\text{max}} = \hat{\rho}_e
$$

(3.94)

More generally, when higher-order terms in $\mu_{\text{max}}$ cannot be ignored, it holds that $\rho_d < \rho_e$ because $\alpha_d < \alpha_e$ (see (3.92)). In this situation, exact diffusion converges faster than EXTRA.

### 3.2.3 An Analytical Example

In this subsection we illustrate the stability of exact diffusion by considering the example of mean-square-error (MSE) networks [1]. Suppose $K$ agents are observing streaming data $\{d_k(i), u_{k,i}\}$ that satisfy the regression model

$$
d_k(i) = u_{k,i}^T w^o + v_k(i),
$$

(3.95)

where $w^o$ is unknown and $v_k(i)$ is the noise process that is independent of the regression data $u_{k,j}$ for any $k,j$. Furthermore, we assume $u_{k,i}$ is zero-mean with covariance matrix $R_{u,k} = \mathbb{E} u_{k,i} u_{k,i}^T > 0$, and $v_k(i)$ is also zero-mean with power $\sigma^2_{v,k} = \mathbb{E} v_k^2(i)$. We denote the cross covariance vector between $d_k(i)$ and $u_{k,i}$ by $r_{d,u,k} = \mathbb{E} d_k(i) u_{k,i}$. To discover the unknown $w^o$, the agents cooperate to solve the following mean-square-error problem:

$$
\min_{w \in \mathbb{R}^d} \frac{1}{2} \sum_{k=1}^{K} \mathbb{E} (d_k(i) - u_{k,i}^T w)^2.
$$

(3.96)

It was shown in Example 6.1 of [1] that the global minimizer of problem (3.96) coincides with the unknown $w^o$ in (3.95).

When $R_{u,k}$ and $r_{d,u,k}$ are unknown and only realizations of $u_{k,i}$ and $d_k(i)$ are observed by agent $k$, one can employ the diffusion algorithm with stochastic gradient descent to solve
However, when $R_{u,k}$ and $r_{du,k}$ are known in advance, problem (3.96) reduces to a deterministic optimization problem:

$$
\min_{w \in \mathbb{R}^M} \frac{1}{2} \sum_{k=1}^{K} (w^T R_{u,k} w - 2r_{du,k}^T w).
$$

We can then employ the exact diffusion or the EXTRA consensus algorithm to solve (3.97).

To illustrate the stability issue, it is sufficient to consider a network with 2 agents (see Fig. 3.1) and with diagonal Hessian matrices, i.e.,

$$R_{u,1} = R_{u,2} = \sigma^2 I_M.
$$

We assume the agents use the combination weights $\{a, 1 - a\}$ with $a \in (0, 1)$, so that

$$A = \begin{bmatrix} a & 1 - a \\ 1 - a & a \end{bmatrix} \in \mathbb{R}^{2 \times 2},
$$

which is symmetric and doubly stochastic. The two agents employ the same step-size $\mu$ (or $\mu^e$ in the EXTRA recursion). It is worth noting that the following analysis can be extended to $K$ agents with some more algebra.

Under (3.98), we have $H_1 = H_2 = \sigma^2 I_M$ and $\mathcal{H} = \text{diag}\{H_1, H_2\} = \sigma^2 I_{2M}$. For the matrix $A$ in (3.99), we have

$$\lambda_1(A) = 1, \quad \lambda_2(A) = 2a - 1 \in (-1, 1),
$$

and $p = [0.5; 0.5]$, $P = 0.5I_2$.

Let $\tilde{z}_i = [\tilde{w}_i; \tilde{v}_i] \in \mathbb{R}^{2M}$, and $\tilde{z}_i^e = [\tilde{w}_i^e; \tilde{v}_i^e] \in \mathbb{R}^{2M}$. The exact diffusion error recursion (3.26) and the EXTRA error recursion (3.71) reduce to

$$\tilde{z}_i = Q_d \tilde{z}_{i-1},$$

where $Q_d$ is the diffusion matrix.
\[
\tilde{z}_i^e = Q_e \tilde{z}_{i-1}^e,
\]
(3.102)

where
\[
Q_d = \begin{bmatrix}
(1 - \mu \sigma^2) \bar{A} & -2V \\
(1 - \mu \sigma^2) V A & A
\end{bmatrix} \otimes I_M,
\]
(3.103)

\[
Q_e = \begin{bmatrix}
\bar{A} - \mu \sigma^2 I_2 & -2V \\
v(\bar{A} - \mu \sigma^2 I_2) & A
\end{bmatrix} \otimes I_M.
\]
(3.104)

To guarantee the convergence of \(\tilde{z}_i\) and \(\tilde{z}_i^e\), we need to examine the eigenstructure of the \(4 \times 4\) matrices \(Q_d\) and \(Q_e\). The proof of the next lemma is quite similar to Lemma 3.3 if desired, see Appendix F of the arXiv version [16].

**Lemma 3.4 (Eigenstructure of \(Q_d\))** The matrix \(Q_d\) admits the following eigendecomposition
\[
Q_d = X \overline{Q}_d X^{-1},
\]
(3.105)

where
\[
\overline{Q}_d = \begin{bmatrix}
1 & 0 \\
0 & E_d
\end{bmatrix}
\]
(3.106)

and
\[
E_d = \begin{bmatrix}
1 - \mu \sigma^2 & 0 & 0 \\
0 & (1 - \mu \sigma^2) a & -\sqrt{2 - 2a} \\
0 & (1 - \mu \sigma^2) a\sqrt{\frac{1-a}{2}} & a
\end{bmatrix}.
\]
(3.107)

Moreover, the matrices \(X\) and \(X^{-1}\) are given by
\[
X = \begin{bmatrix}
r & X_R
\end{bmatrix}, \quad X^{-1} = \begin{bmatrix}
\ell^T \\
X_L
\end{bmatrix},
\]
(3.108)

where \(X_R \in \mathbb{R}^{4 \times 3}, X_L \in \mathbb{R}^{3 \times 4}\), and
\[
r = \frac{1}{2} \begin{bmatrix}
0 \\
1_2
\end{bmatrix} \in \mathbb{R}^4, \quad \ell = \begin{bmatrix}
0 \\
1_2
\end{bmatrix} \in \mathbb{R}^4.
\]
(3.109)
It is observed that $Q_d$ always has an eigenvalue at 1, which implies that $Q_d$ is not stable no matter what the step-size $\mu$ is. However, this eigenvalue does not influence the convergence of recursions (3.101). To see that, from Lemma 3.4 we have

$$Q_d = \mathcal{X} Q_d \mathcal{X}^{-1} = \begin{bmatrix} R & \mathcal{X}_R \end{bmatrix} \begin{bmatrix} I_M & 0 \\ 0 & \mathcal{E}_d \end{bmatrix} \begin{bmatrix} L^T \\ \mathcal{X}_L \end{bmatrix} \tag{3.110}$$

where $\mathcal{X}_R = \mathcal{X}_R \otimes I_M$, $\mathcal{X}_L = \mathcal{X}_L \otimes I_M$, $\mathcal{E}_d = \mathcal{E}_d \otimes I_M$, and

$$R = \frac{1}{2} \begin{bmatrix} 0 \\ 1_2 \otimes I_M \end{bmatrix}, \quad L = \begin{bmatrix} 0 \\ 1_2 \otimes I_M \end{bmatrix}. \tag{3.111}$$

Let

$$\begin{bmatrix} \hat{z}_i \\ \tilde{z}_i \end{bmatrix} = \mathcal{X}^{-1} \tilde{z}_i = \begin{bmatrix} L^T \tilde{z}_i \\ \mathcal{X}_L \tilde{z}_i \end{bmatrix}. \tag{3.112}$$

The exact diffusion recursion (3.101) can be transformed into

$$\begin{bmatrix} \hat{z}_i \\ \tilde{z}_i \end{bmatrix} = \begin{bmatrix} I_M & 0 \\ 0 & \mathcal{E}_d \end{bmatrix} \begin{bmatrix} \hat{z}_{i-1} \\ \tilde{z}_{i-1} \end{bmatrix}, \tag{3.113}$$

which can be further divided into two separate recursions:

$$\hat{z}_i = \hat{z}_{i-1}, \quad \tilde{z}_i = \mathcal{E}_d \tilde{z}_{i-1}. \tag{3.114}$$

Therefore, $\hat{z}_i = 0$ if $\hat{z}_0 = 0$. Since $y_0 = \mathcal{V} w_0$ and $y_* \in \text{range}(\mathcal{V})$, we have $\tilde{y}_0 = y_* - y_0 \in \text{range}(\mathcal{V})$. Therefore,

$$\hat{z}_0 = \frac{3.112}{L^T \hat{z}_0} = \begin{bmatrix} 0 \\ (1_2 \otimes I_M)^T \end{bmatrix} \begin{bmatrix} \tilde{w}_0 \\ \tilde{y}_0 \end{bmatrix} \tag{2.67} 0, \tag{3.115}$$

As a result, we only need to focus on the other recursion:

$$\tilde{z}_i = \mathcal{E}_d \tilde{z}_{i-1}, \quad \text{where } \mathcal{E}_d = \mathcal{E}_d \otimes I_M. \tag{3.116}$$

If we select the step-size $\mu$ such that all eigenvalues of $\mathcal{E}_d$ stay inside the unit-circle, then we guarantee the convergence of $\tilde{z}_i$ and, hence, $\tilde{z}_i$.\hfill \Box
Lemma 3.5 (Stability of exact diffusion) When $\mu$ is chosen such that

$$0 < \mu \sigma^2 < 2,$$

all eigenvalues of $E_d$ will lie inside the unit-circle, which implies that $\tilde{z}_i$ in (3.101) converges to 0, i.e., $\tilde{z}_i \to 0$.

Proof. See Appendix 3.G. Next we turn to the EXTRA error recursion (3.102).

Lemma 3.6 (Instability of EXTRA) When $\mu^e$ is chosen such that

$$\mu^e \sigma^2 \geq a + 1,$$

it holds that $\tilde{z}_i^e$ generated through EXTRA (3.102) will diverge.

Proof. See Appendix 3.H.

Comparing the statements of Lemmas 3.5 and 3.6 and since $1 + a < 2$, exact diffusion has a larger range of stability than EXTRA (i.e., exact diffusion is stable for a wider range of step-size values). In particular, if agents place small weights on their own data, i.e., when $a \approx 0$, the stability range for exact diffusion will be almost twice as large as that of EXTRA.

3.3 Numerical Experiments

In this section we compare the performance of the proposed exact diffusion algorithm with existing linearly convergent algorithms such as EXTRA [75], DIGing [93], and Aug-DGM [95, 96]. In all figures, the $y$-axis indicates the relative error, i.e., $\|w_i - w^o\|^2 / \|w_0 - w^o\|^2$, where $w_i = \text{col}\{w_{1,i}, \cdots, w_{K,i}\} \in \mathbb{R}^{KM}$ and $w^o = \text{col}\{w^o, \cdots, w^o\} \in \mathbb{R}^{KM}$. All simulations employ the connected network topology with $N = 20$ nodes shown in Fig. 2.3 in Chapter 2.

3.3.1 Distributed Least-squares

In this experiment, we focus on the least-squares problem:

$$w^o = \arg \min_{w \in \mathbb{R}^M} \frac{1}{2} \sum_{k=1}^{K} \|U_kw - d_k\|^2.$$  (3.119)
The simulation setting is the same as Sec. 2.6 in Chapter 2.

In the simulation we compare exact diffusion with EXTRA, DIGing, and Aug-DGM. These algorithms work with symmetric doubly-stochastic or right-stochastic matrices $A$. Therefore, we now employ doubly-stochastic matrices for a proper comparison. Moreover, there are two information combinations per iteration in DIGing and Aug-DGM algorithms, and each information combination corresponds to one round of communication. In comparison, there is only one information combination (or round of communication) in EXTRA and exact diffusion. For fairness we will compare the algorithms based on the amount of communications, rather than the iterations. In the figures, we use one unit amount of communication to represent $2ME$ communicated variables, where $M$ is the dimension of the variable while $E$ is the number of edges in the network. The problem setting is the same as in the simulations in Chapter 2, except that $A$ is generated through the Metropolis rule [1]. In the top plot in Fig. 3.2 all algorithms are carefully adjusted to reach their fastest convergence. It is observed that exact diffusion is slightly better than EXTRA, and both of them are more communication efficient than DIGing and Aug-DGM. When a larger step-size $\mu = 0.02$ is chosen for all algorithms, it is observed that EXTRA and DIGing diverge while exact diffusion and Aug-DGM converge, and exact diffusion is much faster than Aug-DGM algorithm.

We also compare exact diffusion with Push-EXTRA [100,123] and Push-DIGing [93] for non-symmetric combination policies. We consider the unbalanced network topology shown in Fig. 2.3 in chapter 2. The combination matrix is generated through the averaging rule. Note that the Perron eigenvector $p$ is known beforehand for such combination matrix $A$, and we can therefore substitute $p$ directly into the recursions of Push-EXTRA and Push-DIGing. In the simulation, all algorithms are adjusted to reach their fastest convergence. In Fig. 3.3 it is observed that exact diffusion is the most communication efficient among all three algorithms. This figure illustrates that exact diffusion has superior performance for locally-balanced combination policies.
Figure 3.2: Convergence comparison between exact diffusion, EXTRA, DIGing, and Aug-DGM for distributed least-squares problem \((3.119)\). In the top plot, the step-sizes for Exact diffusion, EXTRA, DIGing and Aug-DGM are 0.013, 0.007, 0.0028 and 0.003. In the bottom plot, all step-sizes are set as 0.04.
3.3.2 Distributed Logistic Regression

We next consider a pattern classification scenario. Each agent $k$ holds local data samples $\{h_{k,j}, \gamma_{k,j}\}_{j=1}^{L}$, where $h_{k,j} \in \mathbb{R}^{M}$ is a feature vector and $\gamma_{k,j} \in \{-1, +1\}$ is the corresponding label. Moreover, the value $L$ is the number of local samples at each agent. All agents will cooperatively solve the regularized logistic regression problem:

$$w^o = \arg \min_{w \in \mathbb{R}^{M}} \sum_{k=1}^{K} \left[ \frac{1}{L} \sum_{\ell=1}^{L} \ln \left( 1 + \exp \left( -\gamma_{k,\ell} h_{k,\ell}^T w \right) \right) + \frac{\rho}{2} \|w\|^2 \right].$$

(3.120)

The simulation setting is the same as Sec. 2.6 in Chapter 2.

In this simulation, we also compare exact diffusion with EXTRA, DIGing, and Aug-DGM. A symmetric doubly-stochastic $A$ is generated through the Metropolis rule. In the top plot in Fig. 3.4 all algorithms are carefully adjusted to reach their fastest convergence. It is observed that exact diffusion is the most communication efficient among all algorithms. When a larger step-size $\mu = 0.04$ is chosen for all algorithms in the bottom plot in Fig. 3.4 it is observed that both exact diffusion and Aug-DGM are still able to converge linearly to $w^o$, while EXTRA and DIGing fail to do so. Moreover, exact diffusion is observed much
more communication efficient than Aug-DGM.

3.A Proof of Lemma 3.3

Define $V' \triangleq V + 1_K p^T \in \mathbb{R}^{K \times K}$, we claim that $V'$ is a full rank matrix. Suppose to the contrary that there exists some $x \neq 0$ such that $V'x = 0$, i.e., $(V + 1_K p^T)x = Vx + (p^T x) 1_K = 0$, which requires

$$Vx = -(p^T x) 1_K.$$  \hspace{1cm} (3.121)

When $p^T x \neq 0$, relation (3.121) implies that $1_K \in \text{range}(V)$. However, from Lemma 2.4 we know that

$$\text{null}(V) = \text{span}\{1_K\} \iff \text{range}(V^T)^\perp = \text{span}\{1_K\},$$ \hspace{1cm} (3.122)

where the last “$\iff$” holds because $V$ is symmetric. Relation (3.122) is contradictory to $1_K \in \text{range}(V)$. Therefore, $V'x \neq 0$. When $p^T x = 0$, relation (3.121) implies that $Vx = 0$, which together with Lemma 2.4 implies that $x = c 1_K$ for some constant $c \neq 0$. However, since $p^T 1_K = 1$, we have $p^T x = c \neq 0$, which also contradicts with $p^T x = 0$. As a result, $V'$ has full rank and hence $(V')^{-1}$ exists.

With $V' = V + 1_K$ and the fact $V 1_K = 0$ (see Lemma 2.4), we also have

$$VV' = V(V + 1_K p^T) = V^2 + V 1_K p^T = V^2,$$ \hspace{1cm} (3.123)

$$V'(I_K - 1_K p^T) = (V + 1_K p^T)(I_K - 1_K p^T) = V.$$ \hspace{1cm} (3.124)

With relations (3.123) and (3.124), we can verify that

$$B = \begin{bmatrix} I_K & 0 \\ 0 & V' \end{bmatrix} \begin{bmatrix} A^T & -P^{-1}V^2 \\ (V')^{-1}V A^T & I_K - (V')^{-1} V P^{-1} V^2 \end{bmatrix} \begin{bmatrix} I_K & 0 \\ 0 & (V')^{-1} \end{bmatrix}$$

$$= \begin{bmatrix} I_K & 0 \\ 0 & V' \end{bmatrix} \begin{bmatrix} A^T & A^T - I_K \\ A^T - 1_K p^T & A^T \end{bmatrix} \begin{bmatrix} I_K & 0 \\ 0 & (V')^{-1} \end{bmatrix}$$ \hspace{1cm} (3.125)
Figure 3.4: Convergence comparison between exact diffusion, EXTRA, DIGing, and Aug-DGM for problem (3.120). In the top plot, the step-sizes for Exact Diffusion, EXTRA, DIGing and AUG-DGM are 0.041, 0.028, 0.014 and 0.033. In the bottom plot, all step-sizes are set as 0.04.
where in (a) we used $V^2 = (P - PA)/2$ and $\overline{A}^T = (I_K + A^T)/2$. Using $A = Y\Lambda Y^{-1}$ from Lemma 2.3, we have

$$\overline{A}^T = (Y^{-1})^T \Lambda Y^T, \quad \overline{A}^T - I_K = (Y^{-1})^T(\overline{A} - I_K)Y^T \tag{3.126}$$

where $\overline{A} \triangleq (I_K + \Lambda)/2$. Obviously, $\overline{A} > 0$ is also a real diagonal matrix. If we let $\overline{A} = \text{diag}\{\lambda_1(\overline{A}), \ldots, \lambda_K(\overline{A})\}$, it holds that

$$\lambda_k(\overline{A}) = (\lambda_k(A) + 1)/2 > 0, \quad \forall k = 1, \cdots, N, \quad (3.127)$$

and $\lambda_1(\overline{A}) = 1$. Moreover, we can also verify that

$$\overline{A}^T - I_K P^T = (Y^{-1})^T \Lambda_1 Y^T, \quad (3.128)$$

where $\Lambda_1 = \text{diag}\{0, \lambda_2(\overline{A}), \ldots, \lambda_K(\overline{A})\}$. This is because the vectors $1_K^T$ and $p$ are the left- and right-eigenvectors of $\overline{A}$. Combining relations (3.127) and (3.128), we have

$$\begin{bmatrix} \overline{A}^T & \overline{A}^T - I_K \\ \overline{A}^T - I_K p^T & \overline{A}^T \end{bmatrix} = \begin{bmatrix} (Y^{-1})^T & 0 \\ 0 & (Y^{-1})^T \end{bmatrix} \begin{bmatrix} \overline{A} & \overline{A} - I_K \\ \overline{A}_1 & \overline{A} \end{bmatrix} \begin{bmatrix} Y^T & 0 \\ 0 & Y^T \end{bmatrix}. \tag{3.129}$$

With permutation operations, it holds that

$$\begin{bmatrix} \overline{A} & \overline{A} - I_K \\ \overline{A}_1 & \overline{A} \end{bmatrix} = \Pi \begin{bmatrix} E_1 & 0 & \cdots & 0 \\ 0 & E_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & E_K \end{bmatrix} \Pi^T, \quad (3.130)$$

where $\Pi \in \mathbb{R}^{K \times K}$ is a permutation matrix, and

$$E_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad E_k = \begin{bmatrix} \lambda_k(\overline{A}) & \lambda_k(\overline{A}) - 1 \\ \lambda_k(\overline{A}) & \lambda_k(\overline{A}) \end{bmatrix}, \quad \forall k = 2, \cdots, N. \quad (3.131)$$

Now we seek the eigenvalues of $E_k$. Let $d$ denote an eigenvalue of $E_k$. The characteristic polynomial of $E_k$ is

$$d^2 - 2\lambda_k(\overline{A}) d + \lambda_k(\overline{A}) = 0. \quad (3.132)$$
Therefore, we have

$$d = \frac{2\lambda_k(\bar{A}) \pm \sqrt{4\lambda_k^2(\bar{A}) - 4\lambda_k(\bar{A})}}{2}.$$  \hspace{1cm} (3.133)$$

Since $\lambda_k(\bar{A}) \in (0, 1)$ when $k = 2, 3, \cdots, N$, it holds that $4\lambda_k^2(\bar{A}) < 4\lambda_k(\bar{A})$. Therefore, $d$ is a complex number, and its magnitude is $\sqrt{\lambda_k(\bar{A})}$. Therefore, $E_k$ can be diagonalized as

$$E_k = Z_k \begin{bmatrix} d_{k,1} & 0 \\ 0 & d_{k,2} \end{bmatrix} Z_k^{-1}$$ \hspace{1cm} (3.134)$$

where $d_{k,1}$ and $d_{k,2}$ are complex numbers and

$$|d_{k,1}| = |d_{k,2}| = \sqrt{\lambda_k(\bar{A})} < 1.$$ \hspace{1cm} (3.135)$$

Define $Z$ and $\bar{X}$ as

$$Z \triangleq \text{diag}\{I_2, Z_2, Z_3, \cdots, Z_K\}$$ \hspace{1cm} (3.136)$$

$$\bar{X} \triangleq \begin{bmatrix} I_K & 0 \\ 0 & V' \end{bmatrix} \begin{bmatrix} (Y^{-1})^T & 0 \\ 0 & (Y^{-1})^T \end{bmatrix} \Pi Z$$ \hspace{1cm} (3.137)$$

Since each factor in $\bar{X}$ is invertible, $\bar{X}^{-1}$ must exist. Combining (3.125) and (3.129)–(3.135), we finally arrive at

$$B = \bar{X}D\bar{X}^{-1}, \text{ where } D = \begin{bmatrix} I_2 & 0 \\ 0 & D_1 \end{bmatrix},$$ \hspace{1cm} (3.138)$$

and $D_1$ has the structure claimed in (3.35).

Therefore, we have established so far the form of the eigenvalue decomposition of $B$. In this decomposition, each $k$-th column of $\bar{X}$ is a right-eigenvector associated with the eigenvalue $D(k, k)$, and each $k$-th row of $\bar{X}^{-1}$ is the left-eigenvector associated with $D(k, k)$. Recall, however, that eigenvectors are not unique. We now verify that we can find eigenvector matrices $\bar{X}$ and $\bar{X}^{-1}$ that have the structure shown in (3.36) and (3.37). To do so, it is sufficient to examine whether the two columns of $R$ are independent right-eigenvectors associated with eigenvalue 1, and the two rows of $L$ are independent left-eigenvectors associated with
with 1. Let
\[
R = \begin{bmatrix} r_1 & r_2 \end{bmatrix}, \quad \text{where} \quad r_1 \triangleq \begin{bmatrix} 1_K \\ 0 \end{bmatrix}, \quad r_2 \triangleq \begin{bmatrix} 0 \\ 1_K \end{bmatrix}. \tag{3.139}
\]

Obviously, \(r_1\) and \(r_2\) are independent. Since
\[
Br_1 = r_1, \quad Br_2 = r_2, \tag{3.140}
\]
we know \(r_1\) and \(r_2\) are right-eigenvectors associated with eigenvalue 1. As a result, an eigenvector matrix \(X\) can be chosen in the form
\[
X = \begin{bmatrix} R \\ X_R \end{bmatrix},
\]
where each \(k\)-th column of \(X_R\) corresponds to the right-eigenvector associated with eigenvalue \(D_1(k,k)\). Similarly, we let
\[
L = \begin{bmatrix} \ell^T_1 \\ \ell^T_2 \end{bmatrix}, \quad \text{where} \quad \ell_1 \triangleq \begin{bmatrix} p \\ 0 \end{bmatrix}, \quad \ell_2 \triangleq \begin{bmatrix} 0 \\ \frac{1}{K} 1_K \end{bmatrix}. \tag{3.141}
\]

It is easy to verify that \(\ell_1\) and \(\ell_2\) are independent left-eigenvectors associated with eigenvalue 1. Moreover, since \(LR = I_2\), \(X^{-1}\) has the structure
\[
X^{-1} = \begin{bmatrix} L \\ X_L \end{bmatrix}, \tag{3.142}
\]
where each \(k\)-th row of \(X_L\) corresponds to a left-eigenvector associated with eigenvalue \(D_1(k,k)\).

### 3.B Proof of Theorem 3.1

From the first line of recursion (3.60), we have
\[
\bar{x}_i = (I_M - \bar{P}^T \mathcal{M} H_{i-1} I) \bar{x}_{i-1} - \frac{1}{c} \bar{P}^T \mathcal{M} H_{i-1} X_{R,u} \bar{x}_{i-1}. \tag{3.143}
\]

Squaring both sides and using Jensen’s inequality [124] gives
\[
\|\bar{x}_i\|^2 = \left\| (I_M - \bar{P}^T \mathcal{M} H_{i-1} I) \bar{x}_{i-1} - \frac{1}{c} \bar{P}^T \mathcal{M} H_{i-1} X_{R,u} \bar{x}_{i-1} \right\|^2
\leq \frac{1}{1 - t} \left\| I_M - \bar{P}^T \mathcal{M} H_{i-1} I \right\|^2 \|\bar{x}_{i-1}\|^2
+ \frac{1}{t} \frac{1}{c^2} \|ar{P}^T \mathcal{M} H_{i-1} X_{R,u}\| \|\bar{x}_{i-1}\|^2 \tag{3.144}
\]
for any $t \in (0, 1)$. Using $\tau_k = \mu_k / \mu_{\text{max}}$, we obtain

$$
\overline{P}^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{I} = \mu_{\text{max}} \sum_{k=1}^{K} p_k \tau_k H_{k,i-1} \geq \mu_{\text{max}} p_k \tau_k \nu I_M \overset{\Delta}{=} \sigma_{11} \mu_{\text{max}} I_M,
$$

(3.31)

where $\sigma_{11} = p_k \tau_k \nu$. Similarly, we can also obtain

$$
\overline{P}^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{I} = \sum_{k=1}^{K} \frac{p_k \tau_k}{\mu_{\text{max}}} H_{k,i-1} \leq \delta \mu_{\text{max}} I_M,
$$

(3.146)

where inequality (a) holds because $\tau_k < 1$ and $\sum_{k=1}^{K} p_k = 1$. It is obvious that $\delta > \sigma_{11}$. As a result, we have

$$
(1 - \delta \mu_{\text{max}}) I_M \leq I_M - \overline{P}^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{I} \leq (1 - \sigma_{11} \mu_{\text{max}}) I_M
$$

(3.147)

which implies that when the step-size satisfy

$$
\mu_{\text{max}} < 1 / \delta,
$$

(3.148)

it will hold that

$$
\| I_M - \overline{P}^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{I} \|^2 \leq (1 - \sigma_{11} \mu_{\text{max}})^2.
$$

(3.149)

On the other hand, we have

$$
\frac{1}{c^2} \| \overline{P}^T \mathcal{M} \mathcal{H}_{i-1} \mathcal{X}_{R,u} \| ^2 \leq \frac{1}{c^2} \| \overline{P}^T \mathcal{M} \|^2 \| \mathcal{H}_{i-1} \|^2 \| \mathcal{X}_{R,u} \|^2
$$

\begin{align*}
\overset{(a)}{\leq} & \frac{1}{c^2} \left( \sum_{k=1}^{K} (\tau_k p_k)^2 \right) \delta^2 \| \mathcal{X}_{R,u} \|^2 \mu_{\text{max}}^2 \\
\overset{(b)}{\leq} & \frac{p_{\text{max}}}{c^2} \delta^2 \| \mathcal{X}_{R,u} \|^2 \mu_{\text{max}}^2
\end{align*}

(3.150)

where inequality (b) holds because $\tau_k < 1$, $p_k^2 < p_k p_{\text{max}}$ (where $p_{\text{max}} = \max_k \{p_k\}$) and $\sum_{k=1}^{K} p_k = 1$. Inequality (a) follows by noting that $\overline{P}^T \mathcal{M} = \mu_{\text{max}}[p_1 \tau_1, \cdots, p_K \tau_K] \otimes I_M$. 
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Introducing \( s = [p_1 \tau_1, p_2 \tau_2, \ldots, p_K \tau_K]^T \in \mathbb{R}^K \), we have
\[
\| \mathbf{P}^T \mathbf{M} \|^2 = \mu_{\text{max}}^2 \| s^T \otimes I_M \|^2 = \mu_{\text{max}}^2 \lambda_{\text{max}}((s \otimes I_M)(s^T \otimes I_M))
\]
\[
= \mu_{\text{max}}^2 \lambda_{\text{max}}(ss^T \otimes I_M) = \mu_{\text{max}}^2 \lambda_{\text{max}}(ss^T)
\]
\[
= \mu_{\text{max}}^2 \| s \|^2 = \mu_{\text{max}}^2 \sum_{k=1}^K (p_k \tau_k)^2. \quad (3.151)
\]

Recall (3.50) and by introducing \( E = \begin{bmatrix} I_{MK} & 0_{MK} \end{bmatrix} \), we have \( \mathcal{X}_{R,u} = E \mathcal{X}_R \). Therefore, it holds that
\[
\| \mathcal{X}_{R,u} \|^2 \leq \| E \|^2 \| \mathcal{X}_R \|^2 = \| \mathcal{X}_R \|^2. \quad (3.152)
\]

Substituting (3.152) into (3.150), we have
\[
\frac{1}{c^2} \| \mathbf{P}^T \mathbf{M} \mathcal{H}_{i-1} \mathcal{X}_{R,u} \|^2 \leq \frac{p_{\text{max}} \delta^2}{c^2} \| \mathcal{X}_R \|^2 \mu_{\text{max}}^2 \sigma_{12}^2 \mu_{\text{max}}^2 \quad (3.153)
\]
where \( \sigma_{12} = \sqrt{p_{\text{max}} \delta \| \mathcal{X}_R \| / c} \). Notice that \( \sigma_{12} \) is independent of \( \mu_{\text{max}} \). Substituting (3.149) and (3.150) into (3.144), we get
\[
\| \bar{x}_i \|^2 \leq \frac{1}{1 - t} (1 - \sigma_{11} \mu_{\text{max}})^2 \| \bar{x}_{i-1} \|^2 + \frac{1}{t} \sigma_{12}^2 \mu_{\text{max}}^2 \| \bar{x}_{i-1} \|^2
\]
\[
= (1 - \sigma_{11} \mu_{\text{max}})^2 \| \bar{x}_{i-1} \|^2 + (\sigma_{12}^2 / \sigma_{11}) \mu_{\text{max}} \| \bar{x}_{i-1} \|^2 \quad (3.154)
\]
where we are selecting \( t = \sigma_{11} \mu_{\text{max}} \).

Next we check the second line of recursion (3.60):
\[
\dot{x}_i = -c \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{R}_1 \bar{x}_{i-1} + (\mathcal{D}_1 - \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{X}_R) \dot{x}_{i-1}
\]
\[
= \mathcal{D}_1 \bar{x}_{i-1} - \mathcal{X}_L \mathcal{T}_{i-1} (c \mathcal{R}_1 \bar{x}_{i-1} + \mathcal{X}_R \bar{x}_{i-1}). \quad (3.155)
\]

Squaring both sides and using Jensen’s inequality again,
\[
\| \dot{x}_i \|^2 = \| \mathcal{D}_1 \bar{x}_{i-1} - \mathcal{X}_L \mathcal{T}_{i-1} (c \mathcal{R}_1 \bar{x}_{i-1} + \mathcal{X}_R \bar{x}_{i-1}) \|^2
\]
\[
\leq \frac{\| \mathcal{D}_1 \|^2}{t} \| \bar{x}_{i-1} \|^2 + \frac{1}{1 - t} \| \mathcal{X}_L \mathcal{T}_{i-1} (c \mathcal{R}_1 \bar{x}_{i-1} + \mathcal{X}_R \bar{x}_{i-1}) \|^2
\]
\[
\leq \frac{\| \mathcal{D}_1 \|^2}{t} \| \bar{x}_{i-1} \|^2 + \frac{2c^2}{1 - t} \| \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{R}_1 \|^2 \| \bar{x}_{i-1} \|^2
\]
\[
+ \frac{2}{1 - t} \| \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{X}_R \|^2 \| \bar{x}_{i-1} \|^2. \quad (3.156)
\]
where \( t \in (0, 1) \). From Lemma 3.3 we have that \( \lambda \overset{\Delta}{=} \|D_1\| = \sqrt{\lambda_2(A)} < 1 \). By setting \( t = \lambda \), we reach

\[
\|\tilde{x}_i\|^2 \leq \lambda \|\tilde{x}_{i-1}\|^2 + 2\sigma^2 \|X_L\|T_{i-1}R_1\|\|\tilde{x}_{i-1}\|^2/(1 - \lambda) \\
+ 2\|X_L\|T\|X_R\|\|\tilde{x}_{i-1}\|^2/(1 - \lambda).
\] (3.157)

We introduce the matrix \( \Gamma = \text{diag}\{\tau_1 I_M, \ldots, \tau_K I_M\} \), and note that we can write \( M = \mu_{\max}\Gamma \).

Substituting it into (3.28),

\[
\begin{align*}
T_{i-1} &= \mu_{\max} \begin{bmatrix}
\mathcal{A}^T \Gamma H_{i-1} & 0 \\
\mathcal{V} \mathcal{A}^T \Gamma H_{i-1} & 0 
\end{bmatrix} \\
&= \mu_{\max} \begin{bmatrix}
\mathcal{A}^T & 0 \\
\mathcal{V} \mathcal{A}^T & 0 
\end{bmatrix} \begin{bmatrix}
\Gamma H_{i-1} & 0 \\
0 & \Gamma H_{i-1} 
\end{bmatrix},
\end{align*}
\] (3.158)

which implies that

\[
\|T_{i-1}\|^2 \leq \mu_{\max}^2 \|T_d\|^2 \left( \max_{1 \leq k \leq K} \|H_{k,i-1}\|^2 \right) \leq \|T_d\|^2 \delta^2 \mu_{\max}^2.
\] (3.159)

We also emphasize that \( \|T_d\|^2 \) is independent of \( \mu_{\max} \). With inequality (3.159), we further have

\[
\begin{align*}
c^2 \|X_L\|T_{i-1}R_1\| &\leq c^2 \mu_{\max} \|X_L\|T_d\|^2 \|R_1\| \delta^2 \overset{\Delta}{=} \sigma_{21}^2 \mu_{\max}^2 \\
\|X_L\|T_{i-1}X_R\| &\leq \mu_{\max} \|X_L\|T_d\|^2 \|X_R\| \delta^2 \overset{\Delta}{=} \sigma_{22}^2 \mu_{\max}^2
\end{align*}
\] (3.160)

since \( \|R_1\| = 1 \), and where \( \sigma_{21} \) and \( \sigma_{22} \) are defined as

\[
\sigma_{21} = c \|X_L\|T_d\| \delta, \quad \sigma_{22} = \|X_L\|T_d\|X_R\| \delta.
\] (3.162)

With (3.160) and (3.161), inequality (3.157) becomes

\[
\|\tilde{x}_i\|^2 \leq \left( \lambda + \frac{2\sigma_{22}^2 \mu_{\max}^2}{1 - \lambda} \right) \|\tilde{x}_{i-1}\|^2 + \frac{2\sigma_{21}^2 \mu_{\max}^2}{1 - \lambda} \|\tilde{x}_{i-1}\|^2.
\] (3.163)

Combining (3.154) and (3.163), we arrive at the inequality recursion

\[
\begin{bmatrix}
\|\tilde{x}_i\|^2 \\
\|\tilde{x}_i\|^2
\end{bmatrix} \preceq \begin{bmatrix}
1 - \sigma_{21} \mu_{\max} & \sigma_{12} \mu_{\max} \\
\frac{2\sigma_{21}^2 \mu_{\max}^2}{1 - \lambda} & \lambda + \frac{2\sigma_{22}^2 \mu_{\max}^2}{1 - \lambda}
\end{bmatrix} \begin{bmatrix}
\|\tilde{x}_{i-1}\|^2 \\
\|\tilde{x}_{i-1}\|^2
\end{bmatrix}.
\] (3.164)
Now we check the spectral radius of the matrix $G$. Recall the fact that the spectral radius of a matrix is upper bounded by any of its norms. Therefore,

$$\rho(G) \leq \|G\|_1 = \max \left\{ 1 - \sigma_{11} \mu_{\max} + \frac{2\sigma_{21}^2 \mu_{\max}^2}{1 - \lambda}, \right.$$

$$\left. \lambda + \frac{\sigma_{12}^2}{\sigma_{11}} \mu_{\max} + \frac{2\sigma_{22}^2 \mu_{\max}^2}{1 - \lambda} \right\}, \quad (3.165)$$

where we already know that $\lambda < 1$. To guarantee $\rho(G) < 1$, it is enough to select the step-size parameter small enough to satisfy

$$1 - \sigma_{11} \mu_{\max} + \frac{2\sigma_{21}^2 \mu_{\max}^2}{1 - \lambda} < 1, \quad (3.166)$$

$$\lambda + \frac{\sigma_{12}^2}{\sigma_{11}} \mu_{\max} + \frac{2\sigma_{22}^2 \mu_{\max}^2}{1 - \lambda} < 1. \quad (3.167)$$

To get a simpler upper bound, we transform (3.167) such that

$$\lambda + \frac{\sigma_{12}^2}{\sigma_{11}} \mu_{\max} + \frac{2\sigma_{22}^2 \mu_{\max}^2}{1 - \lambda} = \lambda + \frac{\sigma_{12}^2}{\sigma_{11}} \mu_{\max} - \left( \frac{\sigma_{12}^2}{\sigma_{11}} \mu_{\max} - \frac{2\sigma_{22}^2 \mu_{\max}^2}{1 - \lambda} \right) \leq \lambda + \frac{2\sigma_{12}^2 \mu_{\max}}{\sigma_{11}} \mu_{\max}, \quad (3.168)$$

where the last inequality holds when

$$\mu_{\max} \leq \frac{\sigma_{12}^2 (1 - \lambda)}{2\sigma_{11} \sigma_{22}^2}. \quad (3.169)$$

If, in addition, we let (3.168) be less than 1, which is equivalent to selecting

$$\mu_{\max} \leq \frac{\sigma_{11} (1 - \lambda)}{2\sigma_{12}^2}, \quad (3.170)$$

then we guarantee equality (3.167). Combining (3.166), (3.169) and (3.170), we have

$$\mu_{\max} \leq \min \left\{ \frac{\sigma_{11} (1 - \lambda)}{2\sigma_{21}^2}, \frac{\sigma_{12}^2 (1 - \lambda)}{2\sigma_{11} \sigma_{22}^2}, \frac{\sigma_{11} (1 - \lambda)}{2\sigma_{12}^2} \right\} \quad (3.171)$$

This together with (3.148), i.e.

$$\mu_{\max} < 1/\delta \quad (3.172)$$
will guarantee \( \|G\|_1 \) to be less than 1. In fact, the upper bound in (3.171) can be further simplified. From the definitions of \( \sigma_{11}, \sigma_{12}, \sigma_{21} \) and \( \sigma_{22} \), we have

\[
\frac{\sigma_{11}(1 - \lambda)}{2\sigma_{21}^2} = \frac{p_k \tau_k \nu (1 - \lambda)}{2c^2 \|X_L\|^2 \|T_d\|^2 \delta^2},
\]

(3.173)

\[
\frac{\sigma_{12}(1 - \lambda)}{2\sigma_{11} \sigma_{22}^2} = \frac{p_{\text{max}} (1 - \lambda)}{2p_k \tau_k \nu \|X_L\|^2 \|T_d\|^2 c^2},
\]

(3.174)

\[
\frac{\sigma_{11}(1 - \lambda)}{2\sigma_{12}^2} = \frac{p_k \tau_k \nu (1 - \lambda) c^2}{2p_{\text{max}} \|X_R\|^2 \delta^2}.
\]

(3.175)

First, notice that

\[
\frac{\sigma_{11}(1 - \lambda)}{2\sigma_{21}^2} / \frac{\sigma_{12}(1 - \lambda)}{2\sigma_{11} \sigma_{22}^2} = \frac{(p_k \tau_k \nu)^2}{p_{\text{max}} \delta^2} < 1
\]

(3.176)

because \( p_k < p_{\text{max}}, \tau_k < 1 \) and \( \nu < \delta \). Therefore, the inequality in (3.171) is equivalent to

\[
\mu_{\text{max}} \leq \min \left\{ \frac{p_k \tau_k \nu (1 - \lambda)}{2c^2 \|X_L\|^2 \|T_d\|^2 \delta^2}, \frac{p_{\text{max}} (1 - \lambda) c^2}{2p_{\text{max}} \|X_R\|^2 \delta^2} \right\}.
\]

(3.177)

It is observed that the constant value \( c \) affects the upper bound in (3.177). If \( c \) is sufficiently large, then the first term in (3.177) dominates and \( \mu_{\text{max}} \) has a narrow feasible set. On the other hand, if \( c \) is sufficiently small, then the second term dominates and \( \mu_{\text{max}} \) will also have a narrow feasible set. To make the feasible set of \( \mu_{\text{max}} \) as large as possible, we should optimize \( c \) to maximize

\[
\min \left\{ \frac{1}{\|X_L\|^2 \|T_d\|^2 c^2}, \frac{c^2}{p_{\text{max}} \|X_R\|^2} \right\}.
\]

(3.178)

Notice that the first term \( 1/(\|X_L\|^2 \|T_d\|^2 c^2) \) is monotone decreasing with \( c^2 \), while the second term \( c^2/\|X_R\|^2 \) is monotone increasing with \( c^2 \). Therefore, when

\[
\frac{1}{\|X_L\|^2 \|T_d\|^2 c^2} = \frac{c^2}{p_{\text{max}} \|X_R\|^2} \iff c^2 = \frac{p_{\text{max}} \|X_R\|}{\|X_L\|^2 \|T_d\|^2},
\]

(3.179)

we get the maximum upper bound for \( \mu_{\text{max}} \), i.e.

\[
\mu_{\text{max}} \leq \frac{p_k \tau_k \nu (1 - \lambda)}{2 \sqrt{p_{\text{max}}} \|X_L\| \|T_d\| \|X_R\| \delta^2}.
\]

(3.180)
Next we compare the above upper bound with $1/\delta$. Recall that for any matrix $A$, its spectral radius is smaller than its 2–induced norm so that

$$\|T_d\| \geq \rho(T_d) \quad \text{(3.158)}$$

Moreover, recall from Lemma 3.3 that $X_L X_R = I_{2(K-1)}$, so that $X_L X_R = X_L X_R \otimes I_M = I_{2M(K-1)}$, which implies that

$$\|X_L\|\|X_R\| \geq \|X_L X_R\| = 1. \quad \text{(3.182)}$$

Using relations (3.181) and (3.182), and recalling that $p_{k_0} \leq p_{\max} < \sqrt{p_{\max}}$, $\tau_{k_0} < 1$, $1 - \lambda < 1$ and $\nu < \delta$, we have

$$\frac{p_{k_0} \tau_{k_0} \nu (1 - \lambda)}{2 \sqrt{p_{\max} \|X_L\| \|T_d\| \|X_R\| \delta^2}} \leq \frac{\nu}{\delta^2} \leq \frac{1}{\delta}. \quad \text{(3.183)}$$

Therefore, the upper bounds in (3.171), (3.172) are determined by

$$\mu_{\max} \leq \frac{p_{k_0} \tau_{k_0} \nu (1 - \lambda)}{2 \sqrt{p_{\max} \|X_L\| \|T_d\| \|X_R\| \delta^2}}. \quad \text{(3.184)}$$

In other words, when $\mu_{\max}$ satisfies (3.184), $\|G\|_1$ will be guaranteed to be less than 1, i.e.,

$$\|G\|_1 = \max \left\{ 1 - \sigma_{11} \mu_{\max} + \frac{2 \sigma_{21}^2 \mu_{\max}^2}{1 - \lambda}, \lambda + \frac{\sigma_{12}^2}{\sigma_{11}^2} \mu_{\max} + \frac{2 \sigma_{22}^2 \mu_{\max}^2}{1 - \lambda} \right\}
\geq \max \left\{ 1 - \frac{p_{k_0} \tau_{k_0} \nu \mu_{\max}}{2 \sqrt{p_{\max} \|X_L\|^2 \|T_d\|^2 \|X_R\|^2 \delta^2}}, \lambda + \frac{2 p_{k_0} \tau_{k_0} \nu \mu_{\max}}{\sigma_{21}^2} \right\}
\geq \max \left\{ 1 - \frac{p_{k_0} \tau_{k_0} \nu \mu_{\max}}{2 \sqrt{p_{\max} \|X_L\|^2 \|T_d\|^2 \|X_R\|^2 \delta^2}}, \lambda + \frac{\sqrt{p_{\max} \alpha_d \mu_{\max}}}{p_{k_0} \tau_{k_0} \nu} + \frac{2 \alpha_d^2 \mu_{\max}^2}{1 - \lambda} \right\} < 1, \quad \text{(3.185)}$$

where $\alpha_d \triangleq \|X_L\| \|T_d\| \|X_R\|$. Let

$$z_i \triangleq \begin{bmatrix} \|\bar{x}_i\|^2 \\ \|\bar{x}_i\|^2 \end{bmatrix} \succeq 0, \quad \text{(3.186)}$$
and note from (3.164) that
\[ z_i \leq G z_{i-1}. \]  
(3.187)

Computing the 1-norm of both sides gives
\[ \|\bar{x}_i\|^2 + \|\hat{x}_i\|^2 = \|z_i\|_1 \leq \|G\|_1 \|z_{i-1}\|_1 = \rho(\|\bar{x}_{i-1}\|^2 + \|\hat{x}_{i-1}\|^2), \]
(3.188)
where we define \( \rho \overset{\Delta}{=} \|G\|_1 \). Inequality (3.188) is equivalent to
\[ \left\| \begin{bmatrix} \bar{x}_i \\ \hat{x}_i \end{bmatrix} \right\|^2 \leq \rho \left\| \begin{bmatrix} \bar{x}_0 \\ \hat{x}_0 \end{bmatrix} \right\|^2, \]
(3.189)
By re-incorporating \( \hat{x}_i = 0 \), relation (3.189) also implies that
\[ \left\| \begin{bmatrix} \bar{x}_i \\ \hat{x}_i \end{bmatrix} \right\|^2 \leq \rho \left\| \begin{bmatrix} \bar{x}_0 \\ \hat{x}_0 \end{bmatrix} \right\|^2, \]
(3.190)
From (3.48) we conclude that
\[ \left\| \begin{bmatrix} \bar{w}_i \\ \gamma_i \end{bmatrix} \right\|^2 \leq \|\mathcal{X}\|^2 \left\| \begin{bmatrix} \bar{x}_i \\ \hat{x}_i \end{bmatrix} \right\|^2 \leq \rho \leq \rho^i \]
(3.191)
where the constant \( C = \|\mathcal{X}\|^2 C_0 \).

3.C Proof of Theorem 3.2

We define
\[ \mathcal{M}_i' \overset{\Delta}{=} \mu_0 \text{diag}\{q_1 I_M/z_{1,i}(1), \ldots, q_K I_M/z_{K,i}(K)\}. \]
(3.192)
Substituting recursions (2.97) and (2.98) into expression (2.99) we obtain (compare with (2.92)):
\[ w_i = \bar{A}^T [2w_{i-1} - w_{i-2} - (\mathcal{M}_i' \nabla \mathcal{J}^\alpha(w_{i-1})-\mathcal{M}_{i-1}' \nabla \mathcal{J}^\alpha(w_{i-2}))], \]
(3.193)
which can be rewritten into a primal-dual form (compare with (2.88)):

\[
\begin{align*}
    w_i &= A^T \left( w_{i-1} - M'_i \nabla \mathcal{J}^o(w_{i-1}) \right) - P^{-1} \mathcal{V} y_{i-1}, \\
    y_i &= y_{i-1} + \mathcal{V} w_i.
\end{align*}
\] (3.194)

For the initialization, we set \( y_{-1} = 0 \) and \( w_{-1} \) to be any value, and hence for \( i = 0 \) we have

\[
\begin{align*}
    w_0 &= A^T \left( w_{-1} - M'_0 \nabla \mathcal{J}^o(w_{-1}) \right), \\
    y_0 &= \mathcal{V} w_0.
\end{align*}
\] (3.195)

Recursions (3.194) and (3.195) are very close to the standard exact diffusion recursions (2.88) and (2.89), except that the step-size matrix \( M'_i \) is now changing with iteration \( i \). Following the arguments (3.14) – (3.16), we have

\[
\begin{align*}
    \tilde{A}^T \tilde{w}_i &= \tilde{A}^T \left( \tilde{w}_{i-1} + M'_i \nabla \mathcal{J}^o(w_{i-1}) \right) + P^{-1} \mathcal{V} \tilde{y}_i, \\
    \tilde{y}_i &= \tilde{y}_{i-1} + \mathcal{V} \tilde{w}_i.
\end{align*}
\] (3.196)

Subtracting optimality conditions (3.1)–(3.2) from (3.196) leads to

\[
\begin{align*}
    \tilde{A}^T \tilde{w}_i &= \tilde{A}^T \left( \tilde{w}_{i-1} + M [\nabla \mathcal{J}^o(w_{i-1}) - \nabla \mathcal{J}^o(w^*)] \right) - P^{-1} \mathcal{V} \tilde{y}_i \\
    + \tilde{A}^T (M'_i - M) \nabla \mathcal{J}^o(w_{i-1}), \\
    \tilde{y}_i &= \tilde{y}_{i-1} + \mathcal{V} \tilde{w}_i.
\end{align*}
\] (3.197)

Comparing recursions (3.197) and (3.17), it is observed that recursion (3.197) has an extra “mismatch” term, \( \tilde{A}^T (M'_i - M) \nabla \mathcal{J}^o(w_{i-1}) \). This mismatch arises because we do not know the perron vector \( p \) in advance. We need to run the power iteration to learn it. Intuitively, since \( M'_i \to M \) as \( i \to \infty \), we can expect the mismatch term to vanish gradually. Let

\[
e_i \equiv (M'_i - M) \nabla \mathcal{J}^o(w_{i-1}).
\] (3.198)

By following arguments (3.18)–(3.23), recursion (3.197) is equivalent to

\[
\begin{bmatrix}
    \tilde{A}^T & P^{-1} \mathcal{V} \\
    -\mathcal{V} & I_{MK}
\end{bmatrix}
\begin{bmatrix}
    \tilde{w}_i \\
    \tilde{y}_i
\end{bmatrix}
= \begin{bmatrix}
    \tilde{A}^T (I_{MK} - M \mathcal{H}_{i-1}) & 0 \\
    0 & I_{MK}
\end{bmatrix}
\begin{bmatrix}
    \tilde{w}_{i-1} \\
    \tilde{y}_{i-1}
\end{bmatrix}
+ \begin{bmatrix}
    \tilde{A}^T \\
    0
\end{bmatrix} e_i.
\] (3.199)
By following (3.24)–(3.28), recursion (3.199) can be rewritten as

\[
\begin{bmatrix}
\tilde{w}_i \\
\tilde{y}_i
\end{bmatrix} = (B - T_i^{-1}) \begin{bmatrix}
\tilde{w}_{i-1} \\
\tilde{y}_{i-1}
\end{bmatrix} + B_\ell e_i
\]  

(3.200)

where \( B \) and \( T_i \) are defined in (3.28), and

\[
B_\ell = \begin{bmatrix}
\mathcal{A}^T \\
\mathcal{V} \mathcal{A}^T
\end{bmatrix}
\]  

(3.201)

Relation (3.200) is the error dynamics for the exact diffusion algorithm 1'. Comparing (3.200) with (3.26), we find that algorithm 1' is essentially the standard exact diffusion with error perturbation. Using Lemma (3.3) and by following arguments from (3.40) to (3.60), we can transform the error dynamics (3.200) into

\[
\begin{bmatrix}
\bar{x}_i \\
\check{x}_i
\end{bmatrix} = \begin{bmatrix}
I_M - \bar{P}^T \mathcal{M} H_{i-1} \mathcal{I} & -\frac{1}{c} \bar{P}^T \mathcal{M} H_{i-1} \mathcal{X}_{R,u} \\
-c \mathcal{X}_L T_{i-1} \mathcal{R}_1 & D_1 - \mathcal{X}_L T_{i-1} \mathcal{X}_R
\end{bmatrix} \begin{bmatrix}
\bar{x}_{i-1} \\
\check{x}_{i-1}
\end{bmatrix}
\]  

\[
+ \begin{bmatrix}
\bar{P}^T \\
c \mathcal{X}_L B_\ell
\end{bmatrix} e_i.
\]  

(3.202)

Next we analyze the convergence of the above recursion. From the first line we have

\[
\|\bar{x}_i\|^2 = \left\| \left(I_M - \bar{P}^T \mathcal{M} H_{i-1} \mathcal{I}\right) \bar{x}_{i-1} - \frac{1}{c} \bar{P}^T \mathcal{M} H_{i-1} \mathcal{X}_{R,u} \bar{x}_{i-1} + \bar{P}^T e_i \right\|^2
\]  

(3.203)

\[
\leq \frac{1}{1 - \ell} \left\| I_M - \bar{P}^T \mathcal{M} H_{i-1} \mathcal{I} \right\|^2 \|\bar{x}_{i-1}\|^2
\]

\[
+ \frac{2}{\ell} \left\| \bar{P}^T \mathcal{M} H_{i-1} \mathcal{X}_{R,u} \right\|^2 \|\bar{x}_{i-1}\|^2 + \frac{2}{\ell} \left\| \bar{P}^T \right\|^2 \|e_i\|^2
\]

\[
\leq (1 - \sigma_{11} \mu_{\text{max}}) \|\bar{x}_{i-1}\|^2 + \frac{\sigma_{12}^2 \mu_{\text{max}}}{\sigma_{11}} \|\bar{x}_{i-1}\|^2 + \frac{2}{\sigma_{11} \mu_{\text{max}}} \|e_i\|^2,
\]  

(3.204)
where the last inequality follows the arguments in (3.143)–(3.154). From the second line of recursion (3.202), we have
\[ \| \tilde{X}_i \|_2^2 \]
\[ = \frac{\| D_1 \|_2^2}{t} \| \tilde{x}_{i-1} \|_2^2 + \frac{2c^2}{1-t} \| \mathcal{X}_L \tilde{T}_{i-1} R_1 \|_2 \| \tilde{x}_{i-1} \|_2^2 \]
\[ + \frac{2}{1-t} \| \mathcal{X}_L \tilde{T}_{i-1} \|_2 \| \tilde{x}_{i-1} \|_2^2 + \frac{2c^2}{1-t} \| \mathcal{X}_L B_\ell \|_2 \| e_i \|_2^2 \]
\[ \leq \left( \lambda + \frac{2\sigma_2^2 \mu_{\max}}{1 - \lambda} \right) \| \tilde{x}_{i-1} \|_2^2 + \frac{2\sigma_2^2 \mu_{\max}}{1 - \lambda} \| \tilde{x}_{i-1} \|_2^2 + \frac{2c^2d}{1 - \lambda} \| e_i \|_2^2, \]
(3.205)
where \( d \triangleq \| \mathcal{X}_L B_\ell \|_2 \) is independent of iteration \( i \). Moreover, the last inequality holds because of arguments in (3.155)–(3.163). Combining (3.204) and (3.205), we arrive at the inequality recursion (compare with (3.164)):
\[ \begin{bmatrix} \| \tilde{x}_i \|_2^2 \\ \| \tilde{x}_i \|_2^2 \end{bmatrix} \leq \begin{bmatrix} 1 - \sigma_{11} \mu_{\max} & \frac{\sigma_1^2}{\sigma_{11}^2} \mu_{\max} \\ \frac{2\sigma_1^2 \mu_{\max}^2}{1 - \lambda} & \lambda + \frac{2\sigma_2^2 \mu_{\max}^2}{1 - \lambda} \end{bmatrix} \begin{bmatrix} \| \tilde{x}_{i-1} \|_2^2 \\ \| \tilde{x}_{i-1} \|_2^2 \end{bmatrix} \]
\[ \triangleq G \]
\[ + \begin{bmatrix} \frac{2}{\sigma_{11}^2 \mu_{\max}} \\ \frac{2c^2d}{1 - \lambda} \end{bmatrix} \| e_i \|_2^2. \]
(3.206)
Next let us bound the mismatch term \( \| e_i \|_2^2 \). From (3.198) we have
\[ e_i = (M_i' - M) \left( \nabla \mathcal{J}^o (w_{i-1}) - \nabla \mathcal{J}^o (w^*) \right) \]
\[ + (M_i' - M) \nabla \mathcal{J}^o (w^*) \]
\[ \overset{(3.21)}{=} -(M_i' - M) H_{i-1} \tilde{w}_{i-1} + (M_i' - M) \nabla \mathcal{J}^o (w^*). \]
(3.207)
which implies that
\[ \| e_i \|_2^2 \leq 2\delta^2 \| M_i' - M \|_2^2 \| \tilde{w}_{i-1} \|_2^2 + 2 \| M_i' - M \|_2^2 g, \]
(3.208)
where \( g \triangleq \| \mathcal{J}^o (w^*) \|_2^2 \) is a constant independent of iteration. Recall that \( M = M \otimes I_M \)
and \( M_i' = M_i' \otimes I_M \) where
\[ M = \text{diag}\{\mu_1, \mu_2, \ldots, \mu_K\}, \]
\[ M_i' = \text{diag}\left\{ \frac{q_1 \mu_o}{z_{i,1}(1)}, \ldots, \frac{q_K \mu_o}{z_{K,i}(K)} \right\}. \]
(3.209)
Using the relation $\mu_k = q_k\mu_o/p_k$ (see (2.9)), we have

$$M - M_i' = \text{diag} \left\{ \frac{q_1\mu_o}{p_1} \left( 1 - \frac{p_1}{z_{1,i}(1)} \right), \ldots, \frac{q_K\mu_o}{p_K} \left( 1 - \frac{p_K}{z_{K,i}(K)} \right) \right\} = \text{diag} \left\{ \mu_1 \left( 1 - \frac{p_1}{z_{1,i}(1)} \right), \ldots, \mu_K \left( 1 - \frac{p_K}{z_{K,i}(K)} \right) \right\} = \mu_{\text{max}}\text{diag} \left\{ \tau_1 \left( 1 - \frac{p_1}{z_{1,i}(1)} \right), \ldots, \tau_K \left( 1 - \frac{p_K}{z_{K,i}(K)} \right) \right\} ,$$  

(3.210)

where $\tau_k = \mu_k/\mu_{\text{max}} \leq 1$.

Now we examine the convergence of $1 - p_k/z_{k,i}(k)$. From the discussion in Policy 5 form from Chapter 2, it is known that $z_i$ generated from the power iteration (see equation (2.36)) will converge to $[(1_K \otimes I_K)(p^T \otimes I_K)]z_{-1}$. Therefore,

$$z_i - [(1_K \otimes I_K)(p^T \otimes I_K)]z_{-1} = \left\{ (A^T)^{i+1} - (1_K \otimes I_K)(p^T \otimes I_K) \right\} z_{-1} = \left\{ (A^T)^{i+1} \otimes I_K \right\} z_{-1} = \left\{ A^T - 1_K p^T \right\}^{i+1} \otimes I_K \right\} z_{-1} .$$  

(3.211)

Recall from the discussion in Chapter 2 that

$$[(1_K \otimes I_K)(p^T \otimes I_K)]z_{-1} = \text{col}\{p, \ldots, p\} \in \mathbb{R}^{K^2} .$$  

(3.212)

As a result,

$$|z_{k,i}(k) - p_k|^2 \leq \|z_i - [(1_K \otimes I_K)(p^T \otimes I_K)]z_{-1}\|^2 \leq \|A^T - 1_K p^T\|^{2(i+1)}\|z_{-1}\|^2 = h \cdot \rho_A^{2(i+1)} , \forall k = 1, \ldots, N .$$  

(3.213)

where $h \Delta = \|z_{-1}\|^2$ is a constant, and $\rho_A$ is the second largest eigenvalue magnitude of matrix $A$, i.e., $\rho_A = \max\{|\lambda_2(A)|, |\lambda_K(A)|\}$. Since $A$ is locally balanced, we know $A$ is diagonalizable with real eigenvalue in $(-1, 1)$, and it has a single eigenvalue at 1 (see Table 2.1), we conclude that $\rho_A < 1$. Also, recall from the discussion at the end of Policy 5 in
Chapter 2 that $z_{k,i}(k) > 0$ is guaranteed when $\bar{a}_{kk} > 0$. Let

$$\alpha_k \triangleq \min_i \{z_{k,i}(k)\} > 0, \quad \forall \ k = 1, \cdots, N$$

(3.214)

Combining (3.213) and (3.214), it holds that for $k = 1, \cdots, N$,

$$\left(1 - \frac{p_k}{z_{k,i}(k)}\right)^2 \leq \frac{h}{\alpha_k} \rho_A^{2(i+1)} = h_k \rho_A^{2(i+1)},$$

(3.215)

where we define $h_k \triangleq h/\alpha_k$. Substituting (3.215) into (3.210), it holds that

$$\|\mathcal{M}'_i - \mathcal{M}\|^2 = \|\mathcal{M}'_i - \mathcal{M}\|^2 \leq \mu^2 \max h' \rho_A^{2(i+1)},$$

(3.216)

where $h' \triangleq \max \{x_k h_k\}$ is a constant independent of iterations. Substituting (3.216) into (3.208), we have

$$\|e_i\|^2 \leq 2\delta^2 \|\mathcal{M}'_i - \mathcal{M}\|^2 \|\bar{w}_{i-1}\|^2 + 2\|\mathcal{M}'_i - \mathcal{M}\|^2 g$$

$$\leq 2\delta^2 \mu^2 \max h' \rho_A^{2(i+1)} \|\bar{w}_{i-1}\|^2 + 2\mu^2 \max h' g \rho_A^{2(i+1)}$$

$$\leq 2\delta^2 \mu^2 \max h' \rho_A^{2(i+1)} (\|\bar{w}_{i-1}\|^2 + \|\bar{y}_{i-1}\|^2)$$

$$+ 2\mu^2 h' g \rho_A^{2(i+1)}.$$  

(3.217)

where the last equality holds because $\bar{x}_i = 0$ for $i = 0, 1, \cdots$ (see (3.59)). Substituting (3.219) into (3.217), we have

$$\|e_i\|^2 \leq 2\delta^2 \mu^2 h' \|\mathcal{X}'\|^2 \rho_A^{2(i+1)} (\|\bar{x}_{i-1}\|^2 + \|\bar{y}_{i-1}\|^2)$$

$$+ 2\mu^2 h' g \rho_A^{2(i+1)}.$$  

(3.220)
Substituting (3.220) into (3.206), we have

\[
\begin{bmatrix}
\|\bar{X}_i\|^2 \\
\|\tilde{X}_i\|^2 
\end{bmatrix} \leq \begin{bmatrix}
1 - \sigma_{11} \mu_{\text{max}} + b' \mu_{\text{max}} \rho_A^{2(i+1)} & \frac{\sigma_{22}^2}{\sigma_{11}} \mu_{\text{max}} + b' \mu_{\text{max}} \rho_A^{2(i+1)} \\
\frac{2\sigma_{21}^2 \mu_{\text{max}}^2}{1 - \lambda} + c' \mu_{\text{max}} \rho_A^{2(i+1)} & \lambda + \frac{2\sigma_{22}^2 \mu_{\text{max}}^2}{1 - \lambda} + c' \mu_{\text{max}} \rho_A^{2(i+1)} 
\end{bmatrix}
\cdot
\begin{bmatrix}
\|\bar{X}_{i-1}\|^2 \\
\|\tilde{X}_{i-1}\|^2 
\end{bmatrix} + \begin{bmatrix}
d' \mu_{\text{max}} \\
d' \mu_{\text{max}} \rho_A^{2(i+1)} 
\end{bmatrix},
\tag{3.221}
\]

where \(b', c', d', e'\) are constants defined as

\[
b' \triangleq 4\delta^2 h'\|\mathcal{X}'\|^2 / \sigma_{11}, \quad c' \triangleq 4\delta^2 h'\|\mathcal{X}'\|^2 c' d' / (1 - \lambda),
\tag{3.222}
\]

\[
d' \triangleq 4h' g / \sigma_{11}, \quad e' \triangleq 4h' g c' / (1 - \lambda).
\tag{3.223}
\]

These constants are independent of iterations. It can be verified that when iteration \(i\) is large enough such that

\[
\rho_A^{2(i+1)} \leq \min \left\{ \frac{\sigma_{11}}{2b'}, \frac{\sigma_{12}^2}{\sigma_{11} b'}, \frac{\sigma_{21}^2}{1 - \lambda}, \frac{\sigma_{22}^2}{1 - \lambda} c', \frac{\sigma_{22}^2}{(1 - \lambda) c'} \right\},
\tag{3.224}
\]

the inequality (3.221) becomes

\[
\begin{bmatrix}
\|\bar{X}_i\|^2 \\
\|\tilde{X}_i\|^2 
\end{bmatrix} \leq \begin{bmatrix}
1 - \sigma_{11} \mu_{\text{max}} + b' \mu_{\text{max}} \rho_A^{2(i+1)} & \frac{\sigma_{22}^2}{\sigma_{11}} \mu_{\text{max}} + b' \mu_{\text{max}} \rho_A^{2(i+1)} \\
\frac{3\sigma_{21}^2 \mu_{\text{max}}^2}{1 - \lambda} & \lambda + \frac{3\sigma_{22}^2 \mu_{\text{max}}^2}{1 - \lambda} 
\end{bmatrix}
\cdot
\begin{bmatrix}
\|\bar{X}_{i-1}\|^2 \\
\|\tilde{X}_{i-1}\|^2 
\end{bmatrix} + \begin{bmatrix}
d' \mu_{\text{max}} \\
d' \mu_{\text{max}} \rho_A^{2(i+1)} 
\end{bmatrix},
\tag{3.225}
\]

where we can prove \(\rho \triangleq \|G'\|_1 = 1 - O(\mu_{\text{max}}) < 1\) by following arguments (3.185). Inequality (3.225) further implies that

\[
(\|\bar{X}_i\|^2 + \|\tilde{X}_i\|^2) \leq \rho (\|\bar{X}_{i-1}\|^2 + \|\tilde{X}_{i-1}\|^2) + f' \rho_A^{2(i+1)}
\tag{3.226}
\]

where \(f' \triangleq d' \mu_{\text{max}} + e' \mu_{\text{max}} > 0\). Let \(\beta = \max\{\rho, \rho_A\} < 1\). Inequality (3.226) becomes

\[
(\|\bar{X}_i\|^2 + \|\tilde{X}_i\|^2) \leq \beta (\|\bar{X}_{i-1}\|^2 + \|\tilde{X}_{i-1}\|^2) + f' \beta^{2(i+1)}.
\tag{3.227}
\]
By adding $\gamma f' \beta^{2i+4}$, where $\gamma$ can be any positive constant to be chosen, to both sides of the above inequality, we get

$$
\left( \|\bar{x}_i\|^2 + \|\tilde{x}_i\|^2 \right) + \gamma f' \beta^{2i+4} \\
\leq \beta \left( \|\bar{x}_{i-1}\|^2 + \|\tilde{x}_{i-1}\|^2 \right) + f' \beta^{2i+2} + \gamma f' \beta^{2i+4} \\
= \beta \left( \|\bar{x}_{i-1}\|^2 + \|\tilde{x}_{i-1}\|^2 + \frac{1 + \gamma \beta^2}{\beta} f' \beta^{2i+2} \right)
$$

(3.228)

By setting

$$
\gamma = \frac{1}{\beta - \beta^2} > 0,
$$

(3.229)

it can be verified that

$$
\gamma = \frac{1 + \gamma \beta^2}{\beta}.
$$

(3.230)

Substituting (3.230) into (3.228), we have

$$
\left( \|\bar{x}_i\|^2 + \|\tilde{x}_i\|^2 \right) + \gamma f' \beta^{2(i+2)} \\
\leq \beta \left( \|\bar{x}_{i-1}\|^2 + \|\tilde{x}_{i-1}\|^2 + \gamma f' \beta^{2(i+1)} \right).
$$

(3.231)

As a result, the quantity $(\|\bar{x}_i\|^2 + \|\tilde{x}_i\|^2) + \gamma f' \beta^{2(i+2)}$ converges to 0 linearly. Since $f' > 0$, $\gamma > 0$ and $\beta > 0$, we can conclude that $\|\bar{x}_i\|^2 + \|\tilde{x}_i\|^2$, and hence $\|\bar{w}_i\|^2 + \|\tilde{y}_i\|^2$, converges to 0 linearly.

### 3.3 Error Recursion for EXTRA Consensus

Multiplying the second recursion of (3.66) by $V$ gives:

$$
V \gamma_i^e = V \gamma_{i-1}^e + \frac{P - PA}{2} W_i^e.
$$

(3.232)

Substituting into the first recursion of (3.66) gives

$$
\bar{A} W_i^e = \bar{A} W_{i-1}^e - \mu \nabla J^o(w_{i-1}^e) - P^{-1} V \gamma_i^e,
$$

(3.233)
From (3.233) and the second recursion in (3.66) we conclude that
\[
\begin{align*}
\mathcal{A} \tilde{w}_i^e &= \mathcal{A} \tilde{w}_{i-1}^e + \mu \nabla J^o(W_{i-1}^e) + P^{-1} \mathcal{V} Y_i^e, \\
\tilde{y}_i^e &= \tilde{y}_{i-1}^e - \mathcal{V} W_i^e.
\end{align*}
\] (3.234)

Subtracting the optimality condition (3.68)–(3.69) from (3.234) leads to
\[
\begin{align*}
\mathcal{A} \tilde{w}_i^e &= (\mathcal{A} - \mu H_{i-1}) \tilde{w}_{i-1}^e - P^{-1} \mathcal{V} \tilde{y}_i^e, \\
\tilde{y}_i^e &= \tilde{y}_{i-1}^e + \mathcal{V} \tilde{w}_i^e.
\end{align*}
\] (3.235)

which is also equivalent to
\[
\begin{bmatrix}
\mathcal{A} & P^{-1} \mathcal{V} \\
-\mathcal{V} & I_{MK}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_i^e \\
\tilde{y}_i^e
\end{bmatrix}
= \begin{bmatrix}
\mathcal{A} - \mu H_{i-1} & 0 \\
0 & I_{MK}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{i-1}^e \\
\tilde{y}_{i-1}^e
\end{bmatrix}.
\] (3.236)

Using relations $\mathcal{A} = \frac{I_{MK} + A}{2}$ and $\mathcal{V}^2 = \frac{P - PA}{2}$, it is easy to verify that
\[
\begin{bmatrix}
\mathcal{A} & P^{-1} \mathcal{V} \\
-\mathcal{V} & I_{MK}
\end{bmatrix}^{-1}
= \begin{bmatrix}
I_{MK} & -P^{-1} \mathcal{V} \\
\mathcal{V} & I_{MK} - \mathcal{V} P^{-1} \mathcal{V}
\end{bmatrix}.
\] (3.237)

Substituting (3.237) into (3.236) gives (3.71)–(3.72).

### 3.6 Error Recursion in Transformed Domain

Multiplying both sides of (3.71) by $(\mathcal{A}')^{-1}$:
\[
(\mathcal{A}')^{-1}
\begin{bmatrix}
\tilde{w}_i^e \\
\tilde{y}_i^e
\end{bmatrix}
= [(\mathcal{A}')^{-1} (B^e - T_{i-1}^e) \mathcal{A}']^{-1}
\begin{bmatrix}
\tilde{w}_{i-1}^e \\
\tilde{y}_{i-1}^e
\end{bmatrix}
\] (3.238)

leads to
\[
\begin{bmatrix}
\bar{x}_i^e \\
\bar{\bar{x}}_i^e \\
\hat{x}_i^e
\end{bmatrix}
= \begin{bmatrix}
I_M & 0 & 0 \\
0 & I_M & 0 \\
0 & 0 & \mathcal{D}_1
\end{bmatrix}
- S_{i-1}^e
\begin{bmatrix}
\bar{x}_{i-1}^e \\
\bar{\bar{x}}_{i-1}^e \\
\hat{x}_{i-1}^e
\end{bmatrix},
\] (3.239)

where we defined
\[
\begin{bmatrix}
\bar{x}_i^e \\
\bar{\bar{x}}_i^e \\
\hat{x}_i^e
\end{bmatrix}
\triangleq (\mathcal{A}')^{-1}
\begin{bmatrix}
\tilde{w}_i^e \\
\tilde{y}_i^e
\end{bmatrix}
= \begin{bmatrix}
\mathcal{L}_1^e \\
\mathcal{L}_2^e \\
\mathcal{L}_3
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_i^e \\
\tilde{y}_i^e
\end{bmatrix}.
\] (3.240)
and

\[ S_{i-1}^e \triangleq (\mathcal{X}')^{-1} \mathcal{T}_{i-1}^e \mathcal{X}' \]

\[
= \begin{bmatrix}
\mathcal{L}_1^T \mathcal{T}_{i-1}^e \mathcal{R}_1 & \mathcal{L}_1^T \mathcal{T}_{i-1}^e \mathcal{R}_2 & \frac{1}{c} \mathcal{L}_1^T \mathcal{T}_{i-1}^e \mathcal{X}_R \\
\mathcal{L}_2^T \mathcal{T}_{i-1}^e \mathcal{R}_1 & \mathcal{L}_2^T \mathcal{T}_{i-1}^e \mathcal{R}_2 & \frac{1}{c} \mathcal{L}_2^T \mathcal{T}_{i-1}^e \mathcal{X}_R \\
c\mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{R}_1 & c\mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{R}_2 & \mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{X}_R
\end{bmatrix}.
\]

(3.241)

To compute each entry of \( S_{i-1}^e \), we let

\[ \mathcal{X}_R = \begin{bmatrix} \mathcal{X}_{R,u} \\ \mathcal{X}_{R,d} \end{bmatrix}, \]

(3.242)

where \( \mathcal{X}_{R,u} \in \mathbb{R}^{K \times 2(K-1)M} \) and \( \mathcal{X}_{R,d} \in \mathbb{R}^{K \times 2(K-1)M} \). For the first line of \( S_{i-1}^e \), it can be verified that

\[ \mathcal{L}_1^T \mathcal{T}_{i-1}^e \mathcal{R}_1 = \mu \mathcal{P}^T \mathcal{H}_{i-1} \mathcal{I}, \]

(3.243)

\[ \mathcal{L}_1^T \mathcal{T}_{i-1}^e \mathcal{R}_2 = 0, \]

(3.244)

\[ \frac{1}{c} \mathcal{L}_1^T \mathcal{T}_{i-1}^e \mathcal{X}_R = \frac{\mu}{c} \mathcal{P}^T \mathcal{H}_{i-1} \mathcal{X}_{R,u}. \]

(3.245)

Likewise, noting that

\[ \mathcal{L}_2^T \mathcal{T}_{i-1}^e = \begin{bmatrix} 0 & 1/K \mathcal{I}^T \end{bmatrix} \begin{bmatrix} \mu \mathcal{H}_{i-1} & 0 \\ \mu \mathcal{N} \mathcal{H}_{i-1} & 0 \end{bmatrix}^{2.67} \begin{bmatrix} 0 & 0 \end{bmatrix}, \]

(3.246)

we find for the second line of \( S_{i-1}^e \) that

\[ c \mathcal{L}_2^T \mathcal{T}_{i-1}^e \mathcal{R}_1 = 0, \ c \mathcal{L}_2^T \mathcal{T}_{i-1}^e \mathcal{R}_2 = 0, \ \mathcal{L}_2^T \mathcal{T}_{i-1}^e \mathcal{X}_R = 0. \]

(3.247)

Substituting (3.241), (3.243) and (3.247) into (3.239), we rewrite (3.239) as

\[
\begin{bmatrix}
\tilde{\mathcal{X}}_i^e \\
\tilde{\mathcal{X}}_i^e \\
\tilde{\mathcal{X}}_i^e
\end{bmatrix} =
\begin{bmatrix}
I_M - \mu \mathcal{P}^T \mathcal{H}_{i-1} \mathcal{I} & 0 & -\frac{\mu}{c} \mathcal{P}^T \mathcal{H}_{i-1} \mathcal{X}_{R,u} \\
0 & I_M & 0 \\
-c\mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{R}_1 & -c\mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{R}_2 & \mathcal{D}_1 - \mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{X}_R
\end{bmatrix}
\begin{bmatrix}
\tilde{\mathcal{X}}_{i-1}^e \\
\tilde{\mathcal{X}}_{i-1}^e \\
\tilde{\mathcal{X}}_{i-1}^e
\end{bmatrix}.
\]

(3.248)

From the second line of (3.248), we get

\[ \tilde{\mathcal{X}}_i^e = \tilde{\mathcal{X}}_{i-1}^e. \]

(3.249)
As a result, $\tilde{x}_i^e$ will converge to 0 only if the initial value $\tilde{x}_0^e = 0$. To verify that, from the definition of $L_2$ in (3.40) and (3.240) we have

$$
\tilde{x}_0^e = L_2^T \begin{bmatrix}
\tilde{y}_0^e \\
\tilde{y}_0^e
\end{bmatrix} = \frac{1}{K} \mathcal{I}^T \tilde{y}_0^e.
$$

Recall that $y_o^*$ lies in the $\mathcal{R}(V)$, so that $y_o^* - \mathcal{V}w_0$ also lies in $\mathcal{R}(V)$. Recall further from Lemma 2.4 that $\mathcal{I}^T V = 0$, and conclude that $\tilde{x}_0^e = 0$. Therefore, from (3.249) we have

$$
\tilde{x}_i^e = 0, \quad \forall i \geq 0
$$

(3.251)

With (3.251), recursion (3.248) is equivalent to (3.73).

### 3.F Proof of Theorem 3.3

From the first line of recursion (3.73), we have

$$
\bar{x}_i^e = \left(I_M - \mu \bar{P}^T H_{i-1} \mathcal{I}\right) \bar{x}_{i-1}^e - \frac{\mu}{c} \bar{P}^T H_{i-1} \mathcal{X}_{R,u} \bar{x}_{i-1}^e.
$$

(3.252)

Squaring both sides and using Jensen’s inequality gives

$$
\|\bar{x}_i^e\|^2 = \left\|\left(I_M - \mu \bar{P}^T H_{i-1} \mathcal{I}\right) \bar{x}_{i-1}^e - \frac{\mu}{c} \bar{P}^T H_{i-1} \mathcal{X}_{R,u} \bar{x}_{i-1}^e\right\|^2 \\
\leq \frac{1}{1 - t} \left\|I_M - \mu \bar{P}^T H_{i-1} \mathcal{I}\right\|^2 \|\bar{x}_{i-1}^e\|^2 \\
+ \frac{1}{tc^2} \|\mu \bar{P}^T H_{i-1} \mathcal{X}_{R,u}\|^2 \|\bar{x}_{i-1}^e\|^2
$$

(3.253)

for any $t \in (0, 1)$. For the term $\mu \bar{P}^T H_{i-1} \mathcal{I}$, we have

$$
\mu \bar{P}^T H_{i-1} \mathcal{I} = \mu \sum_{k=1}^K p_k H_{k,i-1} \quad \geq \quad \frac{3.31}{3.31} \frac{\mu}{K} I_M \quad \triangleq \quad \sigma_{11} \mu I_M,
$$

(3.254)

where $\sigma_{11} = \nu/N$. Similarly, we can obtain the upper bound

$$
\mu \bar{P}^T H_{i-1} \mathcal{I} = \mu \sum_{k=1}^K p_k H_{k,i-1} \quad \leq \quad \left(\sum_{k=1}^K p_k\right) \delta \mu I_M \quad \leq \quad \delta \mu I_M,
$$

(3.255)
where equality (a) holds because \( \sum_{k=1}^{K} p_k = 1 \). It is obvious that \( \delta > \sigma_{11}^e \). As a result, we have

\[
(1-\delta\mu)I_M \leq I_M - \mu \mathcal{P}^T \mathcal{H}_{i-1} I \leq (1-\sigma_{11}^e \mu)I_M,
\] (3.256)

which implies that when the step-size is sufficiently small to satisfy

\[
\mu < 1/\delta,
\] (3.257)

it will hold that

\[
\left\| I_M - \mu \mathcal{P}^T \mathcal{H}_{i-1} I \right\|^2 \leq (1 - \sigma_{11}^e \mu_{\text{max}})^2.
\] (3.258)

On the other hand, we have

\[
\frac{1}{c^2} \| \mu \mathcal{P}^T \mathcal{H}_{i-1} \mathcal{X}_{R,u} \|^2 \\
\leq \frac{\mu^2}{c^2} \| \mathcal{P}^T \|^2 \| \mathcal{H}_{i-1} \|^2 \| \mathcal{X}_{R,u} \|^2 \\
\leq \frac{1}{c^2} \left( \sum_{k=1}^{K} p_k^2 \right) \delta^2 \| \mathcal{X}_{R,u} \|^2 \mu^2 \\
= \frac{\delta^2}{c^2 K} \| \mathcal{X}_{R,u} \|^2 \mu^2 \tag{3.259}
\]

where \( \sigma_{12}^e = \delta \| \mathcal{X}_R \|/(c\sqrt{K}) \) and the “=” sign in the third line holds because \( p_k = 1/N \).

Notice that \( \sigma_{12}^e \) is independent of \( \mu \). Substituting (3.258) and (3.259) into (3.253), we get

\[
\| \tilde{x}_i^e \|^2 \\
\leq \frac{1}{1-t} (1 - \sigma_{11}^e \mu)^2 \| \tilde{x}_{i-1}^e \|^2 + \frac{1}{t} (\sigma_{12}^e)^2 \mu^2 \| \tilde{x}_{i-1}^e \|^2 \\
= (1 - \sigma_{11}^e \mu) \| \tilde{x}_{i-1}^e \|^2 + \frac{(\sigma_{12}^e)^2}{\sigma_{11}^e} \mu \| \tilde{x}_{i-1}^e \|^2,
\] (3.260)

where we are selecting \( t = \sigma_{11}^e \mu \).

Next we check the second line of recursion (3.73), which amounts to

\[
\tilde{x}_i^e = -c \mathcal{X}_L T_{i-1}^e \mathcal{R}_1 \tilde{x}_{i-1}^e + (D_1 - \mathcal{X}_L T_{i-1}^e \mathcal{X}_R) \tilde{x}_{i-1}^e \\
= D_1 \tilde{x}_{i-1}^e - \mathcal{X}_L T_{i-1}^e (c \mathcal{R}_1 \tilde{x}_{i-1}^e + \mathcal{X}_R \tilde{x}_{i-1}^e).
\] (3.261)
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Squaring both sides of (3.261), and using Jensen’s inequality again,

\[
\| \tilde{x}_i^e \|^2 = \| D_1 \tilde{x}_{i-1} - \mathcal{X}_L \mathcal{T}_{i-1}^e (c \mathcal{R}_1 \tilde{x}_{i-1} + \mathcal{X}_R \tilde{x}_{i-1}) \|^2 \\
\leq \frac{\| D_1 \|^2}{t} \| \tilde{x}_{i-1}^e \|^2 + \frac{1}{1 - t} \| \mathcal{X}_L \mathcal{T}_{i-1}^e (c \mathcal{R}_1 \tilde{x}_{i-1} + \mathcal{X}_R \tilde{x}_{i-1}) \|^2 \\
\leq \frac{\| D_1 \|^2}{t} \| \tilde{x}_{i-1}^e \|^2 + \frac{2c^2}{1 - t} \| \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{R}_1 \|^2 \| \tilde{x}_{i-1}^e \|^2 \\
+ \frac{2}{1 - t} \| \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{X}_R \|^2 \| \tilde{x}_{i-1}^e \|^2.
\]

(3.262)

where \( t \in (0, 1) \). From Lemma 3.3 we have that \( \lambda \triangleq \| D_1 \| = \sqrt{\lambda_2(\hat{\mathcal{A}})} < 1 \). By setting \( t = \lambda \), we reach

\[
\| \tilde{x}_i^e \|^2 \leq \lambda \| \tilde{x}_{i-1}^e \|^2 + \frac{2c^2}{1 - \lambda} \| \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{R}_1 \|^2 \| \tilde{x}_{i-1}^e \|^2 \\
+ \frac{2}{1 - \lambda} \| \mathcal{X}_L \mathcal{T}_{i-1} \mathcal{X}_R \|^2 \| \tilde{x}_{i-1}^e \|^2.
\]

(3.263)

From the definition of \( \mathcal{T}_{i-1}^e \) in (3.72), we have

\[
\mathcal{T}_{i-1}^e = \mu \begin{bmatrix} \mathcal{H}_{i-1} & 0 \\ \mathcal{V} \mathcal{H}_{i-1} & 0 \end{bmatrix} = \mu \begin{bmatrix} I_M & 0 \\ \mathcal{V} & 0 \end{bmatrix} \begin{bmatrix} \mathcal{H}_{i-1} & 0 \\ 0 & \mathcal{H}_{i-1} \end{bmatrix} \triangleq \mathcal{T}_e,
\]

(3.264)

which implies that

\[
\| \mathcal{T}_{i-1}^e \|^2 \leq \mu^2 \| \mathcal{T}_e \|^2 \left( \max_{1 \leq k \leq K} \| H_{k,i-1} \|^2 \right) \leq \| \mathcal{T}_e \|^2 \delta^2 \mu^2.
\]

(3.265)

We also emphasize that \( \| \mathcal{T}_e \|^2 \) is independent of \( \mu \). With inequality (3.265), we further have

\[
c^2 \| \mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{R}_1 \|^2 \leq c^2 \mu^2 \| \mathcal{X}_L \|^2 \| \mathcal{T}_e \|^2 \| \mathcal{R}_1 \|^2 \delta^2 \\
\triangleq (\sigma_{21}^c)^2 \mu^2
\]

(3.266)

\[
\| \mathcal{X}_L \mathcal{T}_{i-1}^e \mathcal{X}_R \|^2 \leq \mu^2 \| \mathcal{X}_L \|^2 \| \mathcal{T}_e \|^2 \| \mathcal{X}_R \|^2 \delta^2 \\
\triangleq (\sigma_{22}^c)^2 \mu^2,
\]

(3.267)

notice that \( \| \mathcal{R}_1 \| = 1 \), \( \sigma_{21}^c \) and \( \sigma_{22}^c \) are defined as

\[
\sigma_{21}^c = c \| \mathcal{X}_L \| \| \mathcal{T}_e \| \delta, \quad \sigma_{22}^c = \| \mathcal{X}_L \| \| \mathcal{T}_e \| \| \mathcal{X}_R \| \delta.
\]

(3.268)
With (3.266) and (3.267), inequality (3.263) becomes
\[
\| \tilde{\mathbf{x}}_t \|_2^2 \leq \left( \lambda + \frac{2(\sigma_{22}^e)^2 \mu^2}{1 - \lambda} \right) \| \tilde{\mathbf{x}}_{t-1} \|_2^2 + \frac{2(\sigma_{21}^e)^2 \mu^2}{1 - \lambda} \| \tilde{\mathbf{x}}_{t-1} \|_2^2.
\] (3.269)

Combining (3.260) and (3.269), we arrive at the inequality recursion:
\[
\begin{bmatrix}
\| \tilde{\mathbf{x}}_t \|_2^2 \\
\| \tilde{\mathbf{x}}_{t-1} \|_2^2
\end{bmatrix} \preceq \begin{bmatrix}
1 - \sigma_{11}^e \mu & \frac{(\sigma_{12}^e)^2 \mu}{\sigma_{11}^e} \\
\frac{2(\sigma_{21}^e)^2 \mu^2}{1 - \lambda} & \lambda + \frac{2(\sigma_{22}^e)^2 \mu^2}{1 - \lambda}
\end{bmatrix} \begin{bmatrix}
\| \tilde{\mathbf{x}}_{t-1} \|_2^2 \\
\| \tilde{\mathbf{x}}_{t-2} \|_2^2
\end{bmatrix}.
\] (3.270)

From this point onwards, we follow exactly the same argument as in (3.166)–(3.191) to arrive at the conclusion in Theorem 3.3.

3.G Proof of Lemma 3.5

It is observed from expression (3.107) for \( E_d \) that one of the eigenvalues is \( 1 - \mu \sigma^2 \). It is easy to verify that when \( \mu \) satisfies (3.117), it holds that \(-1 < 1 - \mu \sigma^2 < 1\). Next, we check the other two eigenvalues. Let \( \theta \) denote a generic eigenvalue of \( E_d \). From the right-bottom \( 2 \times 2 \) block of \( E_d \) in (3.107), we know that \( \theta \) will satisfy the following characteristic polynomial
\[
\theta^2 - (2 - \mu \sigma^2) a \theta + (1 - \mu \sigma^2) a = 0,
\] (3.271)
where \( a \in (0, 1) \) is a combination weight (see the expression for \( A \) in (3.99)). Solving (3.271), the two roots are
\[
\theta_{1,2} = \frac{(2 - \mu \sigma^2) a \pm \sqrt{(2 - \mu \sigma^2)^2 a^2 - 4(1 - \mu \sigma^2) a}}{2}.
\] (3.272)

Let
\[
\Delta = (2 - \mu \sigma^2)^2 a^2 - 4(1 - \mu \sigma^2) a.
\] (3.273)

Based on the value of \( \mu \sigma^2 \) and \( a \), \( \Delta \) can be negative, zero, or positive. Recall from (3.117) that \( 0 < \mu \sigma^2 < 2 \). In that case, over the smaller interval \( 1 \leq \mu \sigma^2 < 2 \), it holds that \( (1 - \mu \sigma^2) \geq 0 \) and, from (3.273), \( \Delta > 0 \). For this reason, as indicated in cases 1 and 2 below, the scenarios corresponding to \( \Delta < 0 \) or \( \Delta = 0 \) can only occur over \( 0 < \mu \sigma^2 < 1 \):
Case 1: \( \Delta < 0 \). It can be verified that when
\[
1 - \mu \sigma^2 > 0, \quad \text{and} \quad a < \frac{4(1 - \mu \sigma^2)}{(2 - \mu \sigma^2)^2}, \tag{3.274}
\]
it holds that \( \Delta < 0 \). In this situation, both \( \theta_1 \) and \( \theta_2 \) are imaginary numbers with magnitude
\[
|\theta_1| = |\theta_2| = \frac{1}{4} ((2 - \mu \sigma^2)^2 a^2 + (-\Delta)) = (1 - \mu \sigma^2) a < 1, \tag{3.275}
\]
where the last inequality holds because \( 0 < \mu \sigma^2 < 1 \) (see (3.117) and (3.274)) and \( a \in (0, 1) \).

Case 2: \( \Delta = 0 \). It can be verified that when
\[
1 - \mu \sigma^2 > 0, \quad \text{and} \quad a = \frac{4(1 - \mu \sigma^2)}{(2 - \mu \sigma^2)^2}, \tag{3.276}
\]
it holds that \( \Delta = 0 \). In this situation, from (3.272) we have
\[
\theta_1 = \theta_2 = \frac{(2 - \mu \sigma^2) a}{2} < 1, \tag{3.277}
\]
where the last inequality holds because \( 0 < \mu \sigma^2 < 1 \) (see (3.117) and (3.274)) and \( a \in (0, 1) \).

Observe further that the upper bound on \( a \) in (3.274) is positive and smaller than one when \( 0 < \mu \sigma^2 < 1 \).

Case 3: \( \Delta > 0 \). It can be verified that when
\[
1 - \mu \sigma^2 > 0, \quad \text{and} \quad a > \frac{4(1 - \mu \sigma^2)}{(2 - \mu \sigma^2)^2}, \tag{3.278}
\]
or when \( 1 \leq \mu \sigma^2 < 2 \), it holds that \( \Delta > 0 \). In this situation, \( \theta \) is real and
\[
\theta_1 = \frac{(2 - \mu \sigma^2) a + \sqrt{(2 - \mu \sigma^2)^2 a^2 - 4(1 - \mu \sigma^2) a}}{2}, \tag{3.279}
\]
\[
\theta_2 = \frac{(2 - \mu \sigma^2) a - \sqrt{(2 - \mu \sigma^2)^2 a^2 - 4(1 - \mu \sigma^2) a}}{2}. \tag{3.280}
\]
Moreover, since \( (2 - \mu \sigma^2) a > 0 \), we have
\[
|\theta_2| < |\theta_1| = \theta_1. \tag{3.281}
\]

We regard \( \theta_1 \) as a function of \( a \), i.e., \( \theta_1 = f(a) \). It holds that \( f(a) \) is monotone increasing with \( a \). To prove it, note that
\[
f'(a) = \frac{2 - \mu \sigma^2}{2} + \frac{2(2 - \mu \sigma^2) a - 4(1 - \mu \sigma^2)}{4 \sqrt{\Delta}}. \tag{3.282}
\]
Now since
\[ \Delta = (2 - \mu \sigma^2)^2 a^2 - 4(1 - \mu \sigma^2) a > 0 \]
\[ \iff (2 - \mu \sigma^2)^2 a > 4(1 - \mu \sigma^2) \quad (\text{because } a > 0) \]
\[ \implies 2(2 - \mu \sigma^2)a > 4(1 - \mu \sigma^2), \] (3.283)
we conclude that \( f'(a) > 0 \). Since \( a < 1 \), it follows that
\[ \theta_1 = f(a) < f(1) = 1. \] (3.284)

In summary, when \( \mu \) satisfies (3.117), for any \( a \in (0, 1) \) it holds that all three eigenvalues of \( E_d \) stay within the unit-circle, which implies that \( \rho(E_d) < 1 \), and also \( \rho(E_d) < 1 \). As a result, \( \hat{z}_i \) in (3.116) will converge to 0. Since \( \hat{z}_i = 0 \) for any \( i \), we conclude that \( \tilde{z}_i \) converges to 0.

### 3.H Proof of Lemma 3.6

Similar to the arguments used to establish Lemma 3.4 and (3.110)–(3.116), the EXTRA error recursion (3.102) can also be divided into two separate recursions
\[ \tilde{Z}_e^i = \tilde{Z}_{i-1}^e, \quad \text{and} \quad \tilde{z}_i^e = E_e \tilde{z}_{i-1}^e, \] (3.285)
where \( E_e = E_e \otimes I_M \), and
\[ E_e = \begin{bmatrix} 1 - \mu^e \sigma^2 & 0 & 0 \\ 0 & a - \mu^e \sigma^2 & -\sqrt{2 - 2a} \\ 0 & (a - \mu^e \sigma^2) \sqrt{\frac{1-a}{2}} & a \end{bmatrix}. \] (3.286)

Also, since both \( \gamma_0^e \) and \( \gamma_1^e \) lie in the range(\( V \)), it can be verified that \( \tilde{Z}_0^e = 0 \). Therefore, we only focus on the convergence of \( \tilde{z}_i^e \). Let \( \theta^e \) denote a generic eigenvalue of \( E_e \). From the right-bottom \( 2 \times 2 \) block of \( E_e \) in (3.286), we know that \( \theta^e \) will satisfy the following characteristic polynomial
\[ (\theta^e)^2 - (2a - \mu^e \sigma^2) \theta^e + (a - \mu^e \sigma^2) = 0. \] (3.287)
Solving it, we have

$$\theta_{1,2}^e = \frac{2a - \mu^e \sigma^2 \pm \sqrt{(2a - \mu^e \sigma^2)^2 - 4(a - \mu^e \sigma^2)}}{2}. \quad (3.288)$$

Now we suppose $\mu^e \sigma^2 \geq a + 1$ as noted in (3.118), it then follows that

$$a - \mu^e \sigma^2 \leq -1 \quad (3.289)$$

and hence both $\theta_1^e$ and $\theta_2^e$ are real numbers with

$$\theta_1^e = \frac{2a - \mu^e \sigma^2 + \sqrt{(2a - \mu^e \sigma^2)^2 + 4(\mu^e \sigma^2 - a)}}{2}, \quad (3.290)$$

$$\theta_2^e = \frac{2a - \mu^e \sigma^2 - \sqrt{(2a - \mu^e \sigma^2)^2 + 4(\mu^e \sigma^2 - a)}}{2}. \quad (3.291)$$

Moreover, with $\mu^e \sigma^2 \geq a + 1$ we further have

$$2a - \mu^e \sigma^2 \leq a - 1 < 0, \quad (3.292)$$

which implies that

$$|\theta_2^e| = \frac{\mu^e \sigma^2 - 2a + \sqrt{(2a - \mu^e \sigma^2)^2 + 4(\mu^e \sigma^2 - a)}}{2} > 1, \quad (3.293)$$

where the last inequality holds because of (3.289) and (3.292). Therefore, when $\mu^e$ is chosen such that $\mu^e \sigma^2 \geq 1 + a$, there always exists one eigenvalue $\theta^e$ such that $|\theta^e| > 1$ which implies that $\tilde{z}_i^e$ diverges, and so does $\tilde{z}_i^e$. \[120\]
CHAPTER 4

Exact Diffusion For Distributed Adaptation and Online Learning

4.1 Introduction

This chapter considers stochastic optimization problems where a collection of \( K \) networked agents work cooperatively to solve an aggregate optimization problem of the form:

\[
    w^* = \arg\min_{w \in \mathbb{R}^M} \sum_{k=1}^{K} J_k(w), \quad \text{where} \quad J_k(w) = \mathbb{E} Q(w; x_k)
\]  

(4.1)

The local risk function \( J_k(w) \) held by agent \( k \) is assumed to be differentiable and \( \nu \)-strongly convex, and it is constructed as the expectation of some loss function \( Q(w; x_k) \). The random variable \( x_k \) represents the streaming data received by agent \( k \), and the expectation in \( J_k(w) \) is over the distribution of \( x_k \). While the cost functions \( J_k(w) \) may have different local minimizers, all agents seek to determine the common global solution \( w^* \) under the constraint that agents can only communicate with their direct neighbors. Problem (4.1) can find applications in a wide range of areas including wireless sensor networks [20, 21], distributed statistical learning [13], and distributed adaptation and learning [1, 4, 14].

There are several techniques that can be used to solve problems of the type (4.1) such as diffusion [1, 4] and consensus (also known as decentralized gradient descent) [5, 9, 141, 142] strategies. The latter class of strategies has been shown to be particularly well-suited for stochastic and adaptive learning scenarios from streaming data due to their enhanced stability range over other methods, as well as their ability to track drifts in the underlying models and statistics [1, 4]. We therefore focus on this class of algorithms since we are mainly interested in methods that are able to learn and adapt from data. For example, the
adapt-then-combine (ATC) formulation \cite{1,4} of diffusion takes the following form:

\[
\psi_{k,i} = w_{k,i} - 1 - \mu \nabla Q(w_{k,i-1}; x_{k,i}), \quad \text{(Adapt)} \tag{4.2}
\]

\[
w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}, \quad \text{(Combine)} \tag{4.3}
\]

where the subscript \(k\) denotes the agent index and \(i\) denotes the iteration index. The variable \(x_{k,i}\) is the data realization observed by agent \(k\) at iteration \(i\). The nonnegative scalar \(a_{\ell k}\) is the weight used by agent \(k\) to scale information received from agent \(\ell\), \(N_k\) is the set of neighbors of agent \(k\) (including \(k\) itself), and it is required that \(\sum_{\ell \in N_k} a_{\ell k} = 1\) for any \(k\).

In (4.2)–(4.3), variable \(\psi_{k,i}\) is an intermediate estimate for \(w^*\) at agent \(k\), while \(w_{k,i}\) is the updated estimate. Note that step (4.2) uses the gradient of the loss function, \(Q(\cdot)\), rather than the gradient of its expected value \(J_k(w)\). This is because the statistical properties of the data are not known beforehand. If \(J_k(w)\) were known, then we could use its gradient vector in (4.2). In that case, we would refer to the resulting method as a deterministic rather than stochastic solution. Throughout this chapter, we employ a constant step-size \(\mu\) to enable continuous adaptation and learning in response to drifts of the global minimizer due to changes in the statistical properties of the data. The adaptation and tracking abilities are crucial in many applications, as already explained in \cite{1}.

Previous studies have shown that both consensus and diffusion methods are able to solve problems of the type (4.1) well for sufficiently small step-sizes. That is, the squared error \(E\|\tilde{w}_{k,i}\|^2\) approaches a small neighborhood around zero for all agents, where \(\tilde{w}_{k,i} = w^* - w_{k,i}\). These methods do not converge to the exact minimizer \(w^*\) of (4.1) but rather approach a small neighborhood around \(w^*\) with a small steady-state bias under both stochastic and deterministic optimization scenarios. For example, in deterministic settings where the individual costs \(J_k(w)\) are known, it is shown in \cite{1,14} that the squared errors \(\|\tilde{w}_{k,i}\|^2\) generated by the diffusion iterates converge to a \(O(\mu^2)\)-neighborhood. Note that, in the deterministic case, this inherent limiting bias is not due to any gradient noise arising from stochastic approximations; it is instead due to the update structure in diffusion and consensus implementations — see the explanations in Sec. III.B in \cite{15}. For stochastic optimization problems, on the other hand, the size of the bias is \(O(\mu)\) rather than \(O(\mu^2)\) because of the gradient noise.
When high precision is desired, especially in deterministic optimization problems, it would be preferable to remove the $O(\mu^2)$ bias altogether. Motivated by these considerations, the works \[15,16\] showed that a simple correction step inserted between the adaptation and combination steps (4.2) and (4.3) is sufficient to ensure exact convergence of the algorithm to $w^*$ by all agents — see expression (4.10) further ahead. In this way, the $O(\mu^2)$ bias is removed completely, and the convergence rate is also improved.

While the correction of the second order $O(\mu^2)$ bias is critical in the deterministic setting, it is not clear whether it can help in the stochastic and adaptive settings. This motivates us to study exact diffusion under these settings in this paper and compare against standard diffusion. To this end, we carry out a higher-order analysis of the error dynamics for both methods, and derive their steady-state performance as an expansion in the first two powers of the step-size parameter, i.e., $\mu$ and $\mu^2$. In contrast, traditional analysis for diffusion and consensus focus mainly on performance expressions that depend on a first-order expansion in $\mu$ \([1,4]\). Our analysis will reveal conditions under which bias correction improves the performance of diffusion.

### 4.1.1 Main Results

In particular, we will prove in Theorem 4.1 that, with small step-sizes, the exact diffusion strategy will converge exponentially fast, at a rate $\rho = 1 - O(\mu \nu)$, to a neighborhood around $w^*$ where $\nu$ is the strong convexity constant. Moreover, the size of the neighborhood will be characterized as

$$
\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} E \|\tilde{w}_{k,i}\|_{ed}^2 = O \left( \frac{\mu \sigma^2}{K} + \frac{\mu^2 \sigma^2}{1 - \lambda} \right)
$$

where the quantity $\sigma^2$ is a measure of the variance of the gradient noise, and $\lambda \in (0,1)$ is the second largest magnitude of the eigenvalues of the combination matrix $A = [a_{tk}]$ which reflects the level of network connectivity. The subscript ed indicates that $w_{k,i}$ is generated by the exact diffusion method. In comparison, we will show that the traditional diffusion
strategy converges at a similar rate albeit to the following neighborhood:

$$\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \| \tilde{w}_{k,i} \|_{d}^{2} = O \left( \frac{\mu \sigma^{2}}{K} + \frac{\mu^{2} \lambda^{2} \sigma^{2}}{1 - \lambda} + \frac{\mu^{2} \lambda^{2} b^{2}}{(1 - \lambda)^{2}} \right)$$

(4.5)

where the subscript \(d\) indicates that \(w_{k,i}\) is generated by the diffusion method (4.2)–(4.3), and

$$b^{2} = (1/K) \sum_{k=1}^{K} \| \nabla J_{k}(w^{*}) \|^{2}$$

(4.6)

is a bias constant independent of the gradient noise. Observe that the expressions on the right-hand side of (4.4) and (4.5) depend on \(\mu\) and \(\mu^{2}\). These are therefore more refined performance expressions, which are more challenging to derive than earlier expressions that just depend on \(\mu\) (see [1,4,5,9,14,141]). The terms that depend on \(\mu^{2}\) in (4.4) and (4.5) help reveal the following important insights that arise from using the exact diffusion strategy.

First, it is obvious that diffusion suffers from an additional bias term \(\mu^{2} \lambda^{2} b^{2} / (1 - \lambda)^{2}\), which is independent of the gradient noise \(\sigma^{2}\), while exact diffusion removes it completely. In the deterministic setting when the gradient noise \(\sigma^{2} = 0\), it is observed from (4.4) and (4.5) that diffusion converges to an \(O(\mu^{2})\)-neighborhood around the global solution \(w^{*}\) while exact diffusion converges exactly to \(w^{*}\). This result is consistent with [1,4,16].

Second, it is further observed that the performance of diffusion and exact diffusion differs only on the \(O(\mu^{2})\) terms inside (4.4) and (4.5). When the step-size is moderately small so that these \(O(\mu^{2})\) terms are non-negligible, the superiority of exact diffusion or diffusion will highly depend on the network topology. In particular, when the network topology is sparsely-connected (in which case \(\lambda\) approaches 1), the bias term \(\mu^{2} \lambda^{2} b^{2} / (1 - \lambda)^{2}\) will be significantly large and the correction of this term will greatly improve the steady-state performance. It should be emphasized that the bias-correction property of exact diffusion is particularly critical for large-scale linear or cyclic networks where \(1 - \lambda = O(1/K^{2})\) and grid networks where \(1 - \lambda = O(1/K)\) since the bias term will grow rapidly on these network topologies as the size \(K\) increases. On the other hand, when the network is well-connected (in which case \(\lambda\) approaches 0), one can find that the \(O(\mu^{2})\) terms in diffusion (4.5) diminishes while the \(O(\mu^{2})\) term in exact diffusion (4.4) still exists. This implies that for well connected
Figure 4.1: Performance of Exact Diffusion and Diffusion under different scenarios

networks and moderately-small step-sizes, diffusion will perform better than exact diffusion.
The comparison between (4.4) and (4.5) provides guidelines on the proper choice of diffusion
or exact diffusion in various application scenarios.

Third, the difference between exact diffusion and diffusion will vanish as the step-size $\mu$
approaches 0. This is because $O(\mu\sigma^2/K)$ will dominate the $O(\mu^2)$ terms when $\mu$ is sufficiently
small. The “sufficiently” small $\mu$ can be roughly characterized as $\mu \leq c(1 - \lambda)^{2+x}$, where $x$
is any positive constant. This shows that diffusion and exact diffusion have the same upper
bound for the steady-state performance (ignoring higher order step-sizes). However, sharing
the same upper bound may not necessarily imply both algorithms perform the same. To
more accurately characterize the steady-state performance of diffusion and exact diffusion
when $\mu$ is sufficiently small, we shall establish the precise MSD expression defined as [1]

$$MSD = \mu \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu K} \sum_{k=1}^{K} \mathbb{E} \| \tilde{w}_{k,i} \|^2 \right)$$

(4.7)

for exact diffusion and find that it matches that of diffusion:

$$MSD_{ed} = MSD_d = \frac{\mu}{2K} \text{Tr} \left\{ \left( \sum_{k=1}^{K} H_k \right)^{-1} \left( \sum_{k=1}^{K} S_k \right) \right\},$$

(4.8)

where $H_k = \nabla^2 J_k(w^\star)$ and $S_k$ is the covariance matrix of gradient noise. Obviously, the
MSD expression (4.7) is exact to first order in $\mu$ and ignores all higher-order terms. Equality

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Network</th>
<th>Diffusion</th>
<th>Exact Diffusion</th>
<th>Better Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b^2 = 0, \sigma^2 \neq 0$</td>
<td>Sparse ($\lambda \to 1$)</td>
<td>$O(\mu\sigma^2 + \frac{\mu^2\sigma^2}{1-\lambda})$</td>
<td>$O(\mu\sigma^2 + \frac{\mu^2\sigma^2}{1-\lambda})$</td>
<td>Similar performance</td>
</tr>
<tr>
<td></td>
<td>Dense ($\lambda \to 0$)</td>
<td>$O(\mu\sigma^2)$</td>
<td>$O(\mu\sigma^2 + \frac{\mu^2\sigma^2}{1-\lambda})$</td>
<td>Diffusion</td>
</tr>
<tr>
<td>$b^2 \neq 0, \sigma^2 = 0$</td>
<td>Sparse ($\lambda \to 1$)</td>
<td>$O(\frac{\mu^2\sigma^2}{1-\lambda})$</td>
<td>0</td>
<td>Exact diffusion</td>
</tr>
<tr>
<td></td>
<td>Dense ($\lambda \to 0$)</td>
<td>$O(\mu\sigma^2)$</td>
<td>0</td>
<td>Exact diffusion</td>
</tr>
<tr>
<td>$b^2 \neq 0, \sigma^2 \neq 0$</td>
<td>Sparse ($\lambda \to 1$)</td>
<td>$O(\mu\sigma^2 + \frac{\mu^2\sigma^2}{1-\lambda} + \frac{\mu^2\delta^2}{(1-\lambda)^2})$</td>
<td>$O(\mu\sigma^2 + \frac{\mu^2\sigma^2}{1-\lambda})$</td>
<td>Exact diffusion</td>
</tr>
<tr>
<td></td>
<td>Dense ($\lambda \to 0$)</td>
<td>$O(\mu\sigma^2)$</td>
<td>$O(\mu\sigma^2 + \frac{\mu^2\sigma^2}{1-\lambda})$</td>
<td>Diffusion</td>
</tr>
</tbody>
</table>

$\dagger$ Exact diffusion performs better unless $\lambda = 0$
(4.8) states that when $\mu$ is sufficiently small, both diffusion and exact diffusion perform exactly the same during the steady-state stage. The main results derived in this chapter are summarized in Fig. 4.1 where we omit constant $K$ for clarity.

4.1.2 Related work

In addition to exact diffusion, there exist some other useful bias-correction methods such as EXTRA [75, 91], gradient-tracking methods [93, 97, 98, 143, 144], Aug-DGM [95, 96] and NIDS [106]. All these methods converge linearly to the exact solution under the deterministic setting, but their performance (especially their advantage over diffusion or consensus) in the stochastic and adaptive settings remains unexplored and/or unclear. The recent work [2] studies the gradient-tracking method (referred to as DIGing in [93]) under the stochastic setting and shows that it can outperform the decentralized gradient descent (DGD) [5, 9] via numerical simulations. However, it does not analytically discuss when and why bias-correction methods can outperform consensus. Similarly, the work [3] also studies the stochastic gradient-tracking method [97, 98] and shows that it converges linearly around a neighborhood of the minimizer. No comparison with diffusion or consensus is presented in [3]. Another useful work is [145], which establishes the convergence property of exact diffusion with decaying step-sizes in the stochastic and non-convex setting. It proves exact diffusion is less sensitive to the data variance across the network than diffusion and is therefore endowed with a better convergence rate when the data variance is large. Different from [145], our bound in (4.5) shows that even small data variances (i.e., $b^2$) can be significantly amplified by a bad network connectivity – see the example graph topologies discussed in Sec. 4.4.2. This observation implies that the superiority of exact diffusion does not just rely on its robustness to data variance, but more importantly, on the network connectivity as well. In addition, different from the works [2, 145], which claim or suggest that the gradient-tracking method [2] or exact diffusion [145] always converges better than traditional DGD or diffusion, our current work disproves this statement and clarifies analytically that there are important scenarios where exact diffusion performs similarly or even worse than diffusion. Simulations also suggest that gradient tracking methods [2, 3] may also degrade the perfor-
mance of traditional diffusion, which was not explored prior to this work. Finally, we remark that work [146] showed that diffusion outperforms traditional primal-dual methods in the stochastic setting for \( b^2 = 0 \) and quadratic problems only, and is hence more restricted than our result. Our results recover this case (see Remark 4.2) and show that exact diffusion, which is also a primal-dual method, can outperform diffusion when \( b^2 \neq 0 \).

**Notation.** Throughout the paper we use \( \text{col}\{x_1, \cdots, x_K\} \) or \( \text{col}\{x_k\}_{k=1}^K \) and \( \text{diag}\{x_1, \cdots, x_K\} \) or \( \text{diag}\{x_k\}_{k=1}^K \) to denote a column vector and a diagonal matrix formed from \( x_1, \cdots, x_K \). The notation \( 1_K = \text{col}\{1, \cdots, 1\} \in \mathbb{R}^K \) and \( I_K \in \mathbb{R}^{K \times K} \) is an identity matrix. The Kronecker product is denoted by “\( \otimes \)”. For two matrices \( X \) and \( Y \), the notation \( X \geq Y \) denotes \( X - Y \) is nonnegative.

### 4.2 Exact Diffusion Strategy

The exact diffusion strategy from [15, 16] was originally proposed to solve deterministic optimization problems. We adapt it to solve stochastic optimization problems by replacing the gradient of the local cost \( J_k(w) \) by the stochastic gradient of the corresponding loss function. That is, we now use:

\[
\psi_{k,i} = w_{k,i-1} - \mu \nabla Q(w_{k,i-1}; x_{k,i}), \quad \text{(Adapt)} \tag{4.9}
\]

\[
\phi_{k,i} = \psi_{k,i} + w_{k,i-1} - \psi_{k,i-1}, \quad \text{(Correct)} \tag{4.10}
\]

\[
w_{k,i} = \sum_{\ell \in N_k} \bar{a}_{\ell k} \phi_{\ell,i}. \quad \text{(Combine)} \tag{4.11}
\]

For the initialization, we let \( w_{k,-1} = \psi_{k,-1} = 0 \). Observe that the fusion step (4.11) now employs the corrected iterates from (4.10) rather than the intermediate iterates from (4.9). Note that the weight \( \bar{a}_{\ell k} \) is different from \( a_{\ell k} \) used in the diffusion recursion (4.3). If we let \( A = [a_{\ell k}] \in \mathbb{R}^{K \times K} \) and \( \bar{A} = [\bar{a}_{\ell k}] \in \mathbb{R}^{K \times K} \) denote the combination matrices used in diffusion and exact diffusion respectively, then the relation between them is \( \bar{A} = (A + I_K)/2 \). In the paper, we assume \( A \) (and, hence, \( \bar{A} \)) to be symmetric and doubly stochastic (see Assumption 4.2).

As explained in [15, 16], exact diffusion is essentially a primal-dual method. To rewrite
the update (4.9)–(4.11) in a compact primal-dual form, we collect the iterates and gradients from across the network into global vectors. Specifically, we introduce

\[ W_i = \text{col}\{w_{k,i}\}_{k=1}^K \in \mathbb{R}^{KM}, \]  

(4.12)

\[ \nabla Q(W_{i-1}; x) = \text{col}\{\nabla Q(w_{k,i-1}; x_{k,i})\}_{k=1}^K \in \mathbb{R}^{KM}, \]  

(4.13)

\[ \mathcal{A} = A \otimes I_M, \text{ and } \bar{\mathcal{A}} = (\mathcal{A} + I_{KM})/2. \]  

Since the combination matrix \( \bar{\mathcal{A}} \) is symmetric and doubly stochastic, it holds that \( I - \bar{\mathcal{A}} \) is positive semi-definite. By introducing the eigen-decomposition \( I - \bar{\mathcal{A}} = U\Sigma U^T \) and defining \( V = U\Sigma^{1/2}U^T \in \mathbb{R}^{K \times K}, \) where \( \Sigma \) is a non-negative diagonal matrix, we know that \( V \) is also positive semi-definite and \( V^2 = I - \bar{\mathcal{A}}. \) We further let \( \mathcal{Y} = V \otimes I_M, \) which implies \( \mathcal{Y}^2 = I_{KM} - \bar{\mathcal{A}}. \) With these relations, it can be verified\(^1\) that recursion (4.9)–(4.11) is equivalent to \([15]\)

\[
\begin{align*}
W_i &= \bar{\mathcal{A}}(W_{i-1} - \mu \nabla Q(W_{i-1}; x_i)) - \mathcal{Y}y_{i-1}, \\
y_i &= y_{i-1} + \mathcal{Y}W_i,
\end{align*}
\]  

(4.14)

for \( i \geq 0 \) with \( y_{-1} = 0 \) where \( y_i \in \mathbb{R}^{KM} \) is a dual variable. The analysis in \([15,16]\) explains how the correction term in (4.10) guarantees exact convergence to \( w^* \) by all agents in deterministic optimization problems where the true gradient \( \nabla J_k(w) \) is available. In the following sections, we examine the convergence of exact diffusion in the stochastic setting.

### 4.3 Error Dynamics of Exact Diffusion

To establish the error dynamics of exact diffusion, we first introduce some standard assumptions. These assumptions are common in the literature (e.g, \([1,2]\)).

**Assumption 4.1 (Conditions on cost functions)** Each \( J_k(w) \) is \( \nu \)-strongly convex and twice differentiable, and its Hessian matrix satisfies

\[
\nu I_M \leq \nabla^2 J_k(w) \leq \delta I_M, \quad \forall \ k
\]  

(4.15)

where \( \delta \geq \nu > 0. \)

\(^1\)To verify it, one can substitute the second recursion in (4.14) into the first recursion to remove \( y_i \) and arrive at (4.9)–(4.11).
We remark that the twice differentiability assumption is necessary to derive the MSD expression in Sec. 4.5.

**Assumption 4.2 (Conditions on combination matrix)** The network is undirected and strongly connected, and the combination matrix $A$ is symmetric and doubly stochastic, i.e., it satisfies $A = A^T$, $A1_K = 1_K$.

Assumption 4.2 implies that $\bar{A} = (I + A)/2$ is also symmetric and doubly-stochastic. Since the network is strongly connected, it holds that $1 = \lambda_1(\bar{A}) > \lambda_2(\bar{A}) \geq \cdots \geq \lambda_K(\bar{A}) > 0$.

To establish the optimality condition for problem (4.1), we introduce the following notation:

$$ w = \text{col}\{w_1, \cdots, w_K\} \in \mathbb{R}^{KM}, \quad (4.16) $$

$$ \nabla J(w) = \text{col}\{\nabla J_1(w_1), \cdots, \nabla J_K(w_K)\} \in \mathbb{R}^{KM}, \quad (4.17) $$

where $w_k$ in (4.16) is the $k$-th block entry of vector $w$. With the above notation, the following lemma from [16] states the optimality condition for problem (4.1).

**Lemma 4.1 (Optimality Condition)** Under Assumption 4.1, if some block vectors $(w^*, y^*)$ exist that satisfy:

$$ \mu A \nabla J(w^*) + V y^* = 0, \quad (4.18) $$

$$ V w^* = 0. \quad (4.19) $$

then it holds that each block entries in $w^*$ satisfy:

$$ w_1^* = w_2^* = \cdots = w_N^* = w^* \quad (4.20) $$

where $w^*$ is the unique solution to problem (4.1).

4.3.1 Error Dynamics

We define the gradient noise at agent $k$ as

$$ s_{k,i}(w_{k,i-1}) \triangleq \nabla Q(w_{k,i-1}; x_{k,i}) - \nabla J_k(w_{k,i-1}) \quad (4.21) $$
and collect them into the network vector
\[ s_i(w_{i-1}) = \text{col}\{s_{i,i}(w_{1,i-1}), \ldots, s_{K,i}(w_{K,i-1})\} \quad (4.22) \]
\[ \nabla J(w_{i-1}) = \text{col}\{\nabla J_1(w_{1,i-1}), \ldots, \nabla J_K(w_{K,i-1})\} \quad (4.23) \]

It then follows that
\[ \nabla Q(w_{i-1}; x_i) = \nabla J(w_{i-1}) + s_i(w_{i-1}). \quad (4.24) \]

Next, we introduce the error vectors
\[ \tilde{w}_i = w^* - w_i, \quad \tilde{y}_i = y^* - y_i \quad (4.25) \]
where \((w^*, y^*)\) are optimal solutions satisfying (3.1)–(3.2). By combining (4.14), (3.1), (3.2), (4.24) and (4.25), we reach
\[
\begin{cases}
\tilde{w}_i = \bar{A}[\tilde{w}_{i-1} + \mu(\nabla J(w_{i-1}) - \nabla J(w^*))] \\
-\mathcal{V}\tilde{y}_{i-1} + \mu\bar{A}s_i(w_{i-1}), \\
\tilde{y}_i = \tilde{y}_{i-1} + \mathcal{V}\tilde{w}_i. 
\end{cases} \quad (4.26)
\]

Since each \(J_k(w)\) is twice-differentiable (see Assumption 3.1), we can appeal to the mean-value theorem from Lemma D.1 in [1], which allows us to express each difference in (4.26) in terms of Hessian matrices for any \(k = 1, 2, \ldots, N\):
\[ \nabla J_k(w_{k,i-1}) - \nabla J_k(w^*) = -H_{k,i-1}\tilde{w}_{k,i-1}, \]
where \(H_{k,i-1} \triangleq \int_0^1 \nabla^2 J_k(w^* - r\tilde{w}_{k,i-1}) \, dr \in \mathbb{R}^{M \times M} \). We introduce the block diagonal matrix
\[ \mathcal{H}_{i-1} \triangleq \text{diag}\{H_{1,i-1}, H_{2,i-1}, \ldots, H_{K,i-1}\} \quad (4.27) \]
so that
\[ \nabla J(w_{i-1}) - \nabla J(w^*) = -\mathcal{H}_{i-1}\tilde{w}_{i-1}. \quad (4.28) \]

Substituting (4.28) into the first recursion in (4.26), we reach
\[
\begin{cases}
\tilde{w}_i = \bar{A}(I_{KM} - \mu\mathcal{H}_{i-1})\tilde{w}_{i-1} - \mathcal{V}\tilde{y}_{i-1} + \mu\bar{A}s_i(w_{i-1}), \\
\tilde{y}_i = \tilde{y}_{i-1} + \mathcal{V}\tilde{w}_i. 
\end{cases} \quad (4.29) \]
Next, if we substitute the first recursion in (4.29) into the second one, and recall that \( \mathcal{V}^2 = I_{KM} - \mathcal{A} \), we reach the following error dynamics.

**Lemma 4.2 (Error Dynamics)** Under Assumption 3.1, the error dynamics for the exact diffusion recursions (4.9)–(4.11) is as follows

\[
\begin{bmatrix}
\tilde{w}_i \\
\tilde{v}_i
\end{bmatrix}
= \begin{bmatrix}
\mathcal{A} & -\mathcal{V} \\
\mathcal{V} \mathcal{A} & -\mathcal{A}
\end{bmatrix}
\left( I_{2KM} - \mu \begin{bmatrix}
\mathcal{H}_{i-1} & 0 \\
0 & 0
\end{bmatrix} \right)
\begin{bmatrix}
\tilde{w}_{i-1} \\
\tilde{v}_{i-1}
\end{bmatrix}
\triangleq \mathcal{B}_{i-1}
\]

\[
+ \mu \begin{bmatrix}
\mathcal{A} \\
\mathcal{V} \mathcal{A}
\end{bmatrix} \mathcal{s}_i(\mathcal{W}_{i-1}),
\]

and \( \mathcal{H}_i \) is defined in (4.27).

**4.3.2 Transformed Error Dynamics**

The direct convergence analysis of recursion (4.30) is challenging. To facilitate the analysis, we identify a convenient change of basis and transform (4.30) into another equivalent form that is easier to handle. To this end, we introduce a fundamental decomposition from [16] here.

**Lemma 4.3 (Fundamental Decomposition)** Under Assumptions 3.1 and 4.2, the matrix \( \mathcal{B} \) defined in (4.30) can be decomposed as

\[
\mathcal{B} = \begin{bmatrix}
\mathcal{R}_1 & \mathcal{R}_2 \\
\mathcal{X}
\end{bmatrix} \begin{bmatrix}
I_M & 0 & 0 \\
0 & I_M & 0 \\
0 & 0 & \mathcal{D}_1
\end{bmatrix}
\begin{bmatrix}
\mathcal{L}^T_1 \\
\mathcal{L}^T_2 \\
\frac{1}{c} \mathcal{X}_L
\end{bmatrix}
\]

\[
\begin{bmatrix}
\mathcal{N}^{-1}
\end{bmatrix}
\]

(4.31)

where \( c \) can be any positive constant, and \( \mathcal{D} \in \mathbb{R}^{2KM \times 2KM} \) is a diagonal matrix. Moreover,
we have

\[ R_1 = \begin{bmatrix} I \\ 0 \end{bmatrix} \in \mathbb{R}^{2KM \times M}, \quad R_2 = \begin{bmatrix} 0 \\ I \end{bmatrix} \in \mathbb{R}^{2KM \times M}, \quad (4.32) \]

\[ L_1 = \begin{bmatrix} \frac{1}{K} I \\ 0 \end{bmatrix} \in \mathbb{R}^{2KM \times M}, \quad L_2 = \begin{bmatrix} 0 \\ \frac{1}{K} I \end{bmatrix} \in \mathbb{R}^{2KM \times M}, \quad (4.33) \]

\( \mathcal{X}_R \in \mathbb{R}^{2KM \times (K-1)M}, \mathcal{X}_L \in \mathbb{R}^{2(K-1)M \times KM}. \) where \( I = 1_K \otimes I_M \in \mathbb{R}^{KM \times M}. \) Also, the matrix \( D_1 \) is a diagonal matrix with complex entries. The magnitudes of the diagonal entries in \( D_1 \) are all strictly less than 1.

By multiplying \( \mathcal{X}^{-1} \) to both sides of the error dynamics (4.30) and simplifying we arrive at the following result.

**Lemma 4.4 (Transformed Error Dynamics)** Under Assumption 3.1 and 4.2, the transformed error dynamics for exact diffusion recursions (4.9)–(4.11) is as follows

\[
\begin{bmatrix}
\tilde{z}_i \\
\tilde{\tilde{z}}_i
\end{bmatrix} = \begin{bmatrix}
I_M - \frac{\mu}{K} \sum_{k=1}^{K} H_{k,i-1} & -\frac{e\mu I^T H_{i-1} \mathcal{X}_{R,u}}{K} \\
-\frac{\mu}{c} D_1 \mathcal{X}_L T_{i-1} R_1 & D_1 - \mu D_1 \mathcal{X}_L T_{i-1} \mathcal{X}_R 
\end{bmatrix} \begin{bmatrix}
\tilde{z}_{i-1} \\
\tilde{\tilde{z}}_{i-1}
\end{bmatrix} + \mu \begin{bmatrix}
\frac{1}{K} I^T \\
\frac{1}{c} D_1 \mathcal{X}_L B_{\ell}
\end{bmatrix} s_i(W_{i-1}). \quad (4.34)
\]

where \( \mathcal{X}_{R,u} \in \mathbb{R}^{KM \times (K-1)M} \) is the upper part of matrix \( \mathcal{X}_R = [\mathcal{X}_{R,u}; \mathcal{X}_{R,d}]. \) The relation between the original and transformed error vectors are

\[
\begin{bmatrix}
\tilde{\mathcal{W}}_i \\
\tilde{\mathcal{Y}}_i
\end{bmatrix} = \begin{bmatrix}
R_1 & c \mathcal{X}_R 
\end{bmatrix} \begin{bmatrix}
\tilde{z}_i \\
\tilde{\tilde{z}}_i
\end{bmatrix}. \quad (4.35)
\]

\[ \blacksquare \]

### 4.4 Mean-square Convergence

Using the transformed error dynamics derived in (4.34), we can now analyze the mean-square convergence of exact diffusion (4.9)–(4.11) in the stochastic and adaptive setting. To begin
with, we introduce the filtration\[ F_{i-1} = \text{filtration}\{w_{k,-1}, w_{k,0}, \cdots, w_{k,i-1}, \text{ all } k\}. \tag{4.36} \]

The following assumption is standard on the gradient noise process (see [1,2]) and is satisfied in many situations of interest such as linear and logistic regression problems.

**Assumption 4.3 (Conditions on gradient noise)** It is assumed that the first and second-order conditional moments of the individual gradient noises for any \( k \) and \( i \) satisfy

\[
\mathbb{E}[s_{k,i}(w_{k,i-1})|F_{i-1}] = 0, \tag{4.37}
\]

\[
\mathbb{E}[\|s_{k,i}(w_{k,i-1})\|^2|F_{i-1}] \leq \beta_k^2 \|\tilde{w}_{k,i-1}\|^2 + \sigma_k^2 \tag{4.38}
\]

for some constants \( \beta_k \) and \( \sigma_k \). Moreover, we assume the \( s_{k,i}(w_{k,i-1}) \) are independent of each other for any \( k, i \) given \( F_{i-1} \).

With Assumption 4.3, it can be verified that

\[
\mathbb{E}[s_i(w_{i-1})|F_{i-1}] = 0, \quad \forall \ i, \tag{4.39}
\]

\[
\mathbb{E}\left[\left\|\frac{1}{K}\sum_{k=1}^{K} s_{k,i}(w_{k,i-1})\right\|^2|F_{i-1}\right] \leq \frac{\beta^2}{K} \|\tilde{w}_{i-1}\|^2 + \frac{\sigma^2}{K} \tag{4.40}
\]

where \( \beta^2 \triangleq \max_k \{\beta_k^2\}/K \) and \( \sigma^2 \triangleq \sum_{k=1}^{K} \sigma_k^2/K \).

**Theorem 4.1 (Mean-Square Convergence)** Under Assumptions 3.1–4.3, if the step-size \( \mu \) satisfies

\[
\mu \leq \frac{(1 - \lambda)\nu}{(32 + 16c_1c_2 + 8\sqrt{c_1c_2})(\delta^2 + \beta_{\text{max}}^2)} = O\left(\frac{(1 - \lambda)\nu}{\delta^2 + \beta_{\text{max}}^2}\right) \tag{4.41}
\]

where \( \lambda = \max\{|\lambda_2(A)|, |\lambda_K(A)|\} \), \( \beta_{\text{max}}^2 = \max_k \{\beta_k^2\} \), and \( c_1, c_2 \) are constants defined in (4.96), then the \( w_{k,i} \) generated by exact diffusion recursion (4.14) converges exponentially fast to a neighborhood around \( w^* \). The convergence rate is \( \rho = 1 - O(\mu\nu) \), and the size of the neighborhood can be characterized as follows:

\[
\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \mathbb{E}\|\tilde{w}_{k,i}\|^2 = O\left(\frac{\mu\sigma^2}{K\nu} + \frac{\delta^2}{\nu^2} + \frac{\mu^2\sigma^2}{1 - \lambda}\right) \tag{4.42}
\]
Proof. See Appendix 4.A.

Theorem 4.1 indicates that when $\mu$ is smaller than a specified upper bound, the exact diffusion over adaptive networks is stable. The theorem also provides a bound on the size of the steady-state mean-square error. To compare exact diffusion with diffusion, we examine the mean-square convergence property of diffusion as well.

Lemma 4.5 (Mean-square stability of Diffusion) Under Assumptions 3.1–4.3, if $\mu$ satisfies

$$
\mu \leq \frac{(1 - \lambda)\nu}{(12 + 4e_1e_2 + \sqrt{6}e_1e_2)(\delta^2 + \beta^2_{\max})} = O\left(\frac{(1 - \lambda)\nu}{\delta^2 + \beta^2_{\max}}\right)
$$

(4.43)

where $\lambda = \max\{||\lambda_2(A)||, ||\lambda_K(A)||\}$, $\beta^2_{\max} = \max_k\{\beta_k^2\}$, $e_1$ and $e_2$ are constants that are independent of $\lambda$, $\delta$, $\nu$ and $\beta$, then $w_{k,i}$ generated by the diffusion recursions (4.2)–(4.3) converge exponentially fast to a neighborhood around $w^*$. The convergence rate is $1 - O(\mu\nu)$, and the size of the neighborhood can be characterized as follows

$$
\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \|\bar{w}_{k,i}\|^2 = O\left(\frac{\mu^2\sigma^2}{K\nu^2} \cdot \frac{\delta^2}{\nu^2} \cdot \frac{\mu^2\lambda^2\sigma^2}{1 - \lambda} + \frac{\delta^2}{\nu^2} \cdot \frac{\mu^2\lambda^2b^2}{(1 - \lambda)^2}\right),
$$

(4.44)

where $b^2 = (1/K) \sum_{k=1}^{K} \|
abla J_k(w^*)\|^2$ is a bias term.


Comparing (4.42) and (4.44), it is observed that the expressions for both algorithms consist of two major terms – one $O(\mu)$ term and one $O(\mu^2)$ term. However, diffusion suffers from an additional bias term $O(\mu^2\lambda^2b^2/(1 - \lambda)^2)$.

Remark 4.1 (Deterministic case) When $\sigma^2 = 0$, both diffusion and exact diffusion reduce to the deterministic scenario in which the real gradient $\nabla J_k(w)$ is available. In this scenario, it is observed from (4.42) and (4.44) that the error $\bar{w}_{k,i}$ in exact diffusion converges to 0 while that in diffusion converges to $O(\mu^2b^2)$, which is consistent with the results presented in [9, 14–16].
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Remark 4.2 (Zero bias) When $b^2 = 0$, it holds that each local minimizer $w^*_k$ coincides with the global minimizer $w^*$, i.e., $w^*_k = w^*$ for any $k$. In this scenario, it is observed from (4.44) that diffusion has the steady-state error bound

$$
\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \| \tilde{w}_{k,i} \|_d^2 = O \left( \frac{\mu \sigma^2}{K \nu} + \frac{\delta^2 \lambda^2 \sigma^2}{\nu^2} \cdot \frac{1}{1 - \lambda} \right) \tag{4.45}
$$

which is smaller than the error bound (4.42) for exact diffusion especially when $\lambda$ approaches 0. This result is consistent with [146], which finds diffusion outperforms primal-dual distributed adaptive methods when $w^*_k = w^*$ in terms of steady-state performance. ■

Remark 4.3 (Large bias) When $b^2$ is sufficiently large so that the bias term (i.e., the third term) in (4.44) dominates the entire error bound, it is observed from (4.42) and (4.44) that exact diffusion performs better than diffusion since it removes the bias term completely. This result is consistent with [145], which claims exact diffusion is endowed with faster convergence rate when the data variance across the network is large. ■

In the following subsections, we will focus on the scenario where $\sigma^2 > 0$ and the bias $b^2$ is a small positive constant. In this scenario, we will study how the step-size $\mu$ and topology $\lambda$ influence the diffusion and exact diffusion algorithms.

4.4.1 Well-connected Network

When the network is well-connected, it holds that $\lambda$ approaches 0. For example, the fully-connected network has $\lambda = 0$. In this scenario, the $O(\mu^2)$ terms inside diffusion’s error bound will vanish and (4.44) becomes

$$
\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \| \tilde{w}_{k,i} \|_d^2 = O \left( \frac{\mu \sigma^2}{K \nu} \right) \tag{4.46}
$$

In comparison, the error bound (4.42) for exact diffusion is

$$
\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \| \tilde{w}_{k,i} \|_{\text{ed}}^2 = O \left( \frac{\mu \sigma^2}{K \nu} + \frac{\mu^2 \delta^2 \sigma^2}{\nu^2} \right) \tag{4.47}
$$
as $\lambda \to 0$. When $\mu$ is moderately small such that the term $O(\mu^2 \delta^2 \sigma^2 / \nu^2)$ is non-negligible, we conclude that diffusion works better than exact diffusion. To roughly characterize the “moderately” small step-size, we assume $O(\mu^2 \delta^2 \sigma^2 / \nu^2)$ is non-negligible if $\mu^2 \delta^2 \sigma^2 / \nu^2 \geq \mu \sigma^2 / (K \nu)$, from which we get $\mu \geq \nu / (K \delta^2)$. Combining it with (4.41) we conclude that if $\mu$ satisfies (note that $\lambda \to 0$)

$$\nu \over K \delta^2 \leq \mu \leq \frac{d_1 \nu}{\delta^2 + \beta_{\max}^2}$$  \hspace{1cm} (4.48)

where $d_1 = 1/(32 + 16c_1c_2 + 8\sqrt{c_1c_2})$, it holds that $O(\mu^2 \delta^2 \sigma^2 / \nu^2)$ is non-trivial and diffusion has better steady-state performance than exact diffusion. To make the interval in (4.48) valid, it is enough to let $K$ be sufficiently large.

However, if the step-size $\mu$ is chosen sufficiently small, then the second term in (4.47) is also negligible and hence both diffusion and exact diffusion will perform similarly. An example for “sufficiently” small step-size is when $\mu = \nu / (K^2 \delta^2)$. By substituting $\mu = \nu / (K^2 \delta^2)$ into (4.47), we reach $\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} E\|\tilde{w}_{k,i}\|^2 = O(\sigma^2/K \delta^2 + \sigma^2/K^2 \delta^2) = O(\sigma^2/K \delta^2) = O(\mu \sigma^2/K \nu)$ in which the $O(\mu^2)$ term is negligible.

### 4.4.2 Sparsely-connected Network

When the network is sparsely-connected, it holds that $\lambda$ approaches 1. In this scenario, even a trivial bias constant $b^2$ can be significantly amplified by the coefficient $1/(1 - \lambda)^2$. When $\lambda$ approaches 1, the first two terms in (4.44) will be the same as those in (4.42). As a result, when $\mu$ is moderately small and $\lambda$ is close to 1 such that the bias term $O(\mu^2 \delta^2 \lambda^2 b^2 / (1 - \lambda)^2 \nu^2)$ is non-negligible, we conclude that exact diffusion works better than diffusion. Furthermore, the advantage of exact diffusion will be more evident if the bias gets more significant as $\lambda \to 1$. In the following example, we list several network topologies in which the bias $O(\mu^2 b^2 / (1 - \lambda)^2)$ dominates (4.5) easily.

**Example (Linear, Cyclic, and Grid networks).** A linear or cyclic network with $K$ agents is a network where each agent connects with its previous and next neighbors. On the other hand, a grid network with $K$ agents is a network in which each node connects with its neighbors from left, right, top, and bottom. The grid and cycle networks are illustrated in
For these networks, it is shown in [110,147] that

\[
1 - \lambda = O(1/K^2) \quad \text{(linear or cyclic network)} \quad (4.49)
\]

\[
1 - \lambda = O(1/K) \quad \text{(grid network)} \quad (4.50)
\]

and therefore, the bias term \(O(\mu^2 \sigma^2/ (1 - \lambda)^2)\) in diffusion over linear (or cyclic) graph and grid graph becomes \(O(\mu^2 b^2 K^4)\) and \(O(\mu^2 b^2 K^2)\) respectively, which increases rapidly with the size of the network. As a result, exact diffusion, by correcting the bias term, is evidently superior to diffusion over these network topologies.

To roughly characterize the “moderately” small step-size, we assume \(O(\mu^2 \sigma^2 \lambda^2 b^2 / (1 - \lambda)^2 \nu^2)\) is non-trivial if

\[
\frac{\delta^2}{\nu^2} \cdot \frac{\mu^2 b^2}{(1 - \lambda)^2} \geq \frac{\mu \sigma^2}{K \nu} \quad (4.51)
\]

from which we get \(\mu \geq (1 - \lambda)^2 \sigma^2 \nu / K \delta^2 b^2\). Combining it with (4.43), we conclude that if \(\mu\) satisfies

\[
\frac{(1 - \lambda)^2 \sigma^2 \nu}{K \delta^2 b^2} \leq \mu \leq \frac{d_2 (1 - \lambda) \nu}{\delta^2 + \beta_{\text{max}}^2}, \quad (4.52)
\]

where \(d_2 = 12 + 4e_1 e_2 + \sqrt{6e_1 e_2}\) is a constant, then the bias term in (4.44) is significant and exact diffusion is expected to have better performance than diffusion in steady-state. To make the interval in (4.52) valid, it is enough to let \(\lambda\) be sufficiently close to 1 and \(K\) be sufficiently large such that

\[
\frac{(1 - \lambda)^2 \sigma^2 \nu}{K \delta^2 b^2} < \frac{d_2 (1 - \lambda) \nu}{\delta^2 + \beta^2} \iff \frac{b^2}{1 - \lambda} > \frac{(\delta^2 + \beta^2)}{d_2 K \delta^2 \sigma^2}. \quad (4.53)
\]
On the other hand, if $\mu$ is adjusted to be sufficiently small, the $O(\mu)$ term in both expressions \((4.42)\) and \((4.44)\) will eventually dominate for any fixed $b^2$ and $\lambda$. In such scenario, it holds that

$$\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \| \tilde{w}_{k,i} \|_d^2 = O\left( \frac{\mu \sigma^2}{K \nu} \right),$$

\((4.54)\)

$$\limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \| \tilde{w}_{k,i} \|_d^2 = O\left( \frac{\mu \sigma^2}{K \nu} \right).$$

\((4.55)\)

It is observed that both diffusion and exact diffusion will have the same mean-square error order, which implies that diffusion and exact diffusion will perform similarly in this scenario. Such “sufficiently” small step-size can be roughly characterized by the range

$$\mu \leq d_3 (1 - \lambda)^{2+x} \text{ where } x > 0.$$  

\((4.56)\)

for some $d_3 > 0$. The comparison between exact diffusion and diffusion is listed in Fig. 4.1.

### 4.5 Mean-square Deviation Expression

In the last section, we showed that when $\mu$ is sufficiently small, the steady-state mean-square deviation of both diffusion and exact diffusion will be dominated by a term on the order of $O(\mu \sigma^2/\nu)$, as illustrated by \((4.54)\)–\((4.55)\). However, the hidden constants inside the big-$O$ notation are still unclear. In this section, we show that, when $\mu$ is approaching 0, i.e., $\mu \to 0$, diffusion and exact diffusion will have exactly the same MSD expression in steady state. To this end, we recall the definition of mean-square deviation (MSD) from \cite{1} as follows:

$$\text{MSD} = \mu \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \| \tilde{w}_{k,i} \|_d^2 \right).$$

\((4.57)\)

Note that the MSD defined above is precise to the first-order in the step-size. All higher order terms are ignored.

#### 4.5.1 Approximate Error Dynamics

It is generally difficult to derive the MSD performance of exact diffusion with the original transformed error dynamics developed in Lemma \((\ref{lemma:4.4})\). We therefore propose an approximate
error dynamics and employ it to assess the MSD performance. To this end, we define

\[ H_k = \nabla^2 J_k(w^*), \quad \mathcal{H} = \text{diag}\{H_1, \ldots, H_K\}, \quad \mathcal{T} = \begin{bmatrix} \mathcal{H} & 0 \\ 0 & 0 \end{bmatrix}. \]  

(4.58)

Obviously, it holds that \( H_{k,i} \rightarrow H \), \( \mathcal{H}_i \rightarrow \mathcal{H} \) and \( \mathcal{T}_i \rightarrow \mathcal{T} \) if \( \mathbf{w}_i \rightarrow w^* \). Next, we consider the approximate error dynamic as follows.

\[
\begin{bmatrix} \bar{z}'_i \\ \breve{z}'_i \end{bmatrix} = \begin{bmatrix} I_M - \frac{\mu}{K} \sum_{k=1}^{K} H_k & -\frac{\mu}{K} \mathcal{T}^T \mathcal{H} \mathcal{X}_R u \\ -\frac{\mu}{\epsilon} \mathcal{D}_1 \mathcal{X}_L \mathcal{T} \mathcal{R}_1 & \mathcal{D}_1 - \mu \mathcal{D}_1 \mathcal{X}_L \mathcal{T} \mathcal{X}_R \end{bmatrix} \begin{bmatrix} \bar{z}'_{i-1} \\ \breve{z}'_{i-1} \end{bmatrix} \\
+ \mu \begin{bmatrix} \frac{1}{K} \mathcal{T}^T \\ \frac{1}{\epsilon} \mathcal{D}_1 \mathcal{X}_L \mathcal{B}_\ell \end{bmatrix} \mathbf{s}_i(\mathbf{w}_{i-1}).
\]

(4.59)

Note that we replace \( H_{k,i-1}, \mathcal{H}_{i-1} \) and \( \mathcal{T}_{i-1} \) in (4.34) with \( H_k, \mathcal{H} \) and \( \mathcal{T} \) in (4.59). We can show that the iterates \( \bar{z}'_i \) and \( \breve{z}'_i \) generated through the approximate error dynamic (4.59) are close enough to \( \bar{z}_i \) and \( \breve{z}_i \) generated from the original recursion (4.34) – see Lemma 4.6 below. This implies that we can employ recursion (4.59) rather than (4.34) to establish the MSD performance. To this end, we first introduce a few more assumptions on cost functions and the gradient noise. These assumptions are adapted from [1].

**Assumption 4.4 (Smoothness condition in the limit)** *For each cost function \( J_k(w) \), it is assumed that*

\[
\| \nabla^2 J_k(w^* + \Delta w) - \nabla^2 J_k(w^*) \| \leq \kappa \| \Delta w \| \tag{4.60}
\]

*for small perturbations \( \| \Delta w \| \leq \epsilon \), where \( \kappa > 0 \) is a constant.*

**Assumption 4.5 (Forth-Order Moment)** *It is assumed for each \( k \) and \( i \) that*

\[
\mathbb{E}[\| s_{k,i}(\mathbf{w}_{k,i-1}) \|^4 | \mathcal{F}_{i-1}] \leq \beta_{4,k}^4 \| \bar{w}_{k,i-1} \|^4 + \sigma_{4,k}^4. \tag{4.61}
\]

*where \( \beta_{4,k} \) and \( \sigma_{4,k} \) are some positive constants.*

By following the proof of Theorem 10.2 from [1], we can prove in the following lemma that difference between the original iterates (4.34) and the transformed iterates (4.59) is small.
Lemma 4.6 (Approximation Error) Under Assumptions 3.1–4.5, it holds for sufficiently small step-sizes that

\[
\limsup_{i \to \infty} \mathbb{E} \left\| \begin{bmatrix} \ddot{Z}_i \\ \ddot{Z}_i' \end{bmatrix} - \begin{bmatrix} \tilde{Z}_i \\ \tilde{Z}_i' \end{bmatrix} \right\|^2 = O(\mu^2) \tag{4.62}
\]

\[\blacksquare\]

4.5.2 Deriving the MSD expression

Recall from (4.35) that

\[
\tilde{W}_i = \begin{bmatrix} \mathcal{I} & c\mathcal{X}_{R,u} \end{bmatrix} \begin{bmatrix} \ddot{Z}_i \\ \ddot{Z}_i' \end{bmatrix}. \tag{4.63}
\]

This together with \( \mathcal{X}^T \mathcal{X}_{R,u} = 0 \) implies that

\[
\|\tilde{W}_i\|^2 = \begin{bmatrix} \ddot{Z}_i \\ \ddot{Z}_i' \end{bmatrix}^T \begin{bmatrix} KI_{KM} & 0 \\ 0 & c^2 \mathcal{X}_{R,u}^T \mathcal{X}_{R,u} \end{bmatrix} \begin{bmatrix} \ddot{Z}_i \\ \ddot{Z}_i' \end{bmatrix}, \tag{4.64}
\]

For simplicity, in the following we let

\[
Z_i = \begin{bmatrix} \ddot{Z}_i \\ \ddot{Z}_i' \end{bmatrix}, \quad Z_i' = \begin{bmatrix} \ddot{Z}_i' \\ \ddot{Z}_i' \end{bmatrix}. \tag{4.65}
\]

and it holds that \( \mathbb{E}\|\tilde{W}_i\|^2 = \mathbb{E}\|Z_i\|^2 \). The following lemma shows that \( \mathbb{E}\|Z_i\|^2 \) is close to \( \mathbb{E}\|Z_i'\|^2 \).

Lemma 4.7 (Approximation Scaled Error) Under Assumptions 3.1–4.5, it holds for sufficiently small step-sizes that

\[
\limsup_{i \to \infty} \mathbb{E}\|Z_i\|^2 - \mathbb{E}\|Z_i'\|^2 = O(\mu^{3/2}) \tag{4.66}
\]

\[\blacksquare\]

\(^2\)Since \( \mathcal{X}^{-1}\mathcal{X} = I \) with \( \mathcal{X} \) and \( \mathcal{X}^{-1} \) defined in (4.31), we have \( c\mathcal{L}_1^T \mathcal{X}_R = \frac{\kappa}{\eta} \mathcal{X}_{R,u}^T \mathcal{X}_{R,u} = 0 \).
Proof. It holds that
\[
\mathbb{E}\|\mathbf{z}'_i\|_2^2 = \mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i + \mathbf{z}_i\|_2^2 \\
\leq \mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i\|_2^2 + \mathbb{E}\|\mathbf{z}_i\|_2^2 + 2\mathbb{E}[(\mathbf{z}'_i - \mathbf{z}_i)^T\Gamma\mathbf{z}_i] \\
\leq \mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i\|_2^2 + \mathbb{E}\|\mathbf{z}_i\|_2^2 + 2\sqrt{\mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i\|_2^2}\mathbb{E}\|\mathbf{z}_i\|_2^2,
\]
which implies that
\[
\mathbb{E}\|\mathbf{z}'_i\|_2^2 - \mathbb{E}\|\mathbf{z}_i\|_2^2 \\
\leq \mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i\|_2^2 + 2\sqrt{\mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i\|_2^2}\mathbb{E}\|\mathbf{z}_i\|_2^2 \\
\leq \lambda_{\text{max}}(\Gamma)\mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i\|_2^2 + 2\lambda_{\text{max}}(\Gamma)\sqrt{\mathbb{E}\|\mathbf{z}'_i - \mathbf{z}_i\|_2^2}\mathbb{E}\|\mathbf{z}_i\|_2^2
\]
where $\lambda_{\text{max}}(\Gamma)$ is the largest eigenvalue of $\Gamma$. From (4.65) we know it holds for sufficiently
Figure 4.4: The superiority of exact diffusion is more evident as the grid network becomes larger when solving problem (4.73).

small $\mu$ that

$$
\limsup_{i \to \infty} E \| z_i \|^2 = \limsup_{i \to \infty} E \| \bar{z}_i \|^2 + \limsup_{i \to \infty} E \| \tilde{z}_i \|^2
$$

\hspace{1cm} (4.111)

Also, from (4.62) we have $\limsup_{i \to \infty} E \| z'_i - z_i \|^2 = O(\mu^2)$. Since $\Gamma$ is independent of $\mu$, it therefore holds that

$$
\limsup_{i \to \infty} \left( E \| z'_i \|^2 \Gamma - E \| z_i \|^2 \Gamma \right) = O(\mu^{3/2}).
$$

(4.68)

Now we establish the MSD expression for exact diffusion. Since $E \| \tilde{w}_i \|^2 = E \| z_i \|^2$ is close to $E \| z'_i \|^2$, as proved in Lemma 4.7, we will first derive the MSD expression for $E \| z'_i \|^2$ and use it to facilitate the derivation of the MSD for exact diffusion, i.e., $E \| \tilde{w}_i \|^2$. To proceed, we assume that, in the limit, the following covariance matrix evaluated at the global solution
$w^*$ exists

$$S_k \triangleq \lim_{i \to \infty} \mathbb{E}[s_{k,i}(w^*)s_{k,i}(w^*)^\top].$$  \hspace{1cm} (4.69)

The following theorem establishes the MSD expression of the approximate error dynamics.

**Theorem 4.2 (MSD expression)** Under Assumptions 3.1–4.5, it holds for exact diffusion that

$$\text{MSD}_{ed} = \frac{\mu}{2K} \text{Tr} \left\{ \left( \sum_{k=1}^{K} H_k \right)^{-1} \left( \sum_{k=1}^{K} S_k \right) \right\}. \hspace{1cm} (4.70)$$

**Proof.** See Appendix 4.C. \hfill \blacksquare

Recall the MSD expression for standard diffusion is \[1, \text{Equation (11.140)}\]:

$$\text{MSD}_d = \frac{\mu}{2K} \text{Tr} \left\{ \left( \sum_{k=1}^{K} H_k \right)^{-1} \left( \sum_{k=1}^{K} S_k \right) \right\}. \hspace{1cm} (4.71)$$

It is observed that the MSD expression for diffusion (4.71) is equal to that of exact diffusion (4.70). This implies that diffusion and exact diffusion will perform exactly the same in steady state for sufficiently small step-sizes.

### 4.6 Numerical Simulation

#### 4.6.1 Mean-square-error Network

In this subsection we consider the scenario in which $K$ agents observe streaming data \( \{d_k(i), u_{k,i}\} \) that satisfy the regression model

$$\textbf{d}_k(i) = \textbf{u}^T_{k,i}w^*_k + \textbf{v}_k(i)$$  \hspace{1cm} (4.72)

where $w^*_k$ is the local optimal solution at agent $k$, and the noise process, $\textbf{v}_k(i)$, is independent of the regression data, $\textbf{u}_{k,i}$. The cost over the mean-square-error (MSE) network is defined by

$$\min_{w \in \mathbb{R}^M} \sum_{k=1}^{K} \mathbb{E}(\textbf{d}_k(i) - \textbf{u}_{k,i}^T w)^2.$$  \hspace{1cm} (4.73)
To generate $\{d_k(i), u_{k,i}\}$, we first generate the local optimal solution following a standard Gaussian distribution, i.e., $w_k^* \sim N(0, I_M)$. Next we generate $u_{k,i} \sim N(0, \Lambda_k)$ where $\Lambda_k$ is a positive diagonal matrix and $v_k(i) \sim N(0, 0.1I_M)$. With $w_k^*$, $u_{k,i}$ and $v_k(i)$, we generate $d_k(i)$ according to (4.72). Also, we can verify that the global solution to (4.73) is given by

$$w^* = \left( \sum_{k=1}^{K} \Lambda_k \right)^{-1} \sum_{k=1}^{K} \Lambda_k w_k^*.$$  

(4.74)

In all figures below, the y-axis indicates the MSD performance $\sum_{k=1}^{K} \mathbb{E}\|w_{k,i} - w^*\|^2/K$.

We first compare the performance of exact diffusion and diffusion over a grid topology — see the first plot in Fig.4.3. We first let $K = 9$ and $\mu = 0.005$ and compare exact diffusion and diffusion. With these two parameters, it is shown in the first plot in Fig.4.3 that both methods perform almost the same, and the steady-state MSD performance of both methods coincide with the derived MSD expression (4.70). In the second plot in Fig.4.3, we maintain $\mu = 0.005$ but increase the network size to 100 nodes. As we explained in Sec.4.4.2 a grid topology with larger network size has $\lambda$ closer to 1, which amplifies the inherent bias $O(\mu^2b^2/(1 - \lambda)^2)$ suffered by diffusion. It is observed that exact diffusion has a clear advantage over diffusion during the steady-state stage. Note that in the second plot both diffusion and exact diffusion do not coincide with the derived theoretical MSD expression. This is because the theoretical MSD expression in (4.70) is only precise to first-order in $\mu$. When $\lambda$ approaches 1 as the grid network gets larger, the second-order term of $\mu$ is amplified by $1/(1 - \lambda)$ and becomes non-negligible. In the third plot, we maintain $K = 100$ and $\mu_{ed} = 0.005$ for exact diffusion while decreasing the step-size of diffusion to $\mu_d = 0.003$ so that it has the same steady-state MSD performance as diffusion. It is observed that in this scenario exact diffusion converges faster than diffusion to reach the same steady-state performance, which implies that exact diffusion has faster adaptive and tracking abilities than diffusion over large grid graphs. In the fourth plot of Fig.4.3, we adjust $\mu = 0.0001$ for both methods while keeping $K = 100$. Since $\mu$ gets much smaller, the inherent bias in diffusion (4.44) becomes trivial and both methods perform similarly again, and they coincide with the derived MSD expression.

To further show how superior the exact diffusion can be compared to diffusion over the
Figure 4.5: Diffusion v.s. exact diffusion over a fully connected network for problem (4.73).
grid network, we depict the performance of diffusion and exact diffusion for different network sizes in Fig. 4.4. It is observed that the superiority of exact diffusion becomes more evident as the grid network gets larger, and exact diffusion performs much better than diffusion when $K = 400$.

In the third experiment, we compare diffusion with exact diffusion over a fully connected network with $K = 30$. Since $\lambda = 0$ for this scenario, it is expected diffusion has better steady-state performance than exact diffusion when $\mu$ is moderately small, see the discussion in Sec. 4.4.1. Also, the superiority of diffusion should vanish as the step-size becomes sufficiently small. The comparison results shown in Fig. 4.5 are consistent with our discussion in 4.4.1.

Figure 4.6: Diffusion v.s. exact diffusion over cyclic networks for problem 4.75.
Figure 4.7: The superiority of exact diffusion gets more evident as the cyclic networks gets larger when solving problem 4.75.

4.6.2 Distributed Logistic Regression

In this subsection we compare the performance of exact diffusion and diffusion when solving a decentralized logistic regression problem of the form:

$$\min_{w \in \mathbb{R}^M} \sum_{k=1}^{K} \mathbb{E} \left\{ \ln \left( 1 + e^{-\gamma_k h_k^T w} \right) \right\} + \frac{\rho}{2} \|w\|^2, \quad (4.75)$$

where \((h_k, \gamma_k)\) represent the streaming data received by agent \(k\). Variable \(h_k \in \mathbb{R}^M\) is the feature vector and \(\gamma_k \in \{-1, +1\}\) is the label scalar. In all experiments, we set \(M = 20\) and \(\rho = 0.001\). To make the \(J_k(w)\)'s have different minimizers, we first generate \(K\) different local minimizers \(\{w_k^*\}\). All \(w_k^*\) are normalized so that \(\|w_k^*\|^2 = 1\). At agent \(k\), we generate each feature vector \(h_{k,i} \sim \mathcal{N}(0, I_{20})\). To generate the corresponding label \(\gamma_k(i)\), we generate a random variable \(z_{k,i} \in \mathcal{U}(0, 1)\). If \(z_{k,i} \leq 1/(1 + \exp(-h_{k,i}^T w_k^*))\), we set \(\gamma_k(i) = 1\); otherwise \(\gamma_k(i) = -1\).
Figure 4.8: Diffusion v.s. exact diffusion over a fully connected network for problem (4.75).
We first compare these two methods over a cyclic network, see the simulation in Figs. 4.6 and 4.7. Similar to Sec. VI.A, the simulation results shown in Figs. 4.6 and 4.7 are also consistent with our discussions in Sec. 4.4.2. In the third plot in Fig. 4.6 we set $\mu_d = 0.003$ and $\mu_{ed} = 0.006$ so that both diffusion and exact diffusion have the same MSD performance.

Next, we compare diffusion with exact diffusion over a fully connected network in Fig. 4.8. It is observed that the results are consistent with the discussion in Sec. 4.4.1.

### 4.6.3 Comparison with Gradient Tracking Methods

In this subsection we compare exact diffusion with the distributed stochastic gradient tracking method [2,3]. While [2] shows stochastic gradient tracking has better steady-state MSD performance than decentralized gradient descent (DGD) via numerical simulations, it does not study when and why gradient tracking can be better DGD. In fact, since gradient tracking
can also be used to correct the bias suffered by diffusion, we can expect the gradient tracking method to have roughly a similar behavior to exact diffusion. In other words, gradient tracking will have better MSD performance than diffusion when the network is sparsely-connected and worse MSD performance when the network is well-connected. Moreover, the difference between diffusion and gradient tracking will diminish for small step-sizes. In this subsection, we verify this conclusion using simulations. We first consider the MSE-network (4.73) over a cyclic network (which is a sparsely-connected network). The results in Fig 4.9 show stochastic gradient tracking behaves as we expected, and it has almost the same performance as exact diffusion in all scenarios. Note though that the gradient tracking method [2,3] requires twice the amount of communication that is required by exact diffusion, which implies exact diffusion is more communication efficient. In the third plot in Fig 4.9 we set $\mu_d = 0.003$ and $\mu_{ed} = \mu_{track} = 0.006$ to endow the algorithms with the same steady-state MSD performance.

We next compare diffusion, exact diffusion, and gradient tracking method over a fully-connected network (which is a well-connected network). It is observed in Fig 4.10 that diffusion has the best MSD performance compared to exact diffusion and gradient tracking, which confirms our conclusion. While reference [2] suggests that gradient tracking is superior to consensus, we observe from the analytical results in the current manuscript and from the simulations in Fig 4.10 that there are situations when gradient tracking cannot outperform the traditional diffusion; their performance measures match each other and sometimes gradient tracking can be worse.

4.7 Conclusion

This chapter studies the convergence property of exact diffusion under the stochastic and adaptive setting and compares it with traditional diffusion strategy, which illustrates the influence of bias-correction on distributed stochastic optimization. Conditions are established when exact diffusion can improve, match, or even degrade the performance of diffusion. In particular, it is analytically proven that the superiority of exact diffusion will be more evident over sparsely-connected network topologies. Future work includes improving the
Figure 4.10: Comparison between diffusion [1], exact diffusion (proposed), and gradient tracking [2,3] over a fully connected network when solving problem (4.73).
current exact diffusion structure so that it can match, or even outperform diffusion over well-connected networks.

4.A Proof of Theorem 4.1

From the first line in the transformed error dynamics (4.34), we know that

\[
\bar{z}_i = \left( I_M - \frac{\mu}{K} \sum_{k=1}^{K} H_{k,i-1} \right) \bar{z}_{i-1} - \frac{c \mu}{K} T^T \mathcal{H}_{i-1} \mathcal{X}_{R,u} \bar{z}_{i-1} \\
+ \frac{\mu}{K} T^T s_i (w_{i-1}).
\]  

(4.76)

By squaring and taking conditional expectation of both sides of the recursion and recalling (4.37), we get

\[
\mathbb{E} \left[ \| \bar{z}_i \|^2 | \mathcal{F}_{i-1} \right] = \\
\left\| \left( I - \frac{\mu}{K} \sum_{k=1}^{K} H_{k,i-1} \right) \bar{z}_{i-1} - \frac{c \mu}{K} T^T \mathcal{H}_{i-1} \mathcal{X}_{R,u} \bar{z}_{i-1} \right\|^2 \\
+ \mu^2 \mathbb{E} \left[ \left\| \frac{1}{K} \sum_{k=1}^{K} s_{k,i} (w_{k,i}) \right\|^2 | \mathcal{F}_{i-1} \right].
\]  

(4.77)

Next note that

\[
\left\| \left( I - \frac{\mu}{K} \sum_{k=1}^{K} H_{k,i-1} \right) \bar{z}_{i-1} - \frac{c \mu}{K} T^T \mathcal{H}_{i-1} \mathcal{X}_{R,u} \bar{z}_{i-1} \right\|^2 \\
\leq (a) \frac{1}{1 - t} \left\| I - \frac{\mu}{K} \sum_{k=1}^{K} H_{k,i-1} \right\|^2 \| \bar{z}_{i-1} \|^2 \\
+ \frac{c^2 \mu^2}{K^2 t} \| T \|^2 \| \mathcal{H}_{i-1} \|^2 \| \mathcal{X}_{R,u} \|^2 \| \bar{z}_{i-1} \|^2 \\
\leq (b) \frac{(1 - \mu \nu)^2}{1 - t} \| \bar{z}_{i-1} \|^2 \\
+ \frac{c^2 \mu^2 \delta^2 \mathcal{X}_{R,u}^2}{K t} \| \bar{z}_{i-1} \|^2 \\
\leq (c) (1 - \mu \nu) \| \bar{z}_{i-1} \|^2 \\
+ \frac{\mu c^2 \delta^2 \mathcal{X}_{R,u}^2}{K \nu} \| \bar{z}_{i-1} \|^2,
\]  

(4.78)

where (a) holds for \( t \in (0, 1) \) because of Jensen’s inequality, and (b) holds since \( \nu^2 \leq \| \mathcal{H}_{i-1} \|^2 \leq \delta^2, \| T \|^2 = K, \) and \( \| I - \frac{\mu}{K} \sum_{k=1}^{K} H_{k,i-1} \|^2 \leq (1 - \mu \nu)^2 \) when \( \mu \leq 1/\delta. \) Moreover,
equality (c) holds if we choose \( t = \mu \nu \). In addition, recall from (4.40) that

\[
E \left[ \left\| \frac{1}{K} \sum_{k=1}^{K} s_{k,i}(w_{k,i-1}) \right\|^2 \right] \leq \frac{\beta^2}{K} \| \tilde{w}_{i-1} \|^2 + \frac{\sigma^2}{K}
\]  

(4.79)

Moreover, we can bound \( \| \tilde{w}_{i-1} \|^2 \) as

\[
\| \tilde{w}_{i-1} \|^2 \leq 2 \| I \bar{Z}_{i-1} \|^2 + 2c^2 \| x_{R,u} \| \| \tilde{z}_{i-1} \|^2.
\]  

(4.80)

Substituting (4.78), (4.79) and (4.80) into (4.77), we reach

\[
E[\| \bar{z}_i \|^2 | F_{i-1}] \leq (1 - \mu \nu + 2\mu^2 \beta^2) \| \bar{z}_{i-1} \|^2 + \left( \frac{\mu c^2 \delta^2}{K \nu} + \frac{2\mu^2 c^2 \beta^2}{K} \right) \| x_{R,u} \| \bar{z}_{i-1} \|^2 + \frac{\mu^2 \sigma^2}{K},
\]  

(4.81)

where the last inequality holds since

\[
\| x_{R,u} \|^2 = \| \left[ I_{K,M} 0 \right] x_{R} \|^2 \leq \| \left[ I_{K,M} 0 \right] \|^2 \| x_{R} \|^2 = \| x_{R} \|^2
\]  

(4.82)

By taking expectation over the filtration, we get

\[
E[\| \bar{z}_i \|^2] \leq (1 - \mu \nu + 2\mu^2 \beta^2) E[\| \bar{z}_{i-1} \|^2] + \left( \frac{\mu c^2 \delta^2}{K \nu} + \frac{2\mu^2 c^2 \beta^2}{K} \right) E[\| x_{R} \|^2] E[\| \bar{z}_{i-1} \|^2] + \frac{\mu^2 \sigma^2}{K}.
\]  

(4.83)

On the other hand, from the second line in (4.34) we have

\[
\hat{z}_i = D_1 \hat{z}_{i-1} - \frac{\mu}{c} D_1 x_{i} T_{i-1} (R_{i} \hat{z}_{i-1} + c x_{R} \hat{z}_{i-1}) + \frac{\mu}{c} D_1 x_{L} B_{i} s_i (w_{i-1}).
\]  

(4.84)

153
By squaring and taking conditional expectation of both sides of the above recursion and recalling (4.37), we get

$$
\mathbb{E}[\|\tilde{z}_i\|^2|\mathcal{F}_{i-1}] = \|D_1\tilde{z}_{i-1} - \frac{\mu}{c} D_1 X_L T_{i-1}(R_i\tilde{z}_{i-1} + cX_R\tilde{z}_{i-1})\|^2 
\quad + \frac{\mu^2\|D_1\|^2}{c^2} \mathbb{E}[\|X_L B_L s_i(w_{i-1})\|^2|\mathcal{F}_{i-1}].
$$

(4.85)

Note that

$$
\|D_1\tilde{z}_{i-1} - (\mu/c) X_L T_{i-1}(R_i\tilde{z}_{i-1} + cX_R\tilde{z}_{i-1})\|^2 
\leq \frac{1}{t}\|D_1\tilde{z}_{i-1}\|^2 
\quad + \frac{\mu^2\|D_1\|^2}{c^2(1-t)} \|X_L T_{i-1}(R_i\tilde{z}_{i-1} + cX_R\tilde{z}_{i-1})\|^2 
\leq \frac{1}{t}\|D_1\|^2\|\tilde{z}_{i-1}\|^2 
\quad + \frac{2\mu^2\|D_1\|^2}{c^2(1-t)} \|X_L\|^2\|T_{i-1}\|^2\|R_1\|^2\|\tilde{z}_{i-1}\|^2 
\quad + \frac{2\mu^2\|D_1\|^2}{1-t}\|X_L\|^2\|T_{i-1}\|^2\|X_R\|^2\|\tilde{z}_{i-1}\|^2 
$$

(4.86)

where \(t \in (0,1)\). To simplify the above inequality, we denote

$$
\lambda_2 \overset{\Delta}{=} \lambda_2(A), \quad \lambda' \overset{\Delta}{=} \lambda_2(\bar{A}),
$$

(4.87)

$$
\lambda \overset{\Delta}{=} \max\{|\lambda_2(A)|, |\lambda_K(A)|\}.
$$

(4.88)

Since \(\bar{A} = (A + I_K)/2\) and \(A\) is doubly-stochastic, we have

$$
\lambda' = (1 + \lambda_2)/2 \in (0,1).
$$

(4.89)

From Lemma 4 in [16] we know that

$$
\|D_1\| = \sqrt{\lambda'} \in (0,1).
$$

(4.90)

Also, from the definition of \(T_i\) in (4.30), we have

$$
\|T_i\|^2 = \left\| \begin{bmatrix} \mathcal{H}_i & 0 \\ 0 & 0 \end{bmatrix} \right\|^2 \leq \delta^2.
$$

(4.91)
By substituting \((4.91)\) into \((4.86)\), setting \(t = \sqrt{\lambda'}\) and recalling \(\|R_1\|^2 = \|I\|^2 = K\), we get

\[
\|D_1 \bar{z}_{i-1} - \frac{\mu c}{c} X_L \mathcal{T}_{i-1}(R_1 \bar{z}_{i-1} + cX_R \bar{z}_{i-1})\|^2 \\
\leq \left(\sqrt{\lambda'} + \frac{2\mu^2 \delta^2 \lambda' \|X_L\|^2 \|X_R\|^2}{1 - \sqrt{\lambda'}}\right) \|\bar{z}_{i-1}\|^2 \\
+ \frac{2K\mu^2 \delta^2 \|X_L\|^2 \lambda'}{c^2(1 - \sqrt{\lambda'})} \|\bar{z}_{i-1}\|^2 \tag{4.92}
\]

In addition, it also holds that

\[
\mathbb{E}[\|X_L B_\ell s_i(\mathbf{w}_{i-1})\|^2 | \mathcal{F}_{i-1}] \\
\leq \|X_L\|^2 \|B\|^2 \mathbb{E}[\|s_i(\mathbf{w}_{i-1})\|^2 | \mathcal{F}_{i-1}] \\
\overset{(a)}{\leq} K\|X_L\|^2 \beta^2 \|\bar{w}_{i-1}\|^2 + K\|X_L\|^2 \sigma^2 \\
\overset{(4.80)}{\leq} 2K\|X_L\|^2 \beta^2 \|\bar{z}_{i-1}\|^2 + 2K\|X_L\|^2 \beta^2 \|\bar{z}_{i-1}\|^2 \\
+ K\|X_L\|^2 \sigma^2 \tag{4.93}
\]

where \((a)\) holds because of inequality \((4.40)\) and the fact

\[
\|B\|^2 = \|B \begin{bmatrix} I_{KM} \\ 0 \end{bmatrix}\|^2 \leq \|B\|^2 = 1
\]

in which the last equality holds because of Lemma \((4.3)\). The inequality \((b)\) holds since \(1 - \sqrt{\lambda'} \in (0, 1)\) and inequality \((4.82)\). By substituting \((4.92)\) and \((4.93)\) into \((4.85)\), we have

\[
\mathbb{E}[\|\bar{z}_i\|^2 | \mathcal{F}_{i-1}] \\
\leq \left(\sqrt{\lambda'} + \frac{2\lambda'\mu^2 (\delta^2 + K\beta^2)\|X_L\|^2 \|X_R\|^2}{1 - \sqrt{\lambda'}}\right) \|\bar{z}_{i-1}\|^2 \\
+ \frac{2\lambda'K\mu^2 (\delta^2 + K\beta^2)\|X_L\|^2}{(1 - \sqrt{\lambda'})c^2} \|\bar{z}_{i-1}\|^2 \\
+ \frac{\mu^2 \lambda'K\|X_L\|^2 \sigma^2}{c^2} \tag{4.94}
\]
By taking expectation over the filtration, we get

\[
\mathbb{E}\left\| \tilde{z}_i \right\|^2 \leq \left( \sqrt{\lambda'} + \frac{2\lambda'\mu^2(\delta^2 + K\beta^2)\|X_L\|^2\|X_R\|^2}{1 - \sqrt{\lambda'}} \right) \mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2 \\
+ \frac{2K\lambda'\mu^2(\delta^2 + K\beta^2)\|X_L\|^2}{(1 - \sqrt{\lambda'})c^2} \mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2 \\
+ \frac{\lambda'\mu^2K}{c^2} \|X_L\|^2\|X_R\|^2
\]

(4.95)

To simplify notation, we introduce the constants

\[
c_1 = \|X_L\|^2, \quad c_2 = \|X_R\|^2.
\]

(4.96)

Combining (4.83) and (4.95), we have

\[
\begin{bmatrix}
\mathbb{E}\left\| \tilde{z}_i \right\|^2 \\
\mathbb{E}\left\| \tilde{z}_i \right\|^2
\end{bmatrix} \leq \begin{bmatrix}
1 - \mu\nu + 2\mu^2\beta^2 \\
2K\lambda'\mu^2(\delta^2 + K\beta^2)c_1 \\
\sqrt{\lambda'} + 2\mu^2\lambda'(\delta^2 + K\beta^2)c_1c_2
\end{bmatrix} \mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2 \\
\begin{bmatrix}
\mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2 \\
\mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2
\end{bmatrix} + \begin{bmatrix}
\frac{1}{K}\mu^2\sigma^2 \\
\frac{K\lambda'c_1\mu^2\sigma^2}{c^2}
\end{bmatrix}.
\]

(4.97)

Note that \( c \) is a parameter that can be set to any positive value. If we let \( c^2 = Kc_1 \), then the above inequality becomes

\[
\begin{bmatrix}
\mathbb{E}\left\| \tilde{z}_i \right\|^2 \\
\mathbb{E}\left\| \tilde{z}_i \right\|^2
\end{bmatrix} \leq \begin{bmatrix}
1 - \mu\nu + 2\mu^2\beta^2 \\
2K\lambda'\mu^2(\delta^2 + K\beta^2)c_1 \\
\sqrt{\lambda'} + 2\mu^2\lambda'(\delta^2 + K\beta^2)c_1c_2
\end{bmatrix} \mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2 \\
\begin{bmatrix}
\mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2 \\
\mathbb{E}\left\| \tilde{z}_{i-1} \right\|^2
\end{bmatrix} + \begin{bmatrix}
\frac{1}{K}\mu^2\sigma^2 \\
\lambda'\mu^2\sigma^2
\end{bmatrix}.
\]

(4.98)

If we choose \( \mu \) sufficiently small such that

\[
1 - \mu\nu + 2\mu^2\beta^2 \leq 1 - \frac{1}{2}\mu\nu,
\]

(4.99)

\[
\left( \frac{\mu^2}{\nu} + 2\mu^2\beta^2 \right)c_1c_2 \leq \frac{2\mu^2c_1c_2}{\nu},
\]

(4.100)

\[
\frac{2\lambda'\mu^2(\delta^2 + K\beta^2)}{1 - \sqrt{\lambda'}} \leq \frac{1}{4}\lambda'\mu\nu,
\]

(4.101)

\[
\sqrt{\lambda'} + \frac{2\lambda'\mu^2(\delta^2 + K\beta^2)c_1c_2}{1 - \sqrt{\lambda'}} \leq \frac{1 + \sqrt{\lambda'}}{2},
\]

(4.102)
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then inequality (4.98) becomes
\[
\begin{bmatrix}
\mathbb{E}||\bar{Z}_i||^2 \\
\mathbb{E}||\bar{Z}_{i-1}||^2 
\end{bmatrix}
\leq
\begin{bmatrix}
1 - \frac{1}{2}\mu\nu & 2\mu\delta^2c_1c_2 \\
\frac{1}{2}\lambda'\mu\nu & 1 + \sqrt{\lambda'}
\end{bmatrix}
\begin{bmatrix}
\mathbb{E}||\bar{Z}_{i-1}||^2 
\end{bmatrix}
\hat{c} \\
+ 
\begin{bmatrix}
\frac{1}{K}\mu^2\sigma^2 \\
\lambda'\mu^2\sigma^2
\end{bmatrix}.
\]
(4.103)

To satisfy (4.99)–(4.102), it is enough to let \(\mu\) satisfy
\[
\mu \leq \frac{(1 - \sqrt{\lambda'})\nu}{(8 + 4c_1c_2 + \sqrt{4c_1c_2})(\delta^2 + K\beta^2)},
\]
(4.104)

Also, note that \(1 - \sqrt{\lambda'} = (1 - \lambda')/(1 + \sqrt{\lambda'})\). Since \(0 < \lambda' < 1\), we have \((1 - \lambda')/2 < 1 - \sqrt{\lambda'} < 1 - \lambda'\). Moreover, since \(\lambda' = (1 + \lambda_2)/2\) (see (4.89)), we have
\[
\frac{1 - \lambda_2}{4} < 1 - \sqrt{\lambda'} < \frac{1 - \lambda_2}{2}.
\]
(4.105)

From (4.88) we have \(|\lambda_2| \leq \lambda\), which further implies \(-\lambda \leq \lambda_2 \leq \lambda\). This together with (4.105) leads to
\[
\frac{1 - \lambda}{4} < 1 - \sqrt{\lambda'} < \frac{1 + \lambda}{2}.
\]
(4.106)

With relation (4.106), we know that if \(\mu\) satisfies
\[
\mu \leq \frac{(1 - \lambda)\nu}{(32 + 16c_1c_2 + 8\sqrt{c_1c_2})(\delta^2 + K\beta^2)},
\]
(4.107)

then \(\mu\) must also satisfy (4.104). Recall that \(\beta^2 = \max_k\{\beta_k^2\}/K\), we have \(K\beta^2 = \beta_{\text{max}}^2 = \max_k\{\beta_k^2\}\).

Next we examine the spectral radius of the matrix \(C\). Note that \(\lambda' \in (0, 1)\), it is easy to verify that
\[
\rho(C) \leq ||C||_1 = \max \left\{ \frac{1 - \mu\nu}{4}, \frac{1 + \sqrt{\lambda'}}{2} + \frac{2\mu\delta^2c_1c_2}{\nu} \right\}
\leq \max \left\{ \frac{1 - \mu\nu}{4}, \frac{1 + \sqrt{\lambda'}}{2} + \frac{2\mu\delta^2c_1c_2}{\nu} \right\}
\leq 1 - \frac{1}{4}\mu\nu < 1,
\]
(4.108)
and therefore $\mathcal{C}$ is a stable matrix, and $\rho(C) = 1 - O(\mu \nu)$ is the convergence rate of $E\|\tilde{\mathbf{w}}_i\|^2$.

Next we examine:

$$(I - \mathcal{C})^{-1}$$

$$= \begin{bmatrix} \frac{\mu \nu}{2} & -\frac{2\mu \delta^2 c_1 c_2}{\nu} \\ -\frac{\lambda' \mu \nu}{4} & \frac{1 - \sqrt{\lambda'}}{2} \end{bmatrix}^{-1}$$

$$= \frac{4}{(1 - \sqrt{\lambda'}) \mu \nu - 2\lambda' \mu^2 \delta^2 c_1 c_2} \begin{bmatrix} \frac{1 - \sqrt{\lambda'}}{2} & \frac{2\mu \delta^2 c_1 c_2}{\nu} \\ \frac{\mu \nu \lambda'}{4} & \frac{\mu \nu}{2} \end{bmatrix}$$

$$\leq \frac{8}{\mu \nu (1 - \sqrt{\lambda'})} \begin{bmatrix} \frac{1 - \sqrt{\lambda'}}{2} & \frac{2\mu \delta^2 c_1 c_2}{\nu} \\ \frac{\mu \nu \lambda'}{4} & \frac{\mu \nu}{2} \end{bmatrix}$$

$$= \begin{bmatrix} \frac{4}{\mu \nu} & \frac{16 \mu \delta^2 c_1 c_2}{\nu^2 (1 - \sqrt{\lambda'})} \\ \frac{2\lambda'}{1 - \sqrt{\lambda'}} & \frac{4}{1 - \sqrt{\lambda'}} \end{bmatrix}, \quad (4.109)$$

where inequality (a) holds since

$$(1 - \sqrt{\lambda'}) \mu \nu - 2\lambda' \mu^2 \delta^2 c_1 c_2 \geq \frac{(1 - \sqrt{\lambda'}) \mu \nu}{2} \quad (4.110)$$

when $\mu$ satisfies (4.104). By iterating (4.103), we conclude that

$$\limsup_{i \to \infty} \begin{bmatrix} E\|\tilde{\mathbf{z}}_i\|^2 \\ E\|\bar{\mathbf{z}}_i\|^2 \end{bmatrix} \leq (I - \mathcal{C})^{-1} \begin{bmatrix} \frac{1}{K} \mu^2 \sigma^2 \\ \lambda' \mu^2 \sigma^2 \end{bmatrix}$$

$$= \begin{bmatrix} \frac{4 \mu \sigma^2}{K \nu} + \frac{16 \lambda' \delta^2 c_1 c_2 \mu^2 \sigma^2}{\nu^2 (1 - \sqrt{\lambda'})} \\ \frac{2 \lambda' \mu^2 \sigma^2}{K (1 - \sqrt{\lambda'})} + \frac{4 \lambda' \mu^2 \sigma^2}{1 - \sqrt{\lambda'}} \end{bmatrix}.$$

$$\quad (4.109)$$

$$\quad (4.111)$$
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As a result, we obtain

$$
\limsup_{i\to\infty} E\|\tilde{W}_i\|^2
\leq \limsup_{i\to\infty} \left( 2K E\|\tilde{z}_i\|^2 + 2KC_1C_2 E\|\tilde{z}_i\|^2 \right)
\leq \frac{8\mu \sigma^2}{\nu} + \frac{(32K\delta^2 + 4\nu^2 + 8K\nu^2)\lambda'C_1C_2\mu^2\sigma^2}{\nu^2(1 - \sqrt{\lambda'})}
\leq \frac{8\mu \sigma^2}{\nu} + \frac{44K\delta^2\lambda'C_1C_2\mu^2\sigma^2}{\nu^2(1 - \sqrt{\lambda'})}
\leq \frac{8\mu \sigma^2}{\nu} + \frac{176K\lambda'C_1C_2\delta^2\mu^2\sigma^2}{\nu^2(1 - \lambda)}
\leq O\left( \frac{\mu \sigma^2}{\nu} + \frac{K\delta^2}{\nu^2} \cdot \frac{\mu^2\sigma^2}{1 - \lambda} \right)
$$

where (a) holds because \( \lambda' = (1 + \lambda_2(A))/2 \leq (1 + \lambda)/2 \) and (b) holds because \( \lambda < 1 \). Result (4.112) leads to (4.42) by dividing \( K \) to both sides of (4.112).

4.B Proof of Lemma 4.5

This section establishes the mean-square convergence of diffusion. With definition (4.12), we can rewrite diffusion recursions (4.2)–(4.3) as

$$
W_i = A(\bar{w}_{i-1} - \mu \nabla Q(W_{i-1}; x_i)).
$$

(4.113)

With relation (4.24), the above recursion becomes

$$
W_i = A(\bar{w}_{i-1} - \mu \nabla J(W_{i-1}) - \mu s_i(W_{i-1})),
$$

(4.114)

which also leads to

$$
\tilde{W}_i = A(\tilde{w}_{i-1} + \mu \nabla J(W_{i-1}) + \mu s_i(W_{i-1}))
\leq A(\tilde{w}_{i-1} + \mu \nabla J(W_{i-1}) - \mu \nabla J(W^*)
\begin{align*}
+ \mu A \nabla J(W^*) + \mu A s_i(W_{i-1}) \\
= A\left( (I - \mu H_{i-1})\tilde{w}_{i-1} + \mu h + \mu s_i(W_{i-1}) \right),
\end{align*}
$$

(4.115)
where \( \tilde{\mathbf{w}}_i = \mathbf{w}^* - \mathbf{w}_i \) and \( h \triangleq \nabla J(\mathbf{w}^*) \). Note that \( \mathbf{A} = \mathbf{A} \otimes \mathbf{I}_M \) is symmetric and doubly stochastic, it holds that

\[
\mathbf{A} = \begin{bmatrix}
\mathcal{I} & c\mathcal{X}_R \\
\chi & 1
\end{bmatrix}
\begin{bmatrix}
\mathbf{I}_M & 0 \\
0 & \Lambda
\end{bmatrix}
\begin{bmatrix}
\frac{1}{\mathcal{K}} \mathcal{I}^T \\
\frac{1}{\mathcal{C}} \mathcal{X}_L
\end{bmatrix},
\tag{4.116}
\]

where \( \mathcal{I} = \mathbf{I}_K \otimes \mathbf{I}_M \) and \( \lambda \triangleq \|\Lambda\| = \max\{|\lambda_2(\mathbf{A})|, |\lambda_K(\mathbf{A})|\} < 1 \). Note that \( \mathcal{X}_R \) and \( \mathcal{X}_L \) are different matrices from the ones defined in (4.31). Now we define

\[
\begin{bmatrix}
\bar{\mathbf{w}}_i \\
\mathbf{w}_i
\end{bmatrix}
\triangleq \mathcal{X}^{-1} \tilde{\mathbf{w}}_i
\tag{4.117}
\]

and multiply \( \mathcal{X}^{-1} \) to both sides of (4.115), it holds that

\[
\begin{bmatrix}
\bar{\mathbf{w}}_i \\
\mathbf{w}_i
\end{bmatrix}
= \mathbf{A}^{-1} \begin{bmatrix}
\bar{\mathbf{w}}_{i-1} \\
\mathbf{w}_{i-1}
\end{bmatrix}
+ \mathbf{A}^{-1} \begin{bmatrix}
0 \\
\mathbf{h}
\end{bmatrix} + \mathbf{A}^{-1} \begin{bmatrix}
\mathbf{h} \\
\mathbf{h}
\end{bmatrix} s_i(w_{i-1}).
\tag{4.118}
\]

For notational simplicity, we further define

\[
\begin{align*}
\bar{\mathbf{h}} & \triangleq \frac{1}{\mathcal{C}} \Lambda \mathcal{X}_L \mathbf{h}, \\
\bar{s}_i & \triangleq \frac{1}{\mathcal{K}} \mathcal{X}_L s_i(\mathbf{w}_{i-1}), \\
\bar{s}_i & \triangleq \frac{1}{\mathcal{C}} \Lambda \mathcal{X}_L s_i(\tilde{\mathbf{w}}_{i-1}).
\end{align*}
\tag{4.119-4.121}
\]

Recalling that \( \mathbf{h} = \nabla J(\mathbf{w}^*) \) and, thus, \( \mathcal{I}^T \mathbf{h} = \sum_{k=1}^{\mathcal{K}} \nabla J_k(\mathbf{w}^*) = 0 \). Therefore, recursion (4.118) becomes

\[
\begin{bmatrix}
\bar{\mathbf{w}}_i \\
\mathbf{w}_i
\end{bmatrix}
= \mathbf{A}^{-1} \begin{bmatrix}
\bar{\mathbf{w}}_{i-1} \\
\mathbf{w}_{i-1}
\end{bmatrix}
+ \mathbf{A}^{-1} \begin{bmatrix}
0 \\
\mu \bar{\mathbf{h}}
\end{bmatrix} + \mathbf{A}^{-1} \begin{bmatrix}
\mu \bar{s}_i \\
\mu \bar{s}_i
\end{bmatrix}.
\tag{4.122}
\]
In the first line of the above transformed recursion, we have

\[
\tilde{\omega}_i = (I_M - \frac{\mu}{K} \sum_{k=1}^{K} H_{k,i-1}) \tilde{\omega}_{i-1} - \frac{c\mu}{K} \mathcal{I}^T \mathcal{H}_{i-1} \mathcal{X}_R \tilde{\omega}_{i-1} + \mu \tilde{s}_i. \tag{4.123}
\]

By following arguments in (4.76)–(4.83), we reach

\[
\mathbb{E} \|\tilde{\omega}_i\|^2 \leq (1 - \mu \nu + 2\mu^2 \beta^2) \mathbb{E} \|\tilde{\omega}_{i-1}\|^2 + \frac{\mu^2 \sigma^2}{K}. \tag{4.124}
\]

In the second line of (4.122), we have

\[
\hat{\omega}_i = (\Lambda - \mu \Lambda \mathcal{X}_L \mathcal{H}_{i-1} \mathcal{X}_R) \hat{\omega}_{i-1} - \frac{\mu}{c} \Lambda \mathcal{X}_L \mathcal{H}_{i-1} \mathcal{I} \hat{\omega}_{i-1} + \mu \hat{h} + \mu \tilde{s}_i. \tag{4.125}
\]

By following arguments similar to the ones in (4.84)–(4.95), we have

\[
\mathbb{E} \|\hat{\omega}_i\|^2 \leq \left( \lambda + \frac{3\mu^2 \lambda^2 (\delta^2 + K \beta^2) \|\mathcal{X}_L\|^2 \|\mathcal{X}_R\|^2}{1 - \lambda} \right) \mathbb{E} \|\hat{\omega}_{i-1}\|^2
+ \frac{3K\mu^2 \lambda^2 (\delta^2 + K \beta^2) \|\mathcal{X}_L\|^2}{(1 - \lambda)c^2} \mathbb{E} \|\hat{\omega}_{i-1}\|^2
+ \frac{3\mu^2 \lambda^2 \|\mathcal{X}_L\|^2 \|\hat{h}\|^2}{(1 - \lambda)c^2} + \frac{K\mu^2 \lambda^2}{c^2} \|\mathcal{X}_L\|^2 \sigma^2. \tag{4.126}
\]

To simplify notation, we introduce the constants

\[
e_1 = \|\mathcal{X}_L\|^2, \quad e_2 = \|\mathcal{X}_R\|^2, \quad b^2 = \|\hat{h}\|^2/K. \tag{4.127}
\]

Meanwhile, we also set \(c^2 = e_1 K\) in (4.124) and (4.126). With these notations and operations, we combine (4.124) and (4.126) to get

\[
\begin{bmatrix}
\mathbb{E} \|\hat{\omega}_i\|^2 \\
\mathbb{E} \|\hat{\omega}_i\|^2
\end{bmatrix} \leq \begin{bmatrix}
1 - \mu \nu + 2\mu^2 \beta^2 + \left( \frac{\mu \sigma^2}{\nu} + 2\mu^2 \beta^2 \right)e_1 e_2 \\
\frac{3\mu^2 \lambda^2 (\delta^2 + K \beta^2)}{1 - \lambda}
\end{bmatrix} \begin{bmatrix}
\lambda + 3\mu^2 \lambda^2 (\delta^2 + K \beta^2) e_1 e_2 \\
1 - \lambda
\end{bmatrix}
\times \begin{bmatrix}
\mathbb{E} \|\hat{\omega}_{i-1}\|^2 \\
\mathbb{E} \|\hat{\omega}_{i-1}\|^2
\end{bmatrix} + \begin{bmatrix}
\frac{1}{K} \mu^2 \sigma^2 \\
\mu^2 \lambda^2 \sigma^2 + \frac{3\mu^2 \lambda^2 b^2}{1 - \lambda}
\end{bmatrix}. \tag{4.128}
\]
If we choose sufficiently small \( \mu \) such that
\[
1 - \mu \nu + 2\mu^2 \beta^2 \leq 1 - \frac{1}{2} \mu \nu, \tag{4.129}
\]
\[
\left( \frac{\mu \delta^2}{\nu} + 2\mu^2 \beta^2 \right) e_1 e_2 \leq \frac{2\mu \delta^2 e_1 e_2}{\nu}, \tag{4.130}
\]
\[
\frac{3\mu^2 \lambda^2 (\delta^2 + K \beta^2)}{1 - \lambda} \leq \frac{1}{4} \mu \lambda \nu, \tag{4.131}
\]
\[
\lambda + \frac{3\mu^2 \lambda^2 (\delta^2 + K \beta^2)}{1 - \lambda} e_1 e_2 \leq \frac{1 + \lambda}{2}, \tag{4.132}
\]
then inequality (4.128) becomes
\[
\begin{align*}
\mathbb{E} \left\| \hat{W}_i \right\|^2 & \leq \begin{bmatrix}
1 - \frac{\mu \nu}{2} & \frac{2\mu \delta^2 e_1 e_2}{\nu} \\
\frac{\mu \lambda \nu}{4} & 1 + \frac{\lambda}{2}
\end{bmatrix} \begin{bmatrix}
\mathbb{E} \left\| \hat{W}_{i-1} \right\|^2 \\
\mathbb{E} \left\| \hat{W}_{i-1} \right\|^2
\end{bmatrix} \\
& \overset{\Delta}{=} c + \begin{bmatrix}
\frac{1}{K} \mu^2 \sigma^2 \\
\mu^2 \lambda^2 \sigma^2 + 3\mu^2 \lambda^2 \beta^2
\end{bmatrix}.
\end{align*}
\tag{4.133}
\]

To make inequalities (4.129)–(4.132) hold, it is enough to set
\[
\mu \leq \frac{(1 - \lambda) \nu}{(12 + 4e_1 e_2 + \sqrt{6e_1 e_2}) (\delta^2 + K \beta^2)} = O \left( \frac{(1 - \lambda) \nu}{\delta^2 + K \beta^2} \right). \tag{4.134}
\]
Note that \( K \beta^2 = \beta^2_{\text{max}} \). Similar to (4.108), it can be easily verified that when \( \mu \) satisfies (4.134), we have that \( \rho(C) < 1 \). Moreover, we also have
\[
(I - C)^{-1} = \begin{bmatrix}
\frac{\mu \nu}{2} & -\frac{2\mu \delta^2 e_1 e_2}{\nu} \\
-\frac{\mu \lambda \nu}{4} & \frac{1 - \lambda}{2}
\end{bmatrix}^{-1} = \begin{bmatrix}
\frac{1 - \lambda}{2} & \frac{2\mu \delta^2 e_1 e_2}{\nu} \\
\frac{\mu \lambda \nu}{4} & \frac{\mu \nu}{2}
\end{bmatrix} \overset{(a)}{\leq} \begin{bmatrix}
\frac{8}{\mu \nu (1 - \lambda)} & \frac{1 - \lambda}{2} \\
\frac{16 \delta^2 e_1 e_2}{\nu^2 (1 - \lambda)} & \frac{\mu \nu}{2}
\end{bmatrix} \begin{bmatrix}
\frac{4}{\mu \nu} & \frac{16 \delta^2 e_1 e_2}{\nu^2 (1 - \lambda)} \\
\frac{2 \lambda^2}{1 - \lambda} & \frac{4}{1 - \lambda}
\end{bmatrix}, \tag{4.135}
\]
where step (a) denotes entry-wise inequality, which holds because
\[
\frac{\mu \nu (1 - \lambda)}{4} - \frac{\mu^2 \delta^2 \lambda^2 e_1 e_2}{2} \geq \frac{\mu \nu (1 - \lambda)}{8}. \tag{4.136}
\]
when $\mu$ satisfies (4.134). By iterating (4.133), we get

$$\limsup_{i \to \infty} \frac{\mathbb{E}[\|\tilde{w}_i\|^2]}{\mathbb{E}[\|\hat{w}_i\|^2]} = (I - C)^{-1} \begin{bmatrix} \frac{1}{K} \mu^2 \sigma^2 \\ \mu^2 \sigma^2 + \frac{3\mu^2 b^2}{1-\lambda} \end{bmatrix}$$

$$= \begin{bmatrix} \frac{4}{\mu^2} \frac{16\delta^2 \varepsilon_1 \varepsilon_2}{\nu^2(1-\lambda)} \\ 2\lambda^2 \frac{4}{1-\lambda} \end{bmatrix} \begin{bmatrix} \frac{1}{K} \mu^2 \sigma^2 \\ \mu^2 \sigma^2 + \frac{3\mu^2 b^2}{1-\lambda} \end{bmatrix}$$

$$= \begin{bmatrix} \frac{4\mu^2}{K\nu} + \frac{16\delta^2 \varepsilon_1 \varepsilon_2 \lambda^2 \sigma^2}{\nu^2(1-\lambda)} + \frac{48\delta^2 \varepsilon_1 \varepsilon_2 \mu^2 \lambda^2 b^2}{\nu^2(1-\lambda)^2} \\ \frac{2\mu^2 \lambda^2 \sigma^2}{K(1-\lambda)} + \frac{4\mu^2 \lambda^2 \sigma^2}{1-\lambda} + \frac{12\mu^2 \lambda^2 b^2}{(1-\lambda)^2} \end{bmatrix} \begin{bmatrix} \frac{1}{K} \mu^2 \sigma^2 \\ \mu^2 \sigma^2 + \frac{3\mu^2 b^2}{1-\lambda} \end{bmatrix}$$

(4.137)

Therefore,

$$\limsup_{i \to \infty} \mathbb{E}[\|\tilde{w}_i\|^2]$$

(4.117)

$$\leq \limsup_{i \to \infty} \left( 2K \mathbb{E}[\|\tilde{w}_i\|^2] + 2Ke_1 e_2 \mathbb{E}[\|\tilde{w}_i\|^2] \right)$$

$$= \frac{8\mu^2}{\nu^2} \left( 4\nu^2 + 32K\delta^2 + 8K\nu^2 \right) \frac{\varepsilon_1 \varepsilon_2 \lambda^2 \sigma^2}{\nu^2(1-\lambda)}$$

$$+ \frac{(96\delta^2 + 24\nu^2)Ke_1 e_2 \mu^2 \lambda^2 b^2}{\nu^2(1-\lambda)^2}$$

$$\leq \frac{8\mu^2}{\nu^2} + \frac{44Ke_1 e_2 \delta^2 \mu^2 \lambda^2 \sigma^2}{\nu^2(1-\lambda)} + \frac{120Ke_1 e_2 \delta^2 \mu^2 \lambda^2 b^2}{\nu^2(1-\lambda)^2}$$

$$= O \left( \frac{\mu^2}{\nu^2} + \frac{\delta^2}{\nu^2} \frac{K \mu^2 \lambda^2 \sigma^2}{(1-\lambda)} + \frac{\delta^2}{\nu^2} \frac{K \mu^2 \lambda^2 b^2}{(1-\lambda)^2} \right) \cdot (4.138)$$

This leads to (4.43) by dividing $K$ to both sides of (4.138).
### 4.C Proof of Theorem 4.2

The derivation of the MSD expression adjusts the arguments from [1, Ch. 11] to our case. We start by introducing

$$C \triangleq \begin{bmatrix} I - \frac{1}{\kappa} \sum_{k=1}^{K} H_k & -\frac{c}{\kappa} T^T X R^T \mu \\ -\frac{c}{\kappa} D_1 X R_1 & D_1 - \mu D_1 T X R \end{bmatrix},$$

(4.139)

$$G \triangleq \begin{bmatrix} \frac{1}{\kappa} T^T \\ \frac{1}{\kappa} D_1 X \beta \end{bmatrix},$$

$$s_i \triangleq s_i(w_{i-1}),$$

(4.140)

With these definitions, we can rewrite the approximate error dynamics (4.59) as

$$Z_i' = C Z_{i-1}' + \mu G s_i.$$  

By squaring and taking conditional expectation over the filtration $F_{i-1}$, we have

$$E[\|Z_i'\|_{\Sigma}^2 | F_{i-1}] = \|Z_{i-1}'\|_{\Sigma}^2 C^T \Sigma C + \mu^2 E[\|s_i\|_{G^T \Sigma G}^2] | F_{i-1}].$$

(4.141)

where $\Sigma$ is any positive semi-definite matrix to be decided later. By taking expectation again, we have

$$E[\|Z_i'\|_{\Sigma}^2] = E[\|Z_{i-1}'\|_{\Sigma}^2 C^T \Sigma C + \mu^2 E[\|s_i\|_{G^T \Sigma G}^2].$$

(4.142)

Now we analyze the gradient noise term. To do that, we introduce the network noise quantity

$$S \triangleq \text{diag}\{S_1, S_2, \ldots, S_K\}.$$  

(4.143)

where $S_k$ is defined in (4.69). Note that $\mu^2 E[\|s_i\|_{G^T \Sigma G}^2] = \mu^2 \text{Tr}\left(\Sigma G E[s_i s_i^T | G]^T\right).$ By following [1, (11.72) – (11.76)], it holds that $\mu^2 E[\|s_i\|_{G^T \Sigma G}^2]$ can be well approximated by $\mu^2 \text{Tr}(\Sigma G S G^T).$ To be more precise, we have

$$\limsup_{i \to \infty} \mu^2 E[\|s_i\|_{G^T \Sigma G}^2] = \mu^2 \text{Tr}(\Sigma Y) + \text{Tr}(\Sigma) \cdot o(\mu^2),$$

(4.144)

where $Y \triangleq G S G^T$ and $o(\mu^2) = O(\mu^{2+\epsilon})$ with $\epsilon > 0$. By substituting (4.144) into (4.142) and taking the limit, we have

$$\limsup_{i \to \infty} E[\|Z_i'\|_{\Sigma - C^T \Sigma C}^2] = \mu^2 E[\|s_i\|_{G^T \Sigma G}^2]

= \mu^2 \text{Tr}(\Sigma Y) + \text{Tr}(\Sigma) \cdot o(\mu^2).$$

(4.145)
Note that from (4.64), we are interested in \( \lim_{i \to \infty} \| \tilde{\mathbf{W}}_i \|_2^2 = \mathbb{E} \| \mathbf{z}_i' \|_1^2 \). Thus, we need
\[
\Sigma - \mathbf{C}^T \Sigma \mathbf{C} = \Gamma.
\] (4.146)

We now recall two block Kronecker product properties that are useful in the following derivations [1, Appendix F]:
\[
bvec(\mathbf{A}\mathbf{B}) = (\mathbf{B}^T \otimes_b \mathbf{A})bvec(\mathbf{C}) \tag{4.147a}
\]
\[
\text{Tr}(\mathbf{A}\mathbf{B}) = [bvec(\mathbf{B}^T)]^T bvec(\mathbf{A}) \tag{4.147b}
\]
for any \( \mathbf{A}, \mathbf{B}, \) and \( \mathbf{C} \) of appropriate dimensions. To solve for \( \Sigma \) in (4.146), we apply property (4.147a) to both sides of (4.146) and reach
\[
bvec(\Sigma) - (\mathbf{C}^T \otimes_b \mathbf{C}^T)bvec(\Sigma) = bvec(\Gamma), \tag{4.148}
\]
where \( \otimes_b \) is block Kronecker operation. Now we define \( \mathbf{F} = \mathbf{C}^T \otimes_b \mathbf{C}^T \in \mathbb{R}^{(2K-1)^2M^2 \times (2K-1)^2M^2} \).

Since \( \mathbf{C} \) is stable for sufficiently small step-sizes, we know \( \mathbf{F} \) is also stable and hence \( I - \mathbf{F} \) is invertible. Therefore, it holds that
\[
bvec(\Sigma) = (I - \mathbf{F})^{-1}bvec(\Gamma). \tag{4.149}
\]

Next we evaluate the right-hand side in (4.145). From property (4.147b), we have
\[
\mu^2 \text{Tr}(\Sigma \mathbf{Y}) = \mu^2 [bvec(\mathbf{Y}^T)]^T bvec(\Sigma) \tag{4.149}
\]
\[
\mu^2 [bvec(\mathbf{Y}^T)]^T (I - \mathbf{F})^{-1} bvec(\Gamma). \tag{4.150}
\]

To examine the above quantity, we have to evaluate \( (I - \mathbf{F})^{-1} \) first. We recall from (4.139) that
\[
\mathbf{C}^T = \begin{bmatrix}
\mathbf{I}_M - \frac{\mu}{K} \sum_{k=1}^{K} \mathbf{H}_k & -\frac{\mu}{c} \mathbf{R}_1^T \mathbf{T} \mathbf{X}_L^T \mathbf{D}_1 \\
-\frac{\mu}{K} \mathbf{X}_R^T \mathbf{H} \mathbf{L} & \mathbf{D}_1 - \mu \mathbf{X}_K^T \mathbf{T} \mathbf{X}_L^T \mathbf{D}_1
\end{bmatrix}. \tag{4.151}
\]

With definition \( \mathbf{F} = \mathbf{C}^T \otimes_b \mathbf{C}^T \), we partition \( \mathbf{F} \) into four blocks
\[
\mathbf{F} = \begin{bmatrix}
\mathbf{F}_{11} & \mathbf{F}_{12} \\
\mathbf{F}_{21} & \mathbf{F}_{22}
\end{bmatrix}. \tag{4.152}
\]
where

\[
\mathcal{F}_{11} = \left( I_M - \frac{\mu}{K} \sum_{k=1}^{K} H_k \right) \otimes \left( I_M - \frac{\mu}{K} \sum_{k=1}^{K} H_k \right) \quad \text{(4.153)}
\]

It can be verified that

\[
(I - \mathcal{F})^{-1} = \begin{bmatrix}
(I_M \otimes \frac{\mu}{K} \sum_{k=1}^{K} H_k + \frac{\mu}{K} \sum_{k=1}^{K} H_k \otimes I_M)^{-1} & 0 \\
0 & 0
\end{bmatrix} + O(1)
\]

\[
= \begin{bmatrix}
I_{M^2} & Z^{-1} \left[ I_{M^2} \ 0 \right] + O(1)
0 & 0
\end{bmatrix} + O(1) \quad \text{(4.154)}
\]

where \( Z = \sum_{k=1}^{K} \frac{\mu}{K} (I_M \otimes H_k + H_k \otimes I_M) \). With (4.154), we have

\[
(I - \mathcal{F})^{-1} \text{bvec}(\Gamma) = \begin{bmatrix}
I_{M^2} & Z^{-1} \left[ I_{M^2} \ 0 \right] \text{bvec}(\Gamma) + O(1).
\end{bmatrix} \quad \text{(4.155)}
\]

By substituting

\[
\begin{bmatrix}
I_{M^2} & 0 \\
0 & 0
\end{bmatrix} \text{bvec}(\Gamma) = \begin{bmatrix}
I_{M^2} & 0 \\
0 & 0
\end{bmatrix} \otimes \begin{bmatrix}
I_{M^2} & 0 \\
0 & 0
\end{bmatrix} \text{bvec}(\Gamma)
\]

\[
= \text{bvec} \left( \begin{bmatrix}
I_{M^2} & 0 \\
0 & 0
\end{bmatrix} \Gamma \begin{bmatrix}
I_{M^2} & 0 \\
0 & 0
\end{bmatrix} \right)
\]

\[
= K \text{bvec}(I_M) = K \text{vec}(I_M) \quad \text{(4.156)}
\]

into (4.155), we have

\[
(I - \mathcal{F})^{-1} \text{bvec}(\Gamma) = K \begin{bmatrix}
I_{M^2} & 0 \\
0 & 0
\end{bmatrix} Z^{-1} \text{vec}(I_M) + O(1). \quad \text{(4.157)}
\]

Next we let

\[
P \overset{\Delta}{=} \text{unvec} \left( Z^{-1} \text{vec}(I_M) \right) = \frac{1}{2} \left( \frac{\mu}{K} \sum_{k=1}^{K} H_k \right)^{-1} \quad \text{(4.158)}
\]
where the last equality can be verified by following similar arguments to [1, Equations (11.123)-(11.129)]. Substituting \((4.158)\) into \((4.157)\), we have

\[
(I - \mathcal{F})^{-1} bvec(\Gamma) = K \begin{bmatrix} I_{M^2} \\ 0 \end{bmatrix} bvec(P) + O(1) \tag{4.159}
\]

Substituting \((4.159)\) into \((4.150)\), we have

\[
\mu^2 \text{Tr}(\Sigma \mathcal{Y}) = \mu^2 K \left[ \begin{array}{c} I_{M^2} \\ 0 \end{array} \right] bvec(P) + O(\mu^2) \tag{4.160}
\]

\[
\mu^2 \text{Tr}(\Sigma \mathcal{Y}) \equiv a
\]

To examine \(\mu^2 \text{Tr}(\Sigma \mathcal{Y})\) in the previous expression, we need to evaluate \(\mathcal{Y}\). Since \(\mathcal{Y} = \mathcal{G}S\mathcal{G}^T\), we have

\[
\mathcal{Y} = \left[ \begin{array}{c} \frac{1}{K} \mathcal{I}^T S B_t^T X_L^T \\ \frac{1}{c} \mathcal{X}_L^T B_t^T X_L^T \end{array} \right] \quad \text{and} \quad \mathcal{Y} = \left[ \begin{array}{c} \frac{1}{K} \mathcal{I}^T S B_t^T X_L^T \\ \frac{1}{c} \mathcal{X}_L^T B_t^T X_L^T \end{array} \right] \tag{4.161}
\]

Note that from \((4.143)\), we have \(\mathcal{I}^T S \mathcal{I} = \sum_{k=1}^{K} S_k\). With the expression of \(\mathcal{Y}\) in \((4.161)\), we have

\[
a = \mu^2 K \text{Tr} \left[ \text{unbvec} \left\{ \left[ \begin{array}{c} I_{M^2} \\ 0 \end{array} \right] bvec(P) \right\} \mathcal{Y} \right]
\]

\[
\equiv \mu^2 K \text{Tr} \left[ \begin{array}{c} I_M \\ 0 \end{array} \right] P \left[ \begin{array}{c} I_M \\ 0 \end{array} \right] \mathcal{Y}
\]

\[
= \frac{\mu}{2} \text{Tr} \left\{ \left( \sum_{k=1}^{K} H_k \right)^{-1} \left( \sum_{k=1}^{K} S_k \right) \right\} \tag{4.162}
\]

where step (a) follows from property \((4.147a)\) and in the last step we used \((4.158)\) and \((4.161)\). With the same technique as above, we can also derive that

\[
\text{Tr}(\Sigma) \cdot o(\mu^2) = o(\mu). \tag{4.163}
\]
Substituting (4.160)–(4.163) into (4.145), we have

\[
\limsup_{i \to \infty} \mathbb{E} \| z_i' \|^2_{\Gamma} = \mu^2 \text{Tr} \left\{ \left( \sum_{k=1}^{K} H_k \right)^{-1} \left( \sum_{k=1}^{K} S_k \right) \right\} + o(\mu). \tag{4.164}
\]

With relation (4.66) in Lemma 4.7, we also have

\[
\limsup_{i \to \infty} \mathbb{E} \| z_i \|^2_{\Gamma} = \mu^2 \text{Tr} \left\{ \left( \sum_{k=1}^{K} H_k \right)^{-1} \left( \sum_{k=1}^{K} S_k \right) \right\} + o(\mu). \tag{4.165}
\]

Recalling the facts that \( \mathbb{E} \| \tilde{w}_i \|^2 = \sum_{k=1}^{K} \mathbb{E} \| \tilde{w}_{k,i} \|^2 \) and \( \lim_{\mu \to 0} o(\mu)/\mu = 0 \), we therefore derive the MSD expression of exact diffusion as follows

\[
\text{MSD} = \mu \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu K} \mathbb{E} \| \tilde{w}_i \|^2 \right)
\]

\[
= \mu \left( \lim_{\mu \to 0} \limsup_{i \to \infty} \frac{1}{\mu K} \mathbb{E} \| z_i \|^2_{\Gamma} \right)
\]

\[
= \frac{\mu}{2K} \text{Tr} \left\{ \left( \sum_{k=1}^{K} H_k \right)^{-1} \left( \sum_{k=1}^{K} S_k \right) \right\}. \tag{4.166}
\]
CHAPTER 5

Exact Diffusion for Distributed Empirical Learning

5.1 Context and Background

This chapter considers empirical risk minimization under the decentralized network setting. For most traditional machine learning tasks, the training data are usually stored at a single computing unit \[148\]–\[151\]. This unit can access the entire data set and can carry out training procedures in a centralized fashion. However, to enhance performance and accelerate convergence speed, there have also been extensive studies on replacing this centralized mode of operation by distributed mechanisms \[54\]–\[63\],\[152\]–\[154\]. In these schemes, the data may either be artificially distributed onto a collection of computing nodes (also known as workers), or it may already be physically collected by dispersed nodes or devices. These nodes can be smart phones or tablets, wireless sensors, wearables, drones, robots or self-driving automobiles. Each node is usually assigned a local computation task and the objective is to enable the nodes to converge towards the global minimizer of a central learning model. Nevertheless, in most of these distributed implementations, there continues to exist a central node, referred to as the master, whose purpose is to regularly collect intermediate iterates from the local workers, conduct global update operations, and distribute the updated information back to all workers.

Clearly, this mode of operation is not fully decentralized because it involves coordination with a central node. Such architectures are not ideal for on-device intelligence settings \[63\]–\[155\] for various reasons. First, the transmission of local information to the central node, and back from the central node to the dispersed devices, can be expensive especially when communication is conducted via multi-hop relays or when the devices are moving and the
network topology is changing. Second, there are privacy and secrecy considerations where individual nodes may be reluctant to share information with remote centers. Third, there is a critical point of failure in centralized architectures: when the central node fails, the operation comes to a halt. Moreover, the master/worker structure requires each node to complete its local computation before aggregating them at the master node, and the efficiency of the algorithms will therefore be dependent on the slowest worker.

Motivated by these considerations, in this chapter we develop a fully decentralized solution for multi-agent network situations where nodes process the data locally and are allowed to communicate only with their immediate neighbors. We shall assume that the dispersed nodes are connected through a network topology and that information exchanges are only allowed among neighboring devices. By “neighbors” we mean nodes that can communicate directly to each other as allowed by the graph topology. For example, in wireless sensor networks, neighboring nodes can be devices that are within the range of radio broadcasting. Likewise, in smart phone networks, the neighbors can be devices that are within the same local area network. In the proposed algorithm, there will be no need for a central or master unit and the objective is to enable each dispersed node to learn exactly the global model despite their limited localized interactions.

5.1.1 Problem Formulation

In a connected network with $K$ nodes, if node $k$ stores local data samples $\{x_{k,n}\}_{n=1}^{N_k}$, where $N_k$ is the size of the local samples, then the data stored by the entire network is:

$$\{x_n\}_{n=1}^{N} \triangleq \{x_{1,1}\}_{n=1}^{N_1}, \{x_{2,1}\}_{n=1}^{N_2}, \cdots, \{x_{K,1}\}_{n=1}^{N_K},$$

(5.1)

where $N = \sum_{k=1}^{K} N_k$. We consider minimizing an empirical risk function, $J(w)$, which is defined as the sample average of loss values over all observed data samples in the network:

$$w^* \triangleq \arg\min_{w \in M} J(w) \triangleq \frac{1}{N} \sum_{n=1}^{N} Q(w; x_n)$$

$$= \frac{1}{N} \sum_{k=1}^{K} \sum_{n=1}^{N_k} Q(w; x_{k,n}).$$

(5.2)
Here, the notation \( Q(w; x_n) \) denotes the loss value evaluated at \( w \) and the \( n \)-th sample, \( x_n \). We also introduce the local empirical risk function, \( J_k(w) \), which is defined as the sample average of loss values over the local data samples stored at node \( k \), i.e., over \( \{x_{k,n}\}_{n=1}^{N_k} \):

\[
J_k(w) \triangleq \frac{1}{N_k} \sum_{n=1}^{N_k} Q(w; x_{k,n}). \tag{5.3}
\]

Using the local empirical risk functions, \( \{J_k(w)\} \), it can be verified that the original global optimization problem \( (5.2) \) can be reformulated as the equivalent problem of minimizing the weighted aggregation of \( K \) local empirical risk functions:

\[
w^* \triangleq \arg \min_{w \in \mathcal{M}} J(w) \triangleq \sum_{k=1}^{K} q_k J_k(w). \tag{5.4}
\]

where \( q_k \triangleq N_k/N \). The following assumptions are standard in the distributed optimization literature, and they are automatically satisfied by many loss functions of interest in the machine learning literature (such as quadratic losses, logistic losses — see, e.g., [1, 4]). For simplicity in this article, we assume the loss functions are smooth, although the arguments can be extended to deal with non-smooth losses, as we have done in [156,157].

**Assumption 5.1** The loss function, \( Q(w; x_n) \), is convex, twice-differentiable, and has a \( \delta \)-Lipschitz continuous gradient, i.e., for any \( w_1, w_2 \in \mathbb{R}^M \) and \( 1 \leq n \leq N \):

\[
\| \nabla_w Q(w_1; x_n) - \nabla_w Q(w_2; x_n) \| \leq \delta \| w_1 - w_2 \| \tag{5.5}
\]

where \( \delta > 0 \). Moreover, there exists at least one loss function \( Q(w; x_{n_o}) \) that is strongly convex, i.e.,

\[
\nabla^2_w Q(w; x_{n_o}) \geq \nu I_M > 0, \text{ for some } n_o. \tag{5.6}
\]

### 5.1.2 Related Work

There exists an extensive body of research on solving optimization problems of the form \( (5.4) \) in a fully decentralized manner. Some recent works include techniques such as ADMM [74,85], DLM [87], EXTRA [75], ESOM [158], DIGing [93], Aug-DGM [95] and exact diffusion [15,16]. These methods provide linear convergence rates and are proven to converge to the exact minimizer, \( w^* \). The exact diffusion method, in particular, has been shown to have a
wider stability range than EXTRA implementations (i.e., it is stable for a wider range of step-sizes, $\mu$), and is also more efficient in terms of communications than DIGing. However, all these methods require the evaluation of the true gradient vector of each $J_k(w)$ at each iteration. It is seen from the definition (5.3), and depending on the size $N_k$, that this computation can be prohibitive for large-data scenarios.

One can resort to replacing the true gradient by a stochastic gradient approximation, as is commonplace in traditional diffusion or consensus algorithms \cite{1,4–6,8,9,12,142}. In these implementations, each node $k$ approximates the true gradient vector $\nabla J_k(w)$ by using one random sample gradient, $\nabla Q(w; x_{k,n})$, where $n \in \{1, 2, \cdots, N_k\}$ is a uniformly-distributed random index number. While this mode of operation is efficient, it has been proven to converge linearly only to a small $O(\mu)–$neighborhood around the exact solution $w^*$ \cite{36} where $\mu$ is the constant step-size. If convergence to the exact solution is desired, then one can employ decaying step-sizes instead of constant step-sizes; in this case, however, the convergence rate will be slowed down appreciably. An alternative is to employ variance-reduced techniques to enable convergence to the exact minimizer while employing a stochastic gradient approximation. One proposal along these lines is the DSA method \cite{77}, which is based on the variance-reduced SAGA method \cite{149,151}. However, similar to SAGA, the DSA method suffers from the same huge memory requirement since each node $k$ will need to store an estimate for each possible gradient $\{\nabla Q(w; x_{k,n})\}_{n=1}^{N_k}$. This requirement is a burden when $N_k$ is large, as happens in applications involving large data sets.

5.1.3 Contribution

This chapter derives a new fully-decentralized variance-reduced stochastic-gradient algorithm with linear convergence guarantees and with significantly reduced memory requirements. We refer to the technique as the diffusion-AVRG method (where AVRG stands for the “amortized variance-reduced gradient” technique proposed in the related work \cite{76} for single-agent learning). Unlike DSA and SAGA, this method does not require extra memory to store gradient estimates. The method is also different from the well-known alternative to SAGA known as SVRG \cite{150,159}. The SVRG method has an inner loop to perform stochastic
variance-reduced gradient descent and an outer loop to calculate the true local gradient. These two loops introduce imbalances into the gradient calculation and complicate decentralized implementations. In comparison, the AVRG construction involves balanced gradient calculations and is amenable to fully distributed solutions, especially when the size of the data is unevenly distributed across the nodes. More comparisons between diffusion-AVRG and diffusion-SVRG are discussed in Section 5.4.1. This paper also proposes to use the mini-batch technique to save communications in diffusion-AVRG.

**Notation** Throughout this paper we use $\text{diag}\{x_1, \cdots, x_N\}$ to denote a diagonal matrix consisting of diagonal entries $x_1, \cdots, x_N$, and use $\text{col}\{x_1, \cdots, x_N\}$ to denote a column vector formed by stacking $x_1, \cdots, x_N$. For symmetric matrices $X$ and $Y$, the notation $X \leq Y$ or $Y \geq X$ denotes $Y - X$ is positive semi-definite. For a vector $x$, the notation $x \succeq 0$ denotes that each element of $x$ is non-negative. For a matrix $X$, we let $\|X\|$ denote its 2-induced norm (maximum singular value), and $\lambda(X)$ denote its eigenvalues. The notation $1_K = \text{col}\{1, \cdots, 1\} \in \mathbb{R}^K$, and $0_K = \text{col}\{0, \cdots, 0\} \in \mathbb{R}^K$. For a nonnegative diagonal matrix $\Lambda = \text{diag}\{\lambda_1, \cdots, \lambda_K\}$, we let $\Lambda^{1/2} = \text{diag}\{\lambda_1^{1/2}, \cdots, \lambda_K^{1/2}\}$. 

### 5.2 Two Key Components

In this section we review two useful techniques that will be blended together to yield the diffusion-AVRG scheme. The first technique is the exact diffusion algorithm from [15, 16], which is able to converge to the exact minimizers of the decentralized optimization problem (5.4). The second technique is the amortized variance-reduced (AVRG) algorithm proposed in our earlier work [76, 160], which has balanced computations per iteration and was shown there to converge linearly under random reshuffling. Neither of the methods alone is sufficient to solve the multi-agent optimization problem (5.4) in a decentralized and efficient manner. This is because exact diffusion is decentralized but not efficient for the current problem, while AVRG is efficient but not decentralized.
Algorithm 5.1 (Exact diffusion strategy for each node $k$)

Let $\overline{A} = (I_N + A)/2$ and $\overline{a}_{\ell k} = [\overline{A}]_{\ell k}$. Initialize $w_{k,0}$ arbitrarily, and let $\psi_{k,0} = w_{k,0}$.

**Repeat** iteration $i = 1, 2, 3 \cdots$

\[
\begin{align*}
\psi_{k,i+1} &= w_{k,i} - \mu q_k \nabla J_k(w_{k,i}), \quad \text{(adaptation)} \tag{5.8} \\
\phi_{k,i+1} &= \psi_{k,i+1} + w_{k,i} - \psi_{k,i}, \quad \text{(correction)} \tag{5.9} \\
w_{k,i+1} &= \sum_{\ell \in \mathcal{N}_k} \overline{a}_{\ell k} \phi_{\ell,i+1}. \quad \text{(combination)} \tag{5.10}
\end{align*}
\]

**End**

5.2.1 Exact Diffusion Algorithm

Thus, consider again the aggregate optimization problem (5.4) over a strongly-connected network with $K$ nodes, where the $\{q_k\}$ are positive scalars. Each local risk $J_k(w)$ is a differentiable and convex cost function, and the global risk $J(w)$ is strongly convex. To implement the exact diffusion algorithm, we need to associate a combination matrix $A = [a_{\ell k}]_{\ell=1}^K$ with the network graph, where a positive weight $a_{\ell k}$ is used to scale data that flows from node $\ell$ to $k$ if both nodes happen to be neighbors; if nodes $\ell$ and $k$ are not neighbors, then we set $a_{\ell k} = 0$. In this paper we assume $A$ is symmetric and doubly stochastic, i.e.,

\[ a_{\ell k} = a_{k \ell}, \quad A = A^T \quad \text{and} \quad A \mathbb{1}_K = \mathbb{1}_K \tag{5.7} \]

where $\mathbb{1}$ is a vector with all unit entries. Such combination matrices can be easily generated in a decentralized manner through the Laplacian rule, maximum-degree rule, Metropolis rule or other rules (see, e.g., Table 14.1 in [1]). We further introduce $\mu$ as the step-size parameter for all nodes, and let $\mathcal{N}_k$ denote the set of neighbors of node $k$ (including node $k$ itself).

The exact diffusion algorithm [15] is listed in (5.8)–(5.10). The subscript $k$ refers to the node while the subscript $i$ refers to the iteration. It is observed that there is no central node that performs global updates. Each node performs a local update (see equation (5.8)) and then combines its iterate with information collected from the neighbors (see equation (5.10)).
The correction step (5.9) is necessary to guarantee exact convergence. Indeed, it is proved in [16] that the local variables $w_{k,i}$ converge to the exact minimizer of problem (5.4), $w^*$, at a linear convergence rate under relatively mild conditions. However, note from (5.3) that it is expensive to calculate the gradient $\nabla J_k(w)$ in step (5.8), especially when $N_k$ is large. In the proposed algorithm derived later, we will replace the true gradient $\nabla J_k(w)$ in (5.8) by an amortized variance-reduced gradient, denoted by $\tilde{\nabla} J_k(w_{k,i-1})$.

5.2.2 Amortized Variance-Reduced Gradient (AVRG) Algorithm

The AVRG construction [76] is a centralized solution to optimization problem (5.2). It belongs to the class of variance-reduced methods. There are mainly two families of variance-reduced stochastic algorithms to solve problems like (5.2): SVRG [150, 159] and SAGA [149, 151]. The SVRG solution employs two loops — the true gradient is calculated in the outer loop and the variance-reduced stochastic gradient descent is performed within the inner loop. For this method, one disadvantage is that the inner loop can start only after the calculation of the true gradient is completed in the outer loop. This leads to an unbalanced gradient calculation. For large data sets, the calculation of the true gradient can be time-consuming leading to significant idle time, which is not well-suited for decentralized solutions. More details are provided later in Sec. 5.4. In comparison, the SAGA solution has a single loop. However, it requires significant storage to estimate the true gradient, which is again prohibitive for effective decentralization on nodes or devices with limited memory.

These observations are the key drivers behind the introduction of the amortized variance-reduced gradient (AVRG) algorithm in [76]: it avoids the disadvantages of both SVRG and SAGA for decentralization, and has been shown to converge at a linear rate to the true minimizer. AVRG is based on the idea of removing the outer loop from SVRG and amortizing the calculation of the true gradient within the inner loop evenly. To guarantee convergence, random reshuffling is employed in each epoch. Under random reshuffling, the algorithm is run multiple times over the data where each run is indexed by $t$ and is referred to as an epoch. For each epoch $t$, a uniform random permutation function $\sigma^t$ is generated and data are
Algorithm 5.2 (AVRG strategy)

Initialize $w_0^0$ arbitrarily; let $g^0 = 0$, $\nabla Q(w_0^0; x_n) \leftarrow 0$ for $n \in \{1, 2, \ldots, N\}$.

**Repeat** epoch $t = 0, 1, 2, \ldots$:

- generate a random permutation function $\sigma^t$ and set $g^{t+1} = 0$;

  **Repeat** iteration $i = 0, 1, \ldots, N-1$:

  - $n_i^t = \sigma^t(i+1)$ (5.11)
  - $w_{i+1}^t = w_i^t - \mu \left( \nabla Q(w_i^t; x_{n_i^t}) - \nabla Q(w_0^t; x_{n_i^t}) + g^t \right)$ (5.12)
  - $g^{t+1} \leftarrow g^{t+1} + \frac{1}{N} \nabla Q(w_i^t; x_{n_i})$ (5.13)

**End**

set $w_0^{t+1} = w_N^t$;

**End**

sampled according to it. AVRG is listed in Algorithm 2, which has balanced computation costs per iteration with the calculation of two gradients $\nabla Q(w_i^t; x_{n_i})$ and $\nabla Q(w_0^t; x_{n_i})$. Different from SVRG and SAGA, the stochastic gradient estimate $\hat{\nabla J}(w_i^t) = \nabla Q(w_i^t; x_{n_i}) - \nabla Q(w_0^t; x_{n_i}) + g^t$ is biased. However, it is explained in [76] that $E \|\hat{\nabla J}(w_i^t) - \nabla J(w_i^t)\|^2$ will approach 0 as epoch $t$ tends to infinity, which implies that AVRG is an asymptotic unbiased variance-reduced method.

### 5.3 Diffusion–AVRG Algorithm for Balanced Data Distributions

We now design a fully-decentralized algorithm to solve (5.4) by combining the exact diffusion strategy (5.8)–(5.10) and the AVRG mechanism (5.11)–(5.13). We consider first the case in which all nodes store the same amount of local data, i.e., $N_1 = \cdots = N_K = \tilde{N} = N/K$. For this case, the cost function weights $\{q_k\}$ in problem (5.4) are equal, $q_1 = \cdots = q_K = 1/K$, and it makes no difference whether we keep these scaling weights or remove them.
from the aggregate cost. The proposed diffusion-AVRG algorithm to solve (5.4) is listed in Algorithm 3 under Eqs. (5.14)–(5.19). Since each node has the same amount of local data samples, Algorithm 3 can be described in a convenient format involving epochs \( t \) and an inner iterations index \( i \) within each epoch. For each epoch or run \( t \) over the data, the original data is randomly reshuffled so that the sample of index \( i + 1 \) at agent \( k \) becomes the sample of index \( n_{k,i} = \sigma_k^t(i + 1) \) in that run. Subsequently, at each inner iteration \( i \), each node \( k \) will first generate an amortized variance-reduced gradient \( \hat{\nabla} J_k(w_{k,i}^t) \) via (5.14)–(5.16), and then apply it into exact diffusion (5.17)–(5.19) to update \( w_{k,i+1}^t \). Here, the notation \( w_{k,i}^t \) represents the estimate that agent \( k \) has for \( w^* \) at iteration \( i \) within epoch \( t \). With each node combining information from neighbors, there is no central node in this algorithm. Moreover, unlike DSA [77], this algorithm does not require extra memory to store gradient estimates.

The linear convergence of diffusion-AVRG is established in the following theorem.

**Theorem 5.1 (Linear Convergence)** Under Assumption 5.1, if the step-size \( \mu \) satisfies

\[
\mu \leq C \left( \frac{\nu (1 - \lambda)}{\delta^2 N} \right),
\]

then, for any \( k \in \{1, 2, \cdots, K\} \), it holds that

\[
\mathbb{E}\|w_{k,0}^{t+1} - w^*\|^2 \leq D\rho^t,
\]

where

\[
\rho = \frac{1 - \frac{N}{8} a \mu \nu}{1 - 8 b \mu^3 \delta^4 N^3 / \nu} < 1.
\]

The constants \( C, D, a, b \) are positive constants independent of \( N, \nu \) and \( \delta \); they are defined in the appendices. The constant \( \lambda = \lambda_2(A) < 1 \) is the second largest eigenvalue of the combination matrix \( A \).

**Proof:** The derivation of this result is lengthy and is given in Appendix 5.A. The proof is by no means trivial for various reasons. One source of complication is the decentralized nature of the algorithm with nodes only allowed to interact locally. Moreover, due to the bias in the gradient estimate, current analyses used for SVRG [150], SAGA [151], or DSA [77] are not suitable; these analyses can only deal with uniform sampling and unbiased gradient constructions. In our setting, the gradient constructions are biased and sampling is random with reshuffling (rather than uniform). The detailed proof is given in the appendix. ■
Algorithm 5.3 (diffusion-AVRG at node $k$ for balanced data)

Initialize $w_{k,0}^0$ arbitrarily; let $\psi_{k,0}^0 = w_{k,0}^0$, $g_k^0 = 0$, and $\nabla Q(w_{k,0}^0; x_{k,n}) \leftarrow 0$, $1 \leq n \leq \bar{N}$, where $\bar{N} = N/K$.

Repeat epoch $t = 0, 1, 2, \cdots$

generate a random permutation function $\sigma_k^t$ and set $g_{k}^{t+1} = 0$.

Repeat iteration $i = 0, 1, \cdots, s_N - 1$:

$n_{k,i}^t = \sigma_k^t(i + 1), \quad (5.14)$

$\hat{\nabla} J_k(w_{k,i}^t) = \nabla Q(w_{k,i}^t; x_{k,n_{k,i}^t}) - \nabla Q(w_{k,0}^t; x_{k,n_{k,i}^t}) + g_k^t, \quad (5.15)$

$g_{k}^{t+1} \leftarrow g_{k}^{t+1} + \frac{1}{N} \nabla Q(w_{k,i}^t; x_{k,n_{k,i}^t}), \quad (5.16)$

update $w_{k,i+1}^t$ with exact diffusion:

$\psi_{k,i+1}^t = w_{k,i}^t - \mu \hat{\nabla} J_k(w_{k,i}^t), \quad (5.17)$

$\phi_{k,i+1}^t = \psi_{k,i+1}^t + w_{k,i}^t - \psi_{k,i}^t, \quad (5.18)$

$w_{k,i+1}^t = \sum_{i \in N_k} \bar{a}_{i,k} \phi_{i,i+1}^t. \quad (5.19)$

End

set $w_{k,0}^{t+1} = w_{k,\bar{N}}^t$ and $\psi_{k,0}^{t+1} = \psi_{k,\bar{N}}^t$

End

5.4 Diffusion–AVRG Algorithm for Unbalanced Data Distributions

When the size of the data collected at the nodes may vary drastically, some challenges arise. For example, assume we select $\hat{N} = \max_k \{N_k\}$ as the epoch size for all nodes. When node $k$ with a smaller $N_k$ finishes its epoch, it will have to stop and wait for the other nodes to finish their epochs. Such an implementation is inefficient because nodes will be idle while they could be assisting in improving the convergence performance.

We instead assume that nodes will continue updating without any idle time. If a particular node $k$ finishes running over all its data samples during an epoch, it will then continue
its next epoch right away. In this way, there is no need to introduce a uniform epoch. We list the method in Algorithm 4; this listing includes the case of balanced data as a special case. In other words, we have a single diffusion-AVRG algorithm. We are describing it in two formats (Algorithms 3 and 4) for ease of exposition so that readers can appreciate the simplifications that occur in the balanced data case.

In Algorithm 4, at each iteration $i$, each node $k$ will update its $w_{k,i}$ to $w_{k,i+1}$ by exact diffusion $(5.26)-(5.28)$ with stochastic gradient. Notice that $q_k$ has to be used to scale the step-size in $(5.26)$ because of the spatially unbalanced data distribution. To generate the local stochastic gradient $\hat{\nabla} J_k(w_{k,i})$, node $k$ will transform the global iteration index $i$ to its own local epoch index $t$ and local inner iteration $s$. With $t$ and $s$ determined, node $k$ is able to generate $\hat{\nabla} J_k(w_{k,i})$ with the AVRG recursions $(5.23)-(5.25)$. Note that $t, s, \sigma^t_k, \theta^t_{k,0}, n^t_s$ are all local variables hidden in node $k$ to help generate the local stochastic gradient $\hat{\nabla} J_k(w_{k,i})$ and do not appear in exact diffusion $(5.26)-(5.28)$. Steps $(5.23)-(5.27)$ are all local update operations within each node while step $(5.28)$ needs communication with neighbors. It is worth noting that the local update $(5.23)-(5.27)$ for each node $k$ at each iteration requires the same amount of computations no matter how different the sample sizes $\{N_k\}$ are. This balanced computation feature guarantees the efficiency of diffusion-AVRG and reduces waiting time. Figure 5.1 illustrates the operation of Algorithm 4 for a two-node network with $N_1 = 2$ and $N_2 = 3$. That is, the first node collects two samples while the second node collects three samples. For each iteration index $i$, the nodes will determine the local values for their indices $t$ and $s$. These indices are used to generate the local variance-reduced gradients $\hat{\nabla} J_k(w_{k,i})$. Once node $k$ finishes its own local epoch $t$, it will start its next
epoch $t + 1$ right away. Observe that the local computations has similar widths because each node has a balanced computation cost per iteration. Note that $\mathbf{w}_t = [\mathbf{w}_{1,i}; \mathbf{w}_{2,i}]$ in Figure 3.1.

5.4.1 Comparison with Decentralized SVRG

AVRG is not the only variance-reduced algorithm that can be combined with exact diffusion. In fact, SVRG is another alternative to save memory compared to SAGA. SVRG has two loops of calculation: it needs to complete the calculation of the true gradient before starting the inner loop. Such two-loop structures are not suitable for decentralized setting, especially when data can be distributed unevenly. To illustrate this fact assume, for the sake of argument, that we combine exact diffusion with SVRG to obtain a diffusion-SVRG variant, which we list in Algorithm 5. Similar to diffusion-AVRG, each node $k$ will transform the global iteration index $i$ into a local epoch index $t$ and a local inner iteration $s$, which are then used to generate $\hat{\nabla} J(\mathbf{w}_{k,i})$ through SVRG. At the very beginning of each local epoch $t$, a true local gradient has to be calculated in advance; this step causes a pause before the update of $\phi_{k,i+1}$. Now since the neighbors of node $k$ will be waiting for $\phi_{k,i+1}$ in order to update their own $\mathbf{w}_{\ell,i+1}$, the pause by node $k$ will cause all its neighbors to wait. These waits reduce the efficiency of this decentralized implementation, which explains why the earlier diffusion-AVRG algorithm is preferred. Fig. 5.2 illustrates the diffusion-SVRG strategy with $N_1 = 2$ and $N_2 = 3$. Comparing Figs. 5.1 and 5.2 the balanced calculation resulting from AVRG effectively reduces idle times and enhances the efficiency of the decentralized implementation.

5.5 Diffusion-AVRG with Mini-batch Strategy

Compared to exact diffusion [15, 16], diffusion-AVRG allows each agent to sample one gradient at each iteration instead of calculating the true gradient with $N_k$ data. This property enables diffusion-AVRG to be more computation efficient than exact diffusion. It is observed in Figs. 5.6 and 5.7 from Section 5.6 that in order to reach the same accuracy, diffusion-
AVRG needs less gradient calculation than exact diffusion.

However, such computational advantage comes with extra communication costs. In the exact diffusion method listed in Algorithm 1, it is seen that agent $k$ will communicate after calculating its true gradient $\nabla J(w) = \frac{1}{N_k} \sum_{n=1}^{N_k} Q(w; x_{k,n})$. But in the diffusion-AVRG listed in Algorithms 2 and 3, each agent will communicate after calculating only one stochastic gradient. Intuitively, in order to reach the same accuracy, diffusion-AVRG needs more iterations than exact diffusion, which results in more communications. The communication comparison for diffusion-AVRG and exact diffusion are also shown in Figs. 5.6 and 5.7 in Section 5.6.

In this section we introduce the mini-batch strategy to balance the computation and communication of diffusion-AVRG. For simplicity, we consider the situation where all local data size $N_k$ are equal to $\tilde{N}$, but the strategy can be extended to handle the spatially unbalanced data distribution case. Let the batch size be $B$, and the number of batches $L \triangleq \tilde{N}/B$. The local data in agent $k$ can be partitioned as

$$\{x_{k,n}\}_{n=1}^{\tilde{N}} = \left\{ \{x_{k,n}^{(1)}\}_{n=1}^{B}, \{x_{k,n}^{(2)}\}_{n=1}^{B}, \ldots, \{x_{k,n}^{(L)}\}_{n=1}^{B} \right\},$$

where the superscript $(\ell)$ indicates the $\ell$-th mini-batch. In addition, the local cost function $J_k(w)$ can be rewritten as

$$J_k(w) = \frac{1}{\tilde{N}} \sum_{n=1}^{\tilde{N}} Q(w; x_{k,n}) = \frac{B}{\tilde{N}} \sum_{\ell=1}^{L} \frac{1}{B} \sum_{n=1}^{B} Q(w; x_{k,n}^{(\ell)})$$

$$= \frac{1}{L} \sum_{\ell=1}^{L} Q_k^{(\ell)}(w),$$

where the last equality holds because $L = \tilde{N}/B$ and

$$Q_k^{(\ell)}(w) \triangleq \frac{1}{B} \sum_{n=1}^{B} Q(w; x_{k,n}^{(\ell)})$$

is defined as the cost function over the $\ell$-th batch in agent $k$. Note that the mini-batch formulations (5.36) and (5.37) are the generalization of cost function (5.3). When $B = 1$, formulations (5.36) and (5.37) will reduce to (5.3). Moreover, it is easy to prove that $\{Q_k^{(\ell)}(w)\}_{k=1,\ell=1}^{K,L}$ satisfy Assumption 5.1.

Since the mini-batch formulations (5.36) and (5.37) fall into the form of problem (5.3)
and (5.4), we can directly extend Algorithm 3 to the mini-batch version with the convergence guarantee. The only difference is for each iteration, a batch, rather than a sample will be picked up, and then length of batches is $L$ rather than $\tilde{N}$. We also list the mini-batch algorithm in Algorithm 6.

Diffusion-AVRG with mini-batch stands in the middle point between standard diffusion-AVRG and exact diffusion. For each iteration, Algorithm 6 samples $B$ gradients, rather than 1 gradient or $\tilde{N}$ gradients, and then communicates. The size of $B$ will determine the computation and communication efficiency, and there is a trade-off between computation and communication. When given the actual cost in real-world applications, we can determine the Pareto optimal for the batch-size. In our simulation shown in Section 5.6 when best batch-size is chosen, diffusion-AVRG with mini-batch can be much more computation efficient while maintaining almost the same communication efficiency with exact diffusion.

5.6 Simulation Results

In this section, we illustrate the convergence performance of diffusion-AVRG. We consider problem (5.4) in which $J_k(w)$ takes the form of regularized logistic regression loss function:

$$J_k(w) \triangleq \frac{1}{N_k} \sum_{n=1}^{N_k} \left( \frac{\rho}{2} \|w\|^2 + \ln \left( 1 + \exp(-\gamma_k(n)h_{k,n}^T w) \right) \right)$$

with $q_k = N_k/N$. The vector $h_{k,n}$ is the $n$-th feature vector kept by node $k$ and $\gamma_k(n) \in \{\pm 1\}$ is the corresponding label. In all experiments, the factor $\rho$ is set to $1/N$, and the solution $w^*$
Figure 5.3: Comparison between diffusion-AVRG and DSA over various datasets. Top: data are evenly distributed over the nodes; Bottom: data are unevenly distributed over the nodes. The average sample size is $N_{\text{ave}} = \frac{1}{K} \sum_{k=1}^{K} N_k$.

to (5.4) is computed by using the Scikit-Learn Package. All experiments are run over four datasets: covtype.binary\(^1\), rcv1.binary\(^2\), MNIST\(^3\) and CIFAR-10\(^4\). The last two datasets have been transformed into binary classification problems by considering data with labels 2 and 4, i.e., digital two and four classes for MNIST, and cat and dog classes for CIFAR-10. All features have been preprocessed and normalized to the unit vector\(^5\). We also generate a randomly connected network with $K = 20$ nodes, which is shown in Fig. 5.4. The associated doubly-stochastic combination matrix $A$ is generated by the Metropolis rule\(^6\).

In our first experiment, we test the convergence performance of diffusion-AVRG (Algorithm 3) with even data distribution, i.e., $N_k = N/K$. We compare the proposed algorithm with DSA\(^7\), which is based on SAGA\(^8\) and hence has significant memory requirement. In comparison, the proposed diffusion-AVRG algorithm does not need to store the

\(^1\)http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
\(^2\)http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
\(^3\)http://yann.lecun.com/exdb/mnist/
\(^4\)http://www.cs.toronto.edu/~kriz/cifar.html
Figure 5.4: A random connected network with 20 nodes.

Figure 5.5: Diffusion-AVRG is more stable than DSA.
gradient estimates and is quite memory-efficient. The experimental results are shown in the top 4 plots of Fig. 5.3. To enable fair comparisons, we tune the step-size parameter of each algorithm for fastest convergence in each case. The plots are based on measuring the averaged relative square-error, \( \frac{1}{K} \sum_{k=1}^{K} \| \mathbf{w}_{k,0} - \mathbf{w}^* \|^2 / \| \mathbf{w}^* \|^2 \). It is observed that both algorithms converge linearly to \( \mathbf{w}^* \), while diffusion-AVRG converges faster (especially on Covtype and CIFAR-10).

In our second experiment, data are randomly assigned to each node, and the sample sizes at the nodes may vary drastically. We now compare diffusion-AVRG (Algorithm 3) with DSA. Since there is no epoch for this scenario, we compare the algorithms with respect to the iterations count. In the result shown in bottom 4 plots of Fig. 5.3, it is also observed that both algorithms converge linearly to \( \mathbf{w}^* \), with diffusion-AVRG converging faster than DSA.

In our third experiment, we test the stability of DSA and diffusion-AVRG. For simplicity, this experiment is conducted in the context of solving a linear regression problem with synthetic data. Each feature-label pair \( (\mathbf{h}_n, \gamma(n)) \) is drawn from a Gaussian distribution. We generate \( N = 100,000 \) data points, which are evenly distributed over the 20 nodes. We set the same step-size to both algorithms and check which one of them exhibits a wider step-size range for stability. For example, in Fig. 5.5, it is observed that DSA diverges while diffusion-AVRG still converges when \( \mu = 0.13 \). It has been observed during these experiments that diffusion-AVRG is more stable than DSA. This improved stability is inherited from the structure of the exact diffusion strategy [4, 15, 16]. The improved stability range also helps explain why diffusion-AVRG is faster than DSA in Fig. 5.3.

In our fourth experiment, we test how the mini-batch size \( B \) influences the computation and communication efficiency in diffusion-AVRG. The experiment is conducted on the MNIST and RCV1 datasets. For each batch size, we run the algorithm until the relative error reaches \( 10^{-10} \). The step-size for each batch size is adjusted to be optimal. The communication is examined by counting the number of message passing rounds, and the computation is examined by counting the number of \( \nabla Q(w; \mathbf{x}_n) \) evaluations. The exact diffusion is also tested for comparison. In Fig. 5.6, we use “AVRG” to indicate the standard diffusion-
Figure 5.6: Performance of diffusion-AVRG with different batch sizes on MNIST dataset. Each agent holds $\bar{N} = 1200$ data.

AVRG method. It is observed that standard diffusion-AVRG is more computation efficient than exact diffusion. To reach $10^{-10}$ relative error, exact diffusion needs around $2 \times 10^5$ gradient evaluations while diffusion-AVRG just needs around $2 \times 10^4$ gradient evaluations. However, exact diffusion is much more communication efficient than diffusion-AVRG. To see that, exact diffusion requires around 200 communication rounds to reach $10^{-10}$ error while diffusion-AVRG requires $2 \times 10^4$ communication rounds. Similar observation also holds for RCV1 dataset, see Fig. 5.7.

It is also observed in Fig. 5.6 that mini-batch can balance the communication and computation for diffusion-AVRG. As batch size grows, the computation expense increases while the communication expense reduces. Diffusion-AVRG with appropriate batch-size is able to reach better performance than exact diffusion. For example, diffusion-AVRG with $B = 200$ will save around 60% computations while maintaining almost the same amount of communications. Similar observation also holds for RCV1 dataset, see Fig. 5.7.
Figure 5.7: Performance of diffusion-AVRG with different batch sizes on RCV1 dataset. Each agent holds $\tilde{N} = 480$ data.

5.A Proof of Theorem 5.1

In this section we establish the linear convergence property of diffusion-AVRG (Algorithm 2). We start by transforming the exact diffusion recursions into an equivalent linear error dynamics driven by perturbations due to gradient noise (see Lemma 2). By upper bounding the gradient noise (see Lemma 3), we derive a couple of useful inequalities for the size of the inner iterates (Lemma 4), epoch iterates (Lemma 5), and inner differences (Lemma 6). We finally introduce an energy function and show that it decays exponentially fast (Lemma 7). From this result we will conclude the convergence of $\mathbb{E}\|w_{k,0}^t - w^*\|^2$ (as stated in (5.21) in Theorem 1). Throughout this section we will consider the practical case where $\tilde{N} \geq 2$. When $\tilde{N} = 1$, diffusion-AVRG reduces to the exact diffusion algorithm whose convergence is already established in [16].
5. A. 1 Extended Network Recursion

Recursions (5.17)–(5.19) of Algorithm 2 only involve local variables $\mathbf{w}_{k,i}^t$, $\phi_{k,i}^t$, and $\psi_{k,i}^t$. To analyze the convergence of all $\{\mathbf{w}_{k,i}^t\}_{k=1}^K$, we need to combine all iterates from across the network into extended vectors. To do so, we introduce

$$\mathbf{W}_i^t = \text{col}\{\mathbf{w}_{1,i}^t, \ldots, \mathbf{w}_{K,i}^t\}$$

(5.44)

$$\phi_i^t = \text{col}\{\phi_{1,i}^t, \ldots, \phi_{K,i}^t\}$$

(5.45)

$$\psi_i^t = \text{col}\{\psi_{1,i}^t, \ldots, \psi_{K,i}^t\}$$

(5.46)

$$\nabla J(\mathbf{w}_i^t) = \text{col}\{\nabla J_1(\mathbf{w}_{1,i}^t), \ldots, \nabla J_K(\mathbf{w}_{K,i}^t)\}$$

(5.47)

$$\widehat{\nabla J}(\mathbf{w}_i^t) = \text{col}\{\widehat{\nabla J}_1(\mathbf{w}_{1,i}^t), \ldots, \widehat{\nabla J}_K(\mathbf{w}_{K,i}^t)\}$$

(5.48)

$$\mathbf{A} = \mathbf{A} \otimes I_M$$

(5.49)

where $\otimes$ is the Kronecker product. With the above notation, for $0 \leq i \leq N - 1$ and $t \geq 0$, recursions (5.17)–(5.19) of Algorithm 2 can be rewritten as

$$\begin{cases}
\psi_{i+1}^t = \mathbf{w}_i^t - \mu \widehat{\nabla J}(\mathbf{w}_i^t), \\
\phi_{i+1}^t = \psi_{i+1}^t + \mathbf{w}_i^t - \psi_i^t, \\
\mathbf{w}_{i+1}^t = \mathbf{A} \phi_{i+1}^t,
\end{cases}$$

(5.50)

and we let $\psi_{N+1}^t = \psi_N^t$ and $\mathbf{w}_{N+1}^t = \mathbf{w}_N^t$. In particular, since $\psi_0^t$ is initialized to be equal to $\mathbf{w}_0^t$, for $t = 0$ and $i = 0$, it holds that

$$\begin{cases}
\psi_0^0 = \mathbf{w}_0^0 - \mu \widehat{\nabla J}(\mathbf{w}_0^0), \\
\phi_0^0 = \psi_0^0, \\
\mathbf{w}_0^0 = \mathbf{A} \phi_0^0,
\end{cases}$$

(5.51)

Substituting the first and second equations of (5.50) into the third one, we have that for $1 \leq i \leq N$ and $t \geq 0$:

$$\mathbf{w}_{i+1}^t = \mathbf{A} \left(2\mathbf{w}_i^t - \mathbf{w}_{i-1}^t - \mu[\nabla J(\mathbf{w}_i^t) - \nabla J(\mathbf{w}_{i-1}^t)]\right),$$

(5.52)

and we let $\mathbf{w}_{0+1}^t = \mathbf{w}_N^t$ and $\mathbf{w}_{1+1}^t = \mathbf{w}_{N+1}^t$ for each epoch $t$. Moreover, we can also rewrite (5.51) as

$$\mathbf{w}_1^0 = \mathbf{A} \left(\mathbf{w}_0^0 - \mu \widehat{\nabla J}(\mathbf{w}_0^0)\right).$$

(5.53)
It is observed that recursion (5.52) involves two consecutive variables $w_i^t$ and $w_{i-1}^t$, which complicates the analysis. To deal with this issue, we introduce an auxiliary variable $y_i^t$ to make the structure in (5.52) more tractable. For that purpose, we first introduce the eigen-decomposition:

$$\frac{1}{2K} (I_K - A) = U\Sigma U^T,$$  \hspace{1cm} (5.54)

where $\Sigma$ is a nonnegative diagonal matrix (note that $I_K - A$ is positive semi-definite because $A$ is doubly stochastic), and $U$ is an orthonormal matrix. We also define

$$V \triangleq U^{1/2}U^T, \quad V \triangleq V \otimes I_M.$$  \hspace{1cm} (5.55)

Note that $V$ and $V$ are symmetric matrices. It can be verified (see Appendix 5.B) that recursion (5.52) is equivalent to

$$\begin{aligned}
    & w_{i+1}^t = A\left(w_i^t - \mu J'(w_i^t)\right) - KV_i^t \\
    & y_{i+1}^t = y_i^t + Vw_{i+1}^t
\end{aligned}$$  \hspace{1cm} (5.56)

where $0 \leq i \leq N - 1$ and $t \geq 0$, $y_0^t$ is initialized at 0, and $w_i^{t+1} = w_i^t$, $y_i^{t+1} = y_i^t$ after epoch $t$. Note that recursion (5.56) is very close to recursion for exact diffusion (see equation (93) in [15]), except that $J'(w_i^t)$ is a stochastic gradient generated by AVRG. We denote the gradient noise by

$$s(w_i^t) = J'(w_i^t) - \nabla J(w_i^t).$$  \hspace{1cm} (5.57)

Substituting into (5.56), we get

$$\begin{aligned}
    & w_{i+1}^t = A\left(w_i^t - \mu J'(w_i^t)\right) - KV_i^t - \mu A s(w_i^t) \\
    & y_{i+1}^t = y_i^t + Vw_{i+1}^t
\end{aligned}$$  \hspace{1cm} (5.58)

In summary, the exact diffusion recursions (5.17)–(5.19) of Algorithm 2 are equivalent to form (5.58).

**5.A.2 Optimality Condition**

It is proved in Lemma 4 of [16] that there exists a unique pair of variables $(w^*, y_o^*)$, with $y_o^*$ lying in the range space of $V$, such that

$$\mu A\nabla J(w^*) + KV_o^* = 0 \quad \text{and} \quad Vw^* = 0,$$  \hspace{1cm} (5.59)
where we partition $w^*$ into block entries of size $M \times 1$ each as follows: $w^* = \text{col}\{w_1^*, w_2^*, \ldots, w_K^*\} \in \mathbb{R}^{KM}$. For such $(w^*, y_o^*)$, it further holds that the block entries of $w^*$ are identical and coincide with the unique solution to problem (4), i.e.

$$w_1^* = w_2^* = \cdots = w_K^* = w^*.$$  

(5.60)

In other words, equation (5.59) is the optimality condition characterizing the solution to problem (5.4).

5.A.3 Error Dynamics

Let $\tilde{w}_t^i = w^* - \hat{w}_t^i$ and $\tilde{y}_t^i = y_o^* - \hat{y}_t^i$ denote error vectors relative to the solution pair $(w^*, y_o^*)$. It is proved in Appendix 5.C that recursion (5.58), under Assumption 5.1, can be transformed into the following recursion driven by a gradient noise term:

$$
\begin{bmatrix}
\tilde{w}_{t+1}^i \\
\tilde{y}_{t+1}^i
\end{bmatrix} = (\mathcal{B} - \mu \mathcal{T}_t^i) \begin{bmatrix}
\tilde{w}_t^i \\
\tilde{y}_t^i
\end{bmatrix} + \mu \mathcal{B}_t s(\mathcal{w}_t^i),
$$

(5.61)

where $0 \leq i \leq \bar{N} - 1$, $t \geq 0$, and $\tilde{w}_{0+1}^t = \tilde{w}_N^t$, $\tilde{y}_{0+1}^t = \tilde{y}_N^t$ after epoch $t$. Moreover, $\mathcal{B}, \mathcal{B}_t$ and $\mathcal{T}_t^i$ are defined as

$$
\mathcal{B} \triangleq \begin{bmatrix}
\overline{\mathcal{A}} & -K\mathcal{V} \\
\mathcal{V}\overline{\mathcal{A}} & \mathcal{A}
\end{bmatrix}, \quad \mathcal{B}_t \triangleq \begin{bmatrix}
\overline{\mathcal{A}} \\
\mathcal{V}\overline{\mathcal{A}}
\end{bmatrix},
$$

(5.62)

$$
\mathcal{T}_t^i \triangleq \begin{bmatrix}
\overline{\mathcal{A}}\mathcal{H}_t^i & 0 \\
\mathcal{V}\overline{\mathcal{A}}\mathcal{H}_t^i & 0
\end{bmatrix},
$$

where

$$
\mathcal{H}_t^i = \text{diag}\{H_{1,i}^t, \ldots, H_{K,i}^t\} \in \mathbb{R}^{KM \times KM},
$$

(5.63)

$$
H_{k,i}^t \triangleq \int_0^1 \nabla^2 J_k(w^* - r \tilde{w}_{k,i}^t) dr \in \mathbb{R}^{M \times M}.
$$

(5.64)

To facilitate the convergence analysis of recursion (5.61), we diagonalize $\mathcal{B}$ and transform it into an equivalent error dynamics. From equations (64)–(67) in [16], we know that $\mathcal{B}$ admits an eigen-decomposition of the form

$$
\mathcal{B} \triangleq \mathcal{X} \mathcal{D} \mathcal{X}^{-1},
$$

(5.65)
where $X, D$ and $X^{-1}$ are $KM$ by $KM$ matrices defined as

$$D \triangleq \begin{bmatrix} I_M & 0 & 0 \\ 0 & I_M & 0 \\ 0 & 0 & D_1 \end{bmatrix} \in \mathbb{R}^{2KM \times 2KM}, \quad (5.66)$$

$$X \triangleq \begin{bmatrix} R_1 & R_2 & X_R \end{bmatrix} \in \mathbb{R}^{2KM \times 2KM}, \quad (5.67)$$

$$X^{-1} \triangleq \begin{bmatrix} L_1^T \\ L_2^T \\ X_L \end{bmatrix} \in \mathbb{R}^{2KM \times 2KM}. \quad (5.68)$$

In (5.66), matrix $D_1 = D_1 \otimes I_M$ and $D_1 \in \mathbb{R}^{2(K-1) \times 2(K-1)}$ is a diagonal matrix with $\|D_1\| = \lambda_2(A) \triangleq \lambda < 1$. In (5.67) and (5.68), matrices $R_1, R_2, L_1$ and $L_2$ take the form

$$R_1 = \begin{bmatrix} 1_K \\ 0_K \end{bmatrix} \otimes I_M, \quad R_2 = \begin{bmatrix} 0_K \\ 1_K \end{bmatrix} \otimes I_M \quad (5.69)$$

$$L_1 = \begin{bmatrix} \frac{1}{K} 1_K \\ 0_K \end{bmatrix} \otimes I_M, \quad L_2 = \begin{bmatrix} 0_K \\ \frac{1}{K} 1_K \end{bmatrix} \otimes I_M \quad (5.70)$$

Moreover, $X_R \in \mathbb{R}^{2KM \times 2(K-1)M}$ and $X_L \in \mathbb{R}^{2(K-1)M \times 2KM}$ are some constant matrices. Since $B$ is independent of $\bar{N}, \delta$ and $\nu$, all matrices appearing in (5.65)–(5.68) are independent of these variables as well. By multiplying $X^{-1}$ to both sides of recursion (5.61), we have

$$X^{-1} \begin{bmatrix} \tilde{w}_{i+1}^t \\ \tilde{y}_{i+1}^t \end{bmatrix} = [X^{-1}(B - \mu \mathcal{T}_i^t)X]X^{-1} \begin{bmatrix} \tilde{w}_i^t \\ \tilde{y}_i^t \end{bmatrix} + \mu X^{-1} B_i s(w_i^t)$$

$$= \begin{bmatrix} \tilde{w}_i^t \\ \tilde{y}_i^t \end{bmatrix} + \mu X^{-1} B_i s(w_i^t). \quad (5.71)$$

Now we define

$$\begin{bmatrix} \hat{x}_i^t \\ \hat{\tilde{x}}_i^t \\ \hat{\tilde{y}}_i^t \end{bmatrix} \triangleq X^{-1} \begin{bmatrix} \tilde{w}_i^t \\ \tilde{y}_i^t \end{bmatrix} \begin{bmatrix} \mathcal{L}_1^T \\ \mathcal{L}_2^T \\ X_L \end{bmatrix} \begin{bmatrix} \tilde{w}_i^t \\ \tilde{y}_i^t \end{bmatrix}, \quad (5.72)$$
as transformed errors. Moreover, we partition $X_R$ as

$$X_R = \begin{bmatrix} X_{R,u} \\ X_{R,d} \end{bmatrix}, \quad \text{where } X_{R,u} \in \mathbb{R}^{KM \times 2(K-1)M}. \quad (5.73)$$

With the help of recursion (5.71), we can establish the following lemma.

**Lemma 5.1 (Useful Transformation)** When $\mathbf{y}_0^0$ is initialized at 0, recursion (5.61) can be transformed into

$$\begin{bmatrix} \hat{x}_{i+1}^l \\ \hat{x}_{i+1}^{\ell} \end{bmatrix} = \begin{bmatrix} I_M - \frac{\mu}{K} I^T H_i^l \mathcal{H}_i^d I - \frac{\mu}{K} I^T H_i^l X_{R,u} \\ -\mu X_L T_i^l R_1 D_1 - \mu X_L T_i^l X_R \end{bmatrix} \begin{bmatrix} \hat{x}_{i}^l \\ \hat{x}_{i}^{\ell} \end{bmatrix} + \mu \begin{bmatrix} 1 \end{bmatrix} I^T X_L B_i s(\mathbf{w}_i) \quad (5.74)$$

where $I = 1_K \otimes I_M$. Moreover, the relation between $\tilde{w}_i^l, \tilde{y}_i^l$ and $\hat{x}_{i}^l, \hat{x}_{i}^{\ell}$ in (5.71) reduces to

$$\begin{bmatrix} \tilde{w}_i^l \\ \tilde{y}_i^l \end{bmatrix} = X \begin{bmatrix} 0_M \\ \hat{x}_{i}^l \end{bmatrix}. \quad (5.75)$$

Notice that $X_L, X_R, X_{R,u}$ and $X$ are all constant matrices and independent of $N, \delta$ and $\nu$.

**Proof.** See Appendix 5.D. The proof is similar to the derivations in equations (68)–(82) from [16] except that we have an additional noise term in (5.61).

Starting from (5.74), we can derive the following recursions for the mean-square errors of the quantities $\hat{x}_{i}^l$ and $\hat{x}_{i}^{\ell}$.

**Lemma 5.2 (Mean-square-error Recursion)** Under Assumption (5.1), $\mathbf{y}_0^0 = 0$ and for step-size $\mu < 1/\delta$, it holds that

$$\begin{bmatrix} \mathbb{E}\|\hat{x}_{i+1}^l\|^2 \\ \mathbb{E}\|\hat{x}_{i+1}^{\ell}\|^2 \end{bmatrix} \preceq \begin{bmatrix} 1 - a_1 \mu \nu & \frac{2a_2 \mu^2 \nu^2}{\nu} \\ a_4 \mu^2 \nu^2 & \lambda + a_3 \mu^2 \nu^2 \end{bmatrix} \begin{bmatrix} \mathbb{E}\|\hat{x}_{i}^l\|^2 \\ \mathbb{E}\|\hat{x}_{i}^{\ell}\|^2 \end{bmatrix} + \begin{bmatrix} \frac{2\mu}{\nu} \mathbb{E}\|s(\mathbf{w}_i)\|^2 \\ a_5 \mu^2 \mathbb{E}\|s(\mathbf{w}_i)\|^2 \end{bmatrix}, \quad (5.76)$$

where the scalars $a_i, 1 \leq l \leq 5$ are defined in (5.152); they are positive constants that are independent of $N, \delta$ and $\nu$.

**Proof.** See Appendix 5.E
It is observed that recursion (5.76) still mixes gradient noise \( \mathbb{E}\|s(W_t^i)\|^2 \) (which is correlated with \( W_t^i \)) with iterates \( \bar{X}_t^i \) and \( \hat{X}_t^i \). To establish the convergence of \( \mathbb{E}\|\bar{X}_t^i\|^2 \) and \( \mathbb{E}\|\hat{X}_t^i\|^2 \), we need to upper bound \( \mathbb{E}\|s(W_t^i)\|^2 \) with terms related to \( \bar{X}_t^i \) and \( \hat{X}_t^i \). In the following lemma we provide such an upper bound.

**Lemma 5.3 (Gradient Noise)** Under Assumption 5.1, the second moment of the gradient noise term satisfies:

\[
\mathbb{E}\|s(W_t^i)\|^2 \\
\leq 6b\delta^2\mathbb{E}\|\bar{X}_t^i - \hat{X}_t^i\|^2 + 12b\delta^2\mathbb{E}\|\hat{X}_t^i\|^2 + 18b\delta^2\mathbb{E}\|\hat{X}_t^0\|^2 \\
+ \frac{3b\delta^2}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\hat{X}^{t-1}_j - \hat{X}^{t-1}_N\|^2 + \frac{6b\delta^2}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\hat{X}_j^{t-1}\|^2,
\]

(5.77)

where \( b = \|X\|^2 \) is a positive constant that is independent of \( N, \nu \) and \( \delta \).

**Proof.** See Appendix 5.F. \[\blacksquare\]

In the following subsections, we will exploit the error dynamic (3.164) and the upper bound (5.77) to establish the convergence of \( \mathbb{E}\|\bar{X}_t^i\|^2 \) and \( \mathbb{E}\|\hat{X}_t^i\|^2 \), from which we will conclude later the convergence of \( \mathbb{E}\|\hat{W}_t^i\|^2 \).

**5.A.4 Useful Inequalities**

To simplify the notation, we define

\[
A^t \triangleq \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\bar{X}_j^t - \bar{X}_0^i\|^2,
\]

(5.78)

\[
B^t \triangleq \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\hat{X}_j^t - \hat{X}_N^i\|^2,
\]

(5.79)

\[
C^t \triangleq \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\hat{X}_j^i\|^2.
\]

(5.80)

All these quantities appear in the upper bound on gradient noise in (5.77), and their recursions will be required to establish the final convergence theorem.
Lemma 5.4 (\( \mathbb{E}\|\hat{x}_t\|^2 \) Recursion) Suppose Assumption 1 holds. If the step-size \( \mu \) satisfies
\[
\mu \leq C_1 \sqrt{\frac{1 - \lambda}{\delta^2 N}},
\]
where \( C_1 > 0 \), which is defined in (5.178), is a constant independent of \( \bar{N}, \nu \) and \( \delta \), it then holds that
\[
C_t \leq c_1 \mu^2 \delta^2 \bar{N} \mathbb{E}\|\hat{x}_0\|^2 + \lambda_3 \mathbb{E}\|\tilde{x}_0\|^2 + c_2 \mu^2 \delta^2 \bar{N} A^t
+ c_3 \mu^2 \delta^2 \bar{N} B^{t-1} + c_4 \mu^2 \delta^2 \bar{N} C^{t-1},
\]
where the constants \( \lambda_2 < 1 \), \( \lambda_3 < 1 \), and \( \{c_l\}_{l=1}^4 \), which are defined in Appendix 5.G, are all positive scalars that are independent of \( \bar{N}, \nu \) and \( \delta \).

Proof. See Appendix 5.G.

Lemma 5.5 (\( \mathbb{E}\|\bar{x}_t\|^2 \) Recursion) Suppose Assumption 1 holds. If the step-size \( \mu \) satisfies
\[
\mu \leq C_2 \left( \frac{\nu \sqrt{1 - \lambda}}{\delta^2 N} \right),
\]
where \( C_2 > 0 \), which is defined in (5.190), is a constant independent of \( \bar{N}, \nu \) and \( \delta \), it then holds that
\[
\mathbb{E}\|\bar{x}_0\|^2 \leq c_1 \mu^2 \delta^2 \bar{N} \mathbb{E}\|\bar{x}_0\|^2 + \lambda_2 \mathbb{E}\|\tilde{x}_0\|^2 + c_2 \mu^2 \delta^2 \bar{N} A^t
+ c_3 \mu^2 \delta^2 \bar{N} B^{t-1} + c_4 \mu^2 \delta^2 \bar{N} C^{t-1},
\]
where \( \{d_l\}_{l=1}^4 \), which are defined in (5.188), are positive constants that are independent of \( \bar{N}, \nu \) and \( \delta \).

Proof. See Appendix 5.H.

Lemma 5.6 (Inner Difference Recursion) Suppose Assumption 1 holds. If the step-size \( \mu \) satisfies
\[
\mu \leq C_3 \sqrt{\frac{1 - \lambda}{\delta^2 N}},
\]
where \( C_3 > 0 \), which is defined in (5.189), is a constant independent of \( \bar{N}, \nu \) and \( \delta \), it then holds that
\[
\mathbb{E}\|ar{x}_t - \bar{x}_0\|^2 \leq \left( 1 - \frac{\bar{N}}{3} a_1 \mu \nu \right) \mathbb{E}\|\bar{x}_0\|^2 + \frac{d_1 \mu \delta^2 \bar{N}}{\nu} \mathbb{E}\|\bar{x}_0\|^2
+ \frac{d_2 \delta^2 \mu \bar{N}}{\nu} A^t + \frac{d_3 \delta^2 \mu \bar{N}}{\nu} B^{t-1} + \frac{d_4 \delta^2 \mu \bar{N}}{\nu} C^{t-1}
\]
where \( \{d_l\}_{l=1}^4 \), which are defined in (5.188), are positive constants that are independent of \( \bar{N}, \nu \) and \( \delta \).
where $C_3 > 0$, which is defined in (5.205), is a constant independent of $\bar{N}$, $\nu$ and $\delta$, it then holds that

$$
A^t \leq 12\mu^2 \delta^2 \bar{N}^2 E\|\dot{x}_0^t\|^2 + e_6\mu^2 \delta^2 \bar{N}^2 E\|\dot{x}_0^t\|^2 + 2e_3\mu^2 \delta^2 \bar{N}^2 A^t + 2e_4\mu^2 \delta^2 \bar{N}^2 B^{t-1} + 2e_5\mu^2 \delta^2 \bar{N}^2 C^{t-1},
$$

(5.87)

where $\{e_i\}_{i=3}^6$, which are defined in (5.198), are positive constants that are independent of $\bar{N}$, $\nu$ and $\delta$.

Proof. See Appendix 5.J. 

5.A.5 Linear Convergence

With the above inequalities, we are ready to establish the linear convergence of the transformed diffusion-AVRG recursion (5.74).

Lemma 5.7 (Linear Convergence) Under Assumption 5.1, if the step-size $\mu$ satisfies

$$
\mu \leq \frac{C}{\bar{N}}\left(\frac{\nu(1 - \lambda)}{\delta\bar{N}}\right),
$$

(5.89)

where $C > 0$, which is defined in (5.246), is a constant independent of $\bar{N}$, $\nu$ and $\delta$, and $\lambda = \lambda_2(A)$ is second largest eigenvalue of the combination matrix $A$, it then holds that

$$
\left(\mathbb{E}\|\dot{x}_0^{t+1}\|^2 + \mathbb{E}\|\dot{x}_0^t\|^2\right) + \frac{\gamma}{2}(A^{t+1} + B^t + C^t)
\leq \rho \left\{\left(\mathbb{E}\|\dot{x}_0^t\|^2 + \mathbb{E}\|\dot{x}_0^t\|^2\right) + \frac{\gamma}{2}(A^t + B^{t-1} + C^{t-1})\right\}
$$

(5.90)

where $\gamma = 8f_5\delta^2 \bar{N}/\nu > 0$ is a constant, and

$$
\rho = \frac{1 - \frac{N}{K}a_1\mu\nu}{1 - \frac{8f_1f_3\delta^4\bar{N}^3}{\nu}} < 1.
$$

(5.91)

The positive constants $a_1$, $f_1$ and $f_5$ are independent of $\bar{N}$, $\nu$ and $\delta$. Their definitions are in (5.152) and (5.214).

Proof. See Appendix 5.K. 

Using Lemma 5.7 we can now establish the earlier Theorem 5.1.
Proof of Theorem 5.1. From recursion \((5.90)\), we conclude that
\[
\left( \mathbb{E} \left\| \tilde{x}_{t+1} \right\|^2 + \mathbb{E} \left\| \bar{x}_{t+1} \right\|^2 \right) + \frac{\gamma}{2} (A^{t+1} + B^t + C^t)
\leq \rho^t \left\{ \left( \mathbb{E} \left\| \tilde{x}_0 \right\|^2 + \mathbb{E} \left\| \bar{x}_0 \right\|^2 \right) + \frac{\gamma}{2} (A^1 + B^0 + C^0) \right\}. \tag{5.92}
\]
Since \(\gamma > 0\), it also holds that
\[
\mathbb{E} \left\| \tilde{x}_{t+1} \right\|^2 + \mathbb{E} \left\| \bar{x}_{t+1} \right\|^2
\leq \rho^t \left\{ \left( \mathbb{E} \left\| \tilde{x}_0 \right\|^2 + \mathbb{E} \left\| \bar{x}_0 \right\|^2 \right) + \frac{\gamma}{2} (A^1 + B^0 + C^0) \right\}. \tag{5.93}
\]
On the other hand, from \((5.75)\) we have
\[
\left\| \tilde{W}_{t+1} \right\|^2 + \left\| \tilde{Y}_{t+1} \right\|^2 \leq \left\| X \right\|^2 \left( \mathbb{E} \left\| \tilde{x}_{0} \right\|^2 + \mathbb{E} \left\| \bar{x}_{0} \right\|^2 \right). \tag{5.94}
\]
By taking expectation of both sides, we have
\[
\mathbb{E} \left\| \tilde{W}_{t+1} \right\|^2 + \mathbb{E} \left\| \tilde{Y}_{t+1} \right\|^2 \leq \left\| X \right\|^2 \left( \mathbb{E} \left\| \tilde{x}_{0} \right\|^2 + \mathbb{E} \left\| \bar{x}_{0} \right\|^2 \right). \tag{5.95}
\]
Combining \((5.93)\) and \((5.95)\), we have
\[
\mathbb{E} \left\| \tilde{W}_{t+1} \right\|^2 + \mathbb{E} \left\| \tilde{Y}_{t+1} \right\|^2
\leq \rho^t \left\{ \left( \mathbb{E} \left\| \tilde{x}_0 \right\|^2 + \mathbb{E} \left\| \bar{x}_0 \right\|^2 \right) + \frac{\gamma}{2} (A^1 + B^0 + C^0) \right\}. \tag{5.96}
\]
Since \(\mathbb{E} \left\| \tilde{W}_{0} \right\|^2 = \sum_{k=1}^{K} \mathbb{E} \| w^* - w_{t+1} \|^2 \leq \mathbb{E} \left\| \tilde{W}_{0} \right\|^2 + \mathbb{E} \left\| \tilde{Y}_{0} \right\|^2\), we conclude \((5.21)\) \(\blacksquare\).

5.B Proof of recursion \((5.56)\)

Since \(V = U \Sigma^{1/2} U^T\), it holds that
\[
V^2 = U \Sigma U^T \left( I_K - A \right) / 2K, \tag{5.97}
\]
which implies that
\[
\mathcal{V}^2 = V^2 \otimes I_M = \left( I_K - A \right) / 2K. \tag{5.98}
\]
Moreover, since \(A \mathbb{1}_K = \mathbb{1}_K\) we get
\[
V^2 \mathbb{1}_K = \left( I_K - A \right) \mathbb{1}_K / 2K = 0. \tag{5.99}
\]
By noting that \(\| V \mathbb{1}_K \|^2 = \mathbb{1}_K^T V^2 \mathbb{1}_K = 0\), we conclude that
\[
V \mathbb{1}_K = 0, \quad \text{and} \quad \mathcal{V} \mathcal{I} = 0, \tag{5.100}
\]
where \(\mathcal{I} \triangleq \mathbb{1}_K \otimes I_M\). Result \((5.100)\) will be used in Appendix 5.D.
Now, for $t = 0$ and $i = 0$, substituting $\gamma_0^0 = 0$ into (5.56) we have

$$
\begin{align*}
\begin{cases}
\gamma_1^0 = \gamma \cdot \gamma_0^0 \\
\mathcal{A}_1 = \mathcal{A} \left( \gamma_0^0 - \mu \nabla f(\gamma_0^0) \right)
\end{cases}
\end{align*}
$$

(5.101)

The first expression in (5.101) is exactly the first expression in (5.52). For $t \geq 0$ and $1 \leq i \leq \bar{N}$, from the first recursion in (5.56) we have

$$
\begin{align*}
\mathcal{A}_{i+1}^t - \mathcal{A}_i^t &= \mathcal{A} \left( \mathcal{A}_i^t - \mu \left( \nabla f(\mathcal{A}_i^t) - \nabla f(\mathcal{A}_{i-1}^t) \right) \right) \\
&\quad - \mathcal{V}(\gamma_i^t - \gamma_{i-1}^t),
\end{align*}
$$

(5.102)

We let $\mathcal{A}_i^t = \mathcal{A}_N^t$ and $\mathcal{A}_0^t = \mathcal{A}_N^t$ after epoch $t$. Recalling from the second recursion in (5.56) that $\gamma_i^t - \gamma_{i-1}^t = \mathcal{V}(\gamma_i^t)$, and substituting into (5.102) we get

$$
\begin{align*}
\mathcal{A}_{i+1}^t - \mathcal{A}_i^t &= \mathcal{A} \left( \mathcal{A}_i^t - \mu \left( \nabla f(\mathcal{A}_i^t) - \nabla f(\mathcal{A}_{i-1}^t) \right) \right) \\
&\quad - \mathcal{V}(\gamma_i^t - \gamma_{i-1}^t),
\end{align*}
$$

(5.103)

Using $\mathcal{A} = (I_{KM} + \mathcal{A})/2$, the above recursion can be rewritten as

$$
\begin{align*}
\mathcal{A}_{i+1}^t - \mathcal{A}_i^t &= \mathcal{A} \left( \mathcal{A}_i^t - \mu \left( \nabla f(\mathcal{A}_i^t) - \nabla f(\mathcal{A}_{i-1}^t) \right) \right) \\
&\quad - \mathcal{V}(\gamma_i^t - \gamma_{i-1}^t),
\end{align*}
$$

(5.104)

which is the second recursion in (5.52).

### 5.C Proof of recursion (5.61)

The proof of (5.61) is similar to (36)–(50) in [16] except that we have an additional gradient noise term $s(\mathcal{A}_i^t)$. We subtract $\mathcal{A}$ and $\mathcal{A}$ from both sides of (5.58) respectively and use the fact that $\mathcal{A} = 1/2(I_{MK} + \mathcal{A})\mathcal{A} = \mathcal{A}$ to get

$$
\begin{align*}
\begin{cases}
\mathcal{A}_{i+1}^t - \mathcal{A}_i^t = \mathcal{A} \left( \mathcal{A}_i^t + \mu \nabla f(\mathcal{A}_i^t) \right) + \mathcal{V}(\gamma_i^t + \mu \mathcal{A} s(\mathcal{A}_i^t)) \\
\mathcal{A}_{i+1}^t - \mathcal{A}_i^t = \mathcal{A} \left( \mathcal{A}_i^t + \mu \nabla f(\mathcal{A}_i^t) \right) + \mathcal{V}(\gamma_i^t + \mu \mathcal{A} s(\mathcal{A}_i^t))
\end{cases}
\end{align*}
$$

(5.105)
Subtracting the optimality condition (5.59) from (5.105) gives

\[
\begin{align*}
\tilde{W}_{t+1}^i &= A \left( \tilde{W}_t^i + \mu [\nabla J(\tilde{w}_t^i) - \nabla J(w^* )] \right) \\
&
\quad + KV(y_t^i - y_o^*) + \mu \overline{A} s(\tilde{w}_t^i)
\end{align*}
\]

(5.106)

Recall that \(\nabla J(w)\) is twice-differentiable (see Assumption 5.1). We can then appeal to the mean-value theorem (see equations (40)–(43) in [16]) to express the gradient difference as

\[
\nabla J(\tilde{w}_t^i) - \nabla J(W^*) = -H_t^i \tilde{W}_t^i,
\]

(5.107)

From relations (5.54) and (5.55), we conclude that

\[
V^2 = \left( I_K - A \right) / 2K,
\]

which also implies that \(V^2 = (I_{MK} - A) / 2K\). With this fact, we substitute the second recursion in (5.108) into the first recursion to get

\[
\begin{align*}
\overline{A} \tilde{w}_{t+1}^i &= \overline{A} \left( I_{MK} - \mu \mathcal{H}_t^i \right) \tilde{w}_t^i - KV \tilde{y}_{t+1}^i + \mu \overline{A} s(\tilde{w}_t^i) \\
\overline{y}_{t+1}^i &= \overline{y}_t^i + \mathcal{V} \tilde{w}_{t+1}^i
\end{align*}
\]

(5.109)

which is also equivalent to

\[
\begin{bmatrix}
\overline{A} & KV \\
-KV & I_{MK}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_t^i \\
\tilde{y}_{t+1}^i
\end{bmatrix}
= \begin{bmatrix}
\overline{A} \left( I_{MK} - \mu \mathcal{H}_t^i \right) & 0 \\
0 & I_{MK}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_t^i \\
\tilde{y}_t^i
\end{bmatrix}
+ \begin{bmatrix}
\mu \overline{A} \\
0
\end{bmatrix}
\begin{bmatrix}
0 \\
I_{MK}
\end{bmatrix}
s(\tilde{w}_t^i).
\]

(5.110)

Also recall (5.54) that \(A = I_K - 2KU\Sigma U^T\). Therefore,

\[
\overline{A} = \frac{I_K + A}{2} = I_K - KU\Sigma U^T = U(I_K - K\Sigma)U^T.
\]

(5.111)

This together with the fact that \(V = U\Sigma^{1/2}U^T\) leads to

\[
V\overline{A} = U\Sigma^{1/2}U^T (I_K - K\Sigma)U^T = U(I_K - K\Sigma)\Sigma^{1/2}U^T = \overline{A}V,
\]

(5.112)
which also implies that $\mathcal{V}\mathcal{A} = \mathcal{A}\mathcal{V}$. As a result, we can verify that
\[
\begin{bmatrix}
\mathcal{A} & K\mathcal{V} \\
-\mathcal{V} & I_{MK}
\end{bmatrix}^{-1} = \begin{bmatrix} I_{MK} & -K\mathcal{V} \\
\mathcal{V} & \mathcal{A} \end{bmatrix}.
\]  
(5.114)

Substituting the above relation into (5.110), we get
\[
\begin{bmatrix}
\tilde{w}_{i+1}^t \\
\tilde{y}_{i+1}^t
\end{bmatrix} = \begin{bmatrix}
\mathcal{A}(I_{MK} - \mu \mathcal{H}_i) & -K\mathcal{V} \\
\mathcal{V}\mathcal{A}(I_{MK} - \mu \mathcal{H}_i) & \mathcal{A}
\end{bmatrix} \begin{bmatrix}
\tilde{w}_i^t \\
\tilde{y}_i^t
\end{bmatrix} + \mu \begin{bmatrix}
\mathcal{A} \\
\mathcal{V}\mathcal{A}
\end{bmatrix} s(\mathcal{W}_i^t)
\]  
(5.115)

which matches equations (5.61)–(3.28).

5.D Proof of Lemma 5.1

Now We examine the recursion (5.71). By following the derivation in equations (71)–(77) from [16], we have
\[
\begin{bmatrix}
\mathcal{X}^{-1} \mathcal{T}_i^t \mathcal{X} & \frac{1}{\mathcal{R}} \mathcal{T}^T \mathcal{H}_i \mathcal{I} & 0 & \frac{1}{\mathcal{R}} \mathcal{T}^T \mathcal{H}_i \mathcal{X}_{R,u} \\
0 & 0 & 0 & 0 \\
\mathcal{X}_L \mathcal{T}_i^t \mathcal{R}_1 & \mathcal{X}_L \mathcal{T}_i^t \mathcal{R}_2 & \mathcal{X}_L \mathcal{T}_i^t \mathcal{X}_R
\end{bmatrix},
\]  
(5.116)

where $\mathcal{I} \triangleq 1_K \otimes I_M$. It can also be verified that
\[
\begin{bmatrix}
\mathcal{L}_1^T \\
\mathcal{L}_2^T \\
\mathcal{X}_L
\end{bmatrix} \begin{bmatrix}
\mathcal{A} \\
\mathcal{V}\mathcal{A}
\end{bmatrix} = \begin{bmatrix}
\mathcal{I}^T \mathcal{A}/K \\
\mathcal{I}^T \mathcal{V}\mathcal{A}/K \\
\mathcal{X}_L \mathcal{B}_i
\end{bmatrix} = \begin{bmatrix}
\mathcal{I}^T/K \\
0 \\
\mathcal{X}_L \mathcal{B}_i
\end{bmatrix},
\]  
(5.117)

where the last equality holds because
\[
\mathcal{I}^T \mathcal{A} = (1_K^T \mathcal{A}) \otimes I_M = 1_K^T \otimes I_M = \mathcal{I}^T,
\]  
(5.118)
\[
\mathcal{I}^T \mathcal{V}\mathcal{A} = (1_K^T \mathcal{V}\mathcal{A}) \otimes I_M = \mathcal{I}^T \otimes I_M = 0.
\]  
(5.119)
Substituting (5.116) and (5.117) into recursion (5.71), and also recalling the definition in (5.72), we get

\[
\begin{bmatrix}
\bar{X}_{t+1}^i \\
\hat{X}_{t+1}^i \\
\check{X}_{t+1}^i
\end{bmatrix} =
\begin{bmatrix}
I_M - \frac{\mu}{K} \mathcal{I}^T \mathcal{H}_i^t \mathcal{I} & - \frac{\mu}{K} \mathcal{I}^T \mathcal{H}_i^t \mathcal{X}_{R,u}^t \\
0 & I_M \\
-\mu \mathcal{X}_L^t \mathcal{T}_i^t \mathcal{R}_1 - \mu \mathcal{X}_L^t \mathcal{T}_i^t \mathcal{R}_2 & D_1 - \mu \mathcal{X}_L^t \mathcal{T}_i^t \mathcal{X}_R^t
\end{bmatrix}
\begin{bmatrix}
\bar{X}_{t}^i \\
\hat{X}_{t}^i \\
\check{X}_{t}^i
\end{bmatrix}
\cdot
\begin{bmatrix}
\frac{1}{K} \mathcal{I}^T \\
\mathcal{X}_L B_i^t
\end{bmatrix}
\begin{bmatrix}
\bar{X}_{t}^i \\
\hat{X}_{t}^i \\
\check{X}_{t}^i
\end{bmatrix} + \mu
\begin{bmatrix}
1 \\
0 \\
\mathcal{X}_L B_i^t
\end{bmatrix}s(W_i^t).
\] (5.120)

Notice that the second line of the above recursion is

\[
\hat{X}_{t+1}^i = \hat{X}_{t}^i.
\] (5.121)

As a result, \(\hat{X}_{t+1}^i\) will stay at 0 if the initial value \(\hat{X}_0^i = 0\). From (5.72) we can derive that

\[
\bar{X}_0^i \overset{(5.72)}{=} \mathcal{L}_2^T \begin{bmatrix}
\tilde{W}_0^0 \\
\tilde{y}_0^0
\end{bmatrix} \overset{(3.43)}{=} \frac{1}{K} \mathcal{I}^T (y_o^0 - y_0^0) = \frac{1}{K} \mathcal{I}^T y_o^0 = 0,
\] (5.122)

where equality (a) holds because \(y_0^0 = 0\). Equality (b) holds because \(y_o\) lies in the range space of \(\mathcal{V}\) (see Section 5.A.2) and \(\mathcal{I}^T \mathcal{V} = 0\) (see (5.100)). Therefore, with (5.121) and (5.122), we conclude that

\[
\hat{X}_i^t = 0, \quad 0 \leq i \leq N - 1, \quad t \geq 0.
\] (5.123)

With (5.123), the transformed error recursion (3.47) reduces to

\[
\begin{bmatrix}
\bar{X}_{t+1}^i \\
\hat{X}_{t+1}^i \\
\check{X}_{t+1}^i
\end{bmatrix} =
\begin{bmatrix}
I_M - \frac{\mu}{K} \mathcal{I}^T \mathcal{H}_i^t \mathcal{I} & - \frac{\mu}{K} \mathcal{I}^T \mathcal{H}_i^t \mathcal{X}_{R,u}^t \\
0 & I_M \\
-\mu \mathcal{X}_L^t \mathcal{T}_i^t \mathcal{R}_1 - \mu \mathcal{X}_L^t \mathcal{T}_i^t \mathcal{R}_2 & D_1 - \mu \mathcal{X}_L^t \mathcal{T}_i^t \mathcal{X}_R^t
\end{bmatrix}
\begin{bmatrix}
\bar{X}_{t}^i \\
\hat{X}_{t}^i \\
\check{X}_{t}^i
\end{bmatrix}
+ \mu
\begin{bmatrix}
\frac{1}{K} \mathcal{I}^T \\
\mathcal{X}_L B_i^t
\end{bmatrix}s(W_i^t),
\] (5.124)

while (5.72) reduces to

\[
\begin{bmatrix}
\bar{W}_i^t \\
\bar{Y}_i^t
\end{bmatrix} = \mathcal{X}_L \begin{bmatrix}
\bar{X}_i^t \\
0_M \\
\check{X}_i^t
\end{bmatrix}.
\] (5.125)
5. E Proof of Lemma 5.2

Since $Q(w; x_n)$ is twice-differentiable, it follows from (5.5) that $\nabla^2 Q(w; x_n) \leq \delta I_M$ for $1 \leq n \leq N$, which in turn implies that

$$\nabla^2 J_k(w) = \frac{1}{N_k} \sum_{n=1}^{N_k} \nabla^2 Q(w; x_{k,n}) \geq \nu I_M, \quad (5.126)$$

Moreover, since all $Q(w; x_n)$ are convex and at least one $Q(w; x_{n_o})$ is strongly convex (see equation (5.6)), there must exist at least one node $k_o$ such that

$$\nabla^2 J_{k_o}(w) = \frac{1}{N_{k_o}} \sum_{n=1}^{N_{k_o}} \nabla^2 Q(w; x_{k_o,n}) \geq \nu I_M, \quad (5.127)$$

which implies that the global risk function, $J(w)$, is $\nu$-strongly convex as well. Substituting (5.126) and (5.127) into $H^t_{k,i}$ defined in (2.102), for $t \geq 0$ and $0 \leq i \leq N - 1$ it holds that

$$H^t_{k,i} \geq \int_0^1 \nabla^2 J_k(w^* - r\tilde{w}_{k,i}) \, dr \geq \delta I_M, \forall k \in \{1, \cdots, K\}$$

$$H^t_{k_o,i} \geq \int_0^1 \nabla^2 J_{k_o}(w^* - r\tilde{w}_{k_o,i}) \, dr \geq \nu I_M,$$

$$\mathcal{H}_i^t \triangleq \text{diag}\{H^t_{1,i}, \cdots, H^t_{K,i}\} \leq \delta I_M.$$  (5.130)

Now we turn to derive the mean-square-error recursion. From the first line of error recursion (5.74), we have

$$\hat{x}'_{i+1} = \left( I_M - \frac{\mu}{K} T^T \mathcal{H}_i T \right) \hat{x}'_i + \frac{\mu}{K} T^T \mathcal{H}_i T \mathcal{H}_i T \hat{x}'_i$$

Recalling that $T = 1_K \otimes I_M$, it holds that

$$\frac{1}{K} T^T \mathcal{H}_i T = \frac{1}{K} \sum_{k=1}^K H^t_{k,i}.$$  (5.132)

Substituting relations (5.128) and (5.129) into (5.132), it holds that

$$\frac{\nu}{K} I_M \leq \frac{1}{K} T^T \mathcal{H}_i T \leq \delta I_M,$$  (5.133)

which also implies that

$$\left\| I_M - \frac{\mu}{K} T^T \mathcal{H}_i T \right\|^2 \leq \max \left\{ \left( 1 - \frac{\mu \nu}{K} \right)^2, (1 - \mu \delta)^2 \right\} \leq \left( 1 - \frac{\mu \nu}{K} \right)^2,$$  (5.134)
where the last inequality holds when the step-size \( \mu \) is small enough so that

\[
\mu < 1/\delta.
\]  
(5.135)

Now we square both sides of equation (5.131) and reach

\[
\| \bar{X}_{t+1} \|^2
= \left\| \left( I_M - \frac{\mu}{K} IT H_i I \right) \bar{X}_t - \frac{\mu}{K} (IT H_i^t X_{R,u}) \bar{x}^t + \frac{\mu}{K} IT s(w_t^i) \right\|^2
\]

\[
= \left\| (1 - t) \frac{1}{1 - t} \left( I_M - \frac{\mu}{K} IT H_i I \right) \bar{x}^t
+ t \frac{1}{t} \left[ - \frac{\mu}{K} (IT H_i^t X_{R,u}) \bar{x}^t + \frac{\mu}{K} IT s(w_t^i) \right] \right\|^2
\]

\[
\leq \frac{1}{1 - t} \left\| I_M - \frac{\mu}{K} IT H_i I \right\|^2 \| \bar{x}^t \|^2
+ \frac{1}{t} \left\| \frac{\mu}{K} (IT H_i^t X_{R,u}) \bar{x}^t + \frac{\mu}{K} IT s(w_t^i) \right\|^2
\]

\[
\leq \frac{1}{1 - t} \left( 1 - \frac{\mu \nu}{K} \right) \| \bar{x}^t \|^2
+ \frac{2 \mu^2 \delta^2 \| X_{R,u} \|^2}{K t} \| \bar{x}^t \|^2
+ \frac{2 \mu^2 \nu^2}{K t} \| s(w_t^i) \|^2
\]

\[
= \left( 1 - \frac{\mu \nu}{K} \right) \| \bar{x}^t \|^2 + \frac{2 \mu^2 \delta^2 \| X_{R,u} \|^2}{\nu \nu} \| \bar{x}^t \|^2
+ \frac{2 \mu^2 \nu^2}{\nu} \| s(w_t^i) \|^2
\]  
(5.136)

where equality (a) holds for any constant \( t \in (0, 1) \), inequality (b) holds because of the Jensen’s inequality, inequality (c) holds because \( \|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2 \) for any two vectors \( a \) and \( b \), and inequality (d) holds because of relation (5.134) and

\[
\| IT \|^2 = K,
\]  
(5.137)

\[
\| IT H_i^t X_{R,u} \|^2 \leq \| IT \|^2 \| H_i^t \|^2 \| X_{R,u} \|^2 \leq K \delta^2 \| X_{R,u} \|^2.
\]  
(5.138)

Equality (e) holds when \( t = \mu \nu / K \).

Next we turn to the second line of recursion (5.74):

\[
\bar{x}_{t+1} = D_1 \bar{x}_t - \mu \left( X_L T_i^t R_1 \bar{x}_t + X_L T_i^t X_{R,u} \bar{x}_t - X_L B_t s(w_t^i) \right)
\]  
(5.139)
By squaring and applying Jensen’s inequality, we have
\[
\| \hat{x}_{t+1}^i \|^2 \leq \frac{1}{t} \| D_1 \|^2 \| \hat{x}_t^i \|^2 + \frac{3 \mu^2}{1-t} \left( \| \mathcal{X}_L \mathcal{T}_t^i \mathcal{R}_1 \|^2 \| \hat{x}_t^i \|^2 + \| \mathcal{X}_L \mathcal{B}_t \|^2 \| s(w_t^i) \|^2 \right) \tag{5.140}
\]
for any constant \( t \in (0, 1) \). From the definition of \( T_t^i \) in (3.28) and recalling from (5.111) that \( AV = VA \), we have
\[
T_t^i = \begin{bmatrix} \bar{A} & 0 \\ 0 & A \end{bmatrix} \begin{bmatrix} I_{KM} & 0 \\ \nu & 0 \end{bmatrix} \begin{bmatrix} \mathcal{H}_t^i & 0 \\ 0 & \mathcal{H}_t^i \end{bmatrix}. \tag{5.141}
\]
It can also be verified that
\[
\left\| \begin{bmatrix} I_{KM} & 0 \\ \nu & 0 \end{bmatrix} \right\|^2 = \lambda_{\max} \left( \begin{bmatrix} I_{KM} & 0 \\ \nu & 0 \end{bmatrix}^T \begin{bmatrix} I_{KM} & 0 \\ \nu & 0 \end{bmatrix} \right) = \lambda_{\max} \left( \begin{bmatrix} I_{KM} + \nu^2 & 0 \\ 0 & 0 \end{bmatrix} \right) = \lambda_{\max} \left( I_{KM} + \frac{I_{KM} - \bar{A}}{2K} \right) \leq 2 \tag{5.142}
\]
where the last inequality holds because \( 0 < \lambda(\bar{A}) \leq 1 \). With (5.141), (5.142) and the facts that \( \lambda_{\max}(\bar{A}) = 1 \), \( \lambda_{\max}(\mathcal{H}_t^i) \leq \delta \), we conclude that
\[
\| T_t^i \|^2 \leq \left\| \begin{bmatrix} \bar{A} & 0 \\ 0 & \bar{A} \end{bmatrix} \right\|^2 \left\| \begin{bmatrix} I_{KM} & 0 \\ \nu & 0 \end{bmatrix} \right\|^2 \| \begin{bmatrix} \mathcal{H}_t^i & 0 \\ 0 & \mathcal{H}_t^i \end{bmatrix} \|^2 \leq 2 \delta^2. \tag{5.143}
\]
Similarly, using \( \bar{A}V = V \bar{A} \) we can rewrite \( B_t \) defined in (3.28) as
\[
B_t = \begin{bmatrix} \bar{A} & 0 \\ 0 & \bar{A} \end{bmatrix} \begin{bmatrix} I_{KM} \\ \nu \end{bmatrix}, \tag{5.144}
\]
and it can be verified that
\[
\left\| \begin{bmatrix} I_{KM} \\ \nu \end{bmatrix} \right\|^2 = \lambda_{\max} \left( \begin{bmatrix} I_{KM} \\ \nu \end{bmatrix}^T \begin{bmatrix} I_{KM} \\ \nu \end{bmatrix} \right) = \lambda_{\max} \left( I_{KM} + \nu^2 \right) = \lambda_{\max} \left( I_{KM} + \frac{I_{KM} - \bar{A}}{2K} \right) \leq 2. \tag{5.145}
\]

As a result,

\[ \| \mathcal{B}_l \|^2 \leq \left\| \begin{bmatrix} \mathcal{A} & 0 \\ 0 & \mathcal{A} \end{bmatrix} \right\|^2 \left\| \begin{bmatrix} I_{KM} \\ \mathcal{V} \end{bmatrix} \right\|^2 \leq 2. \] (5.146)

Furthermore,

\[ \| \mathcal{R}_1 \|^2 = \left\| \begin{bmatrix} 1_K \\ 0 \end{bmatrix} \otimes I_M \right\|^2 = \lambda_{\text{max}} \left( \begin{bmatrix} 1_K \\ 0 \end{bmatrix}^T \begin{bmatrix} 1_K \\ 0 \end{bmatrix} \otimes I_M \right) = K. \] (5.147)

With (5.143)–(5.147), we have

\[ \| \mathcal{X}_L \|_2^2 \leq \| \mathcal{X}_L \|^2 \| \mathcal{T}_t \|^2 \| \mathcal{R}_1 \|^2 \leq 2K \delta^2 \| \mathcal{X}_L \|^2, \] (5.148)

\[ \| \mathcal{X}_L \|_{L^2} \leq 2\delta \| \mathcal{X}_L \|^2 \| \mathcal{X}_R \|^2, \] (5.149)

\[ \| \mathcal{X}_L \|_2^2 \leq 2\| \mathcal{X}_L \|^2. \] (5.150)

Substituting (5.148) into (5.140) and recalling that \( \| \mathcal{D}_1 \| = \lambda < 1 \), we have

\[ \| \tilde{x}_{l_t+1} \|^2 \leq \frac{1}{t} \lambda^2 \| \tilde{x}_t \|^2 + \frac{3\mu^2}{1-t} \left( 2K \delta^2 \| \mathcal{X}_L \|^2 \| \tilde{x}_t \|^2 \right) \]

\[ + 2\delta^2 \| \mathcal{X}_L \|^2 \| \mathcal{X}_R \|^2 \| \tilde{x}_t \|^2 + 2\| \mathcal{X}_L \|^2 \| s(\mathcal{W}_t) \|^2 \]

\[ = \left( \lambda + \frac{6\mu^2 \delta^2 \| \mathcal{X}_L \|^2 \| \mathcal{X}_R \|^2}{1-\lambda} \right) \| \tilde{x}_t \|^2 \]

\[ + \frac{6K \mu^2 \delta^2 \| \mathcal{X}_L \|^2}{1-\lambda} \| \tilde{x}_t \|^2 + \frac{6\| \mathcal{X}_L \|^2 \mu^2}{1-\lambda} \| s(\mathcal{W}_t) \|^2, \] (5.151)

where the last equality holds by setting \( t = \lambda \). If we let

\[ a_1 = \frac{1}{K}, \quad a_2 = \| \mathcal{X}_{R,u} \|^2, \quad a_3 = \frac{6\| \mathcal{X}_L \|^2 \| \mathcal{X}_R \|^2}{1-\lambda}, \]

\[ a_4 = \frac{6K \mu^2 \delta^2 \| \mathcal{X}_L \|^2}{1-\lambda}, \quad a_5 = \frac{6\| \mathcal{X}_L \|^2}{1-\lambda}, \] (5.152)

and take expectations of inequalities (5.140) and (5.151), we arrive at recursion (3.164), where \( a_l, \ 1 \leq l \leq 5 \) are positive constants that are independent of \( \tilde{N}, \delta \) and \( \nu \).
5.F Proof of Lemma 5.3

We first introduce the gradient noise at node $k$:

$$s_k(w_{k,i}^t) \triangleq \nabla J_k(w_{k,i}^t) - \nabla J_k(w_{k,i}^t). \quad (5.153)$$

With (5.153) and (5.57), we have

$$s(w^t_i) = \text{col}\{s_1(w_{1,i}^t), s_2(w_{2,i}^t), \cdots, s_N(w_{N,i}^t)\}. \quad (5.154)$$

Now we bound the term $\|s_k(w_{k,i}^t)\|^2$. Note that

$$s_k(w_{k,i}^t) = \nabla J_k(w_{k,i}^t) - \nabla J_k(w_{k,i}^t) \quad (5.15)$$

$$= \nabla Q(w_{k,i}^t; x_k,n_{k,i}^t) - \nabla Q(w_{k,0}^t; x_k,n_{k,i}^t) + g_k^i - \nabla J_k(w_{k,i}^t) \quad (5.16)$$

$$+ \frac{1}{N} \sum_{j=0}^{N-1} \nabla Q(w_{k,j}^{t-1}; x_k,n_{k,j}^{t-1}) - \frac{1}{N} \sum_{n=1}^{N} \nabla Q(w_{k,i}^t; x_k,n) \quad (5.155)$$

Since $n_{k,j}^{t-1} = \sigma^{t-1}(j + 1)$ is sampled by random reshuffling without replacement, it holds that

$$\sum_{j=0}^{N-1} \nabla Q(w_{k,0}^{t-1}; x_k,n_{k,j}^{t-1}) = \sum_{n=1}^{N} \nabla Q(w_{k,0}^{t-1}; x_k,n) \quad (a)$$

$$\sum_{n=1}^{N} \nabla Q(w_{k,i}^t; x_k,n) \quad (5.156)$$

where equality (a) holds because $w_{k,0}^t = w_{k,N}^{t-1}$. With relation (5.156), we can rewrite (5.155) as

$$s_k(w_{k,i}^t)$$

$$= \nabla Q(w_{k,i}^t; x_k,n_{k,i}^t) - \nabla Q(w_{k,0}^t; x_k,n_{k,i}^t)$$

$$+ \frac{1}{N} \sum_{j=0}^{N-1} \nabla Q(w_{k,j}^{t-1}; x_k,n_{k,j}^{t-1}) - \frac{1}{N} \sum_{n=1}^{N} \nabla Q(w_{k,N}^{t-1}; x_k,n_{k,j}^{t-1})$$

$$+ \frac{1}{N} \sum_{n=1}^{N} \nabla Q(w_{k,0}^{t-1}; x_k,n) - \frac{1}{N} \sum_{n=1}^{N} \nabla Q(w_{k,i}^t; x_k,n) \quad (5.157)$$
By squaring and applying Jensen’s inequality, we have
\[
\|s_k(w^t_{k,i})\|^2
\leq 3 \left\| \nabla Q(w^t_{k,i}; x_{k,n^t_{k,i}}) - \nabla Q(w^t_{k,0}; x_{k,n^t_{k,i}}) \right\|^2
+ 3 \frac{N}{N} \sum_{j=0}^{N-1} \left\| \nabla Q \left( w^t_{k,j}; x_{k,n^t_{k,j}} \right) - \nabla Q \left( w^t_{k,N}; x_{k,n^t_{k,j}} \right) \right\|^2
+ 3 \frac{N}{N} \sum_{n=1}^{N} \left\| \nabla Q \left( w^t_{k,0}; x_{k,n} \right) - \nabla Q \left( w^t_{k,j}; x_{k,n} \right) \right\|^2
\leq 6\delta^2\|w^t_{k,i} - w^t_{k,0}\|^2 + \frac{3\delta^2}{N} \sum_{j=0}^{N-1} \sum_{k=1}^{K} \left\| w^t_{k,j} - w^t_{k,N} \right\|^2
\leq 6\delta^2\|\tilde{w}^t_{i} - \tilde{w}^t_{0}\|^2 + \frac{3\delta^2}{N} \sum_{j=0}^{N-1} \|\tilde{w}^{t-1}_{j} - \tilde{w}^{t-1}_{N}\|^2
\leq 6\delta^2\|\tilde{w}^t_{i} - \tilde{w}^t_{0}\|^2 + \frac{3\delta^2}{N} \sum_{j=0}^{N-1} \|\tilde{y}^{t-1}_{j} - \tilde{y}^{t-1}_{N}\|^2
\leq 6\delta^2\|\tilde{w}^t_{i} - \tilde{w}^t_{0}\|^2 + \frac{3\delta^2}{N} \sum_{j=0}^{N-1} \left( \|\tilde{w}^{t-1}_{j} - \tilde{w}^{t-1}_{N}\|^2 + \|\tilde{y}^{t-1}_{j} - \tilde{y}^{t-1}_{N}\|^2 \right).
\]
Now note that
\[
\| \tilde{w}_t^i - \tilde{w}_0^i \|^2 + \| \tilde{y}_t^i - \tilde{y}_0^i \|^2
\]
\[
= \left\| \begin{bmatrix} \tilde{w}_0^i \\ \tilde{y}_0^i \end{bmatrix} - \begin{bmatrix} \tilde{w}_0^t \\ \tilde{y}_0^t \end{bmatrix} \right\|^2 \overset{(5.75)}{\leq} \| \mathcal{X} \|^2 \left( \begin{bmatrix} \tilde{x}_0^t \\ \tilde{y}_0^t \end{bmatrix} - \begin{bmatrix} \tilde{x}_i^t \\ \tilde{y}_i^t \end{bmatrix} \right)^2
\]
\[
= \| \mathcal{X} \|^2 (\| \tilde{x}_i^t - \tilde{x}_0^i \|^2 + \| \tilde{y}_i^t - \tilde{y}_0^i \|^2)
\]
\[
\leq \| \mathcal{X} \|^2 \| \tilde{x}_i^t - \tilde{x}_0^i \|^2 + 2 \| \mathcal{X} \|^2 \| \tilde{y}_i^t \|^2 + 2 \| \mathcal{X} \|^2 \| \tilde{x}_0^i \|^2
\]
(5.160)

Similarly, it holds that
\[
\| \tilde{w}_j^{t-1} - \tilde{w}_N^{t-1} \|^2 + \| \tilde{y}_j^{t-1} - \tilde{y}_N^{t-1} \|^2
\]
\[
\leq \| \mathcal{X} \|^2 \| \tilde{x}_j^{t-1} - \tilde{x}_N^{t-1} \|^2 + 2 \| \mathcal{X} \|^2 \| \tilde{y}_j^{t-1} \|^2 + 2 \| \mathcal{X} \|^2 \| \tilde{x}_0^i \|^2
\]
(5.161)

Substituting (5.160) and (5.161) into (5.159) and letting \( b = \| \mathcal{X} \|^2 \), we have
\[
\| s(\mathbf{w}_i^t) \|^2 \leq 6b\delta^2 \| \tilde{x}_i^t - \tilde{x}_0^i \|^2 + 12b\delta^2 \| \tilde{y}_i^t \|^2 + 18b\delta^2 \| \tilde{x}_0^i \|^2
\]
\[
+ \frac{3b\delta^2}{N} \sum_{j=0}^{N-1} \| \tilde{x}_j^{t-1} - \tilde{x}_N^{t-1} \|^2 + \frac{6b\delta^2}{N} \sum_{j=0}^{N-1} \| \tilde{y}_j^{t-1} \|^2
\]
(5.162)

By taking expectations, we achieve inequality (5.77).

5.G Proof of Lemma 5.4

It is established in Lemma 5.2 that when step-size \( \mu \) satisfies
\[
\mu < \frac{1}{\delta},
\]
(5.163)
the dynamic system (3.164) holds. Using Jensen’s inequality, the second line of (3.164) becomes

\[
\mathbb{E}\|\tilde{x}_{t+1}^i\|^2 \\
\leq (\lambda + a_3\mu^2\delta^2) \mathbb{E}\|\tilde{x}_t^i\|^2 + 2a_4\mu^2\delta^2\mathbb{E}\|\tilde{x}_t^i - \tilde{x}_0^i\|^2 \\
+ 2a_4\mu^2\delta^2\mathbb{E}\|\tilde{x}_0^i\|^2 + a_5\mu^2\mathbb{E}\|s(W_t^i)\|^2 \\
\overset{[5.77]}{\leq} (\lambda + (a_3 + 12a_5b)\mu^2\delta^2) \mathbb{E}\|\tilde{x}_t^i\|^2 \\
+ (2a_4 + 6a_5b)\mu^2\delta^2\mathbb{E}\|\tilde{x}_t^i - \tilde{x}_0^i\|^2 + 2a_4\mu^2\delta^2\mathbb{E}\|\tilde{x}_0^i\|^2 \\
+ 18a_5b\mu^2\delta^2\mathbb{E}\|\tilde{x}_t^i\|^2 + \frac{3a_5b\mu^2\delta^2}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\tilde{x}_j^i - \tilde{x}_{j+1}^i\|^2 \\
+ \frac{6a_5b\mu^2\delta^2}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\tilde{x}_j^i - \tilde{x}_{j-1}^i\|^2. 
\]

(5.164)

Now we let \(\lambda_1 = (1 + \lambda)/2 < 1\). It can be verified that when the step-size \(\mu\) is small enough so that

\[
\mu \leq \sqrt{\frac{1 - \lambda}{2(a_3 + 12a_5b)\delta^2}},
\]

(5.165)

it holds that

\[
\lambda + (a_3 + 12a_5b)\mu^2\delta^2 \leq \lambda_1 < 1.
\]

(5.166)

Substituting (5.166) into (5.164), we have

\[
\mathbb{E}\|\tilde{x}_{t+1}^i\|^2 \\
\leq \lambda_1 \mathbb{E}\|\tilde{x}_t^i\|^2 + (2a_4 + 6a_5b)\mu^2\delta^2\mathbb{E}\|\tilde{x}_t^i - \tilde{x}_0^i\|^2 \\
+ 2a_4\mu^2\delta^2\mathbb{E}\|\tilde{x}_0^i\|^2 + 18a_5b\mu^2\delta^2\mathbb{E}\|\tilde{x}_0^i\|^2 \\
+ \frac{3a_5b\mu^2\delta^2}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\tilde{x}_j^i - \tilde{x}_{j+1}^i\|^2 + \frac{6a_5b\mu^2\delta^2}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\tilde{x}_j^i - \tilde{x}_{j-1}^i\|^2. 
\]

(5.167)
Iterating (5.167), for \(0 \leq i \leq N - 1\), we get
\[
\mathbb{E}\|\hat{x}_{i+1}\|^2
\leq \lambda_1^{i+1}\mathbb{E}\|\hat{x}_0\|^2 + (2a_4 + 6a_5b)\mu^2\delta^2\sum_{j=0}^{i} \lambda_1^{i-j}\mathbb{E}\|\hat{x}_j - \hat{x}_0\|^2
\]
\[
+ \left(2a_4\mu^2\delta^2\mathbb{E}\|\hat{x}_0\|^2 + 18a_5b\mu^2\delta^2\mathbb{E}\|\hat{x}_0\|^2\right)\sum_{j=0}^{i} \lambda_1^{i-j}
\]
\[
+ \left(3a_5b\mu^2\delta^2\mathbb{E}\|\hat{x}_0\|^2 \right)\sum_{j=0}^{N-1} \mathbb{E}\|\hat{x}_j^t - \hat{x}_0\|^2
\]
\[
+ \left(6a_5b\mu^2\delta^2(i + 1)\right)\sum_{j=0}^{N-1} \mathbb{E}\|\hat{x}_j^{t-1} - \hat{x}_N^{t-1}\|^2
\]
\[
= \left(\lambda_1^{i+1} + 18a_5b\mu^2\delta^2(i + 1)\right)\mathbb{E}\|\hat{x}_0\|^2
\]
\[
+ (2a_4 + 6a_5b)\mu^2\delta^2\sum_{j=0}^{i} \mathbb{E}\|\hat{x}_j - \hat{x}_0\|^2
\]
\[
+ 2a_4\mu^2\delta^2(i + 1)\mathbb{E}\|\hat{x}_0\|^2
\]
\[
+ \left(3a_5b\mu^2\delta^2(i + 1)\right)\sum_{j=0}^{N-1} \mathbb{E}\|\hat{x}_j^{t-1} - \hat{x}_N^{t-1}\|^2
\]
\[
+ \left(6a_5b\mu^2\delta^2(i + 1)\right)\sum_{j=0}^{N-1} \mathbb{E}\|\hat{x}_j^{t-1}\|^2,
\]
(5.168)
where (a) holds because \(\lambda_1 < 1\) and hence \(\sum_{j=0}^{i} \lambda_1^{i-j} \leq i + 1\). Next we let \(\lambda_2 = (1 + \lambda_1)/2 < 1\).
If the step-size \(\mu\) is chosen small enough such that
\[
\lambda_1^{i+1} + 2a_4\mu^2\delta^2(i + 1) \leq \lambda_2, \quad \forall \ i = 0, \ldots, N - 1
\]
(5.169)
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then it follows that

\[ \mathbb{E} \| \tilde{x}_{i+1}^t \|^2 \]

\[ \leq \lambda_2 \mathbb{E} \| \tilde{x}_0^t \|^2 + (2a_4 + 6a_5b) \mu^2 \delta^2 \sum_{j=0}^i \mathbb{E} \| \tilde{x}_j^t - \tilde{x}_0^t \|^2 \]

\[ + 2a_4 \mu^2 \delta^2 (i + 1) \mathbb{E} \| \tilde{x}_0^t \|^2 \]

\[ + \frac{3a_5b \mu^2 \delta^2 (i + 1)}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \tilde{x}_{j-1}^t - \tilde{x}_{N-1}^t \|^2 \]

\[ + \frac{6a_5b \mu^2 \delta^2 (i + 1)}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \tilde{x}_{j-1}^t \|^2 \]

\[ \leq \lambda_2 \mathbb{E} \| \tilde{x}_0^t \|^2 + (2a_4 + 6a_5b) \mu^2 \delta^2 \sum_{j=0}^{N-1} \mathbb{E} \| \tilde{x}_j^t - \tilde{x}_0^t \|^2 \]

\[ + 2a_4 \mu^2 \delta^2 N \mathbb{E} \| \tilde{x}_0^t \|^2 \]

\[ + 3a_5b \mu^2 \delta^2 \bar{N} \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \tilde{x}_{j-1}^t - \tilde{x}_{N-1}^t \|^2 \right) \]

\[ + 6a_5b \mu^2 \delta^2 \bar{N} \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \tilde{x}_{j-1}^t \|^2 \right), \quad \forall \ i = 0, \ldots, \bar{N} - 1 \]

(5.170)

Notice that

\[ \lambda_1^{i+1} + 2a_4 \mu^2 \delta^2 (i + 1) \leq \lambda_1 + 2a_4 \mu^2 \delta^2 \bar{N}, \quad \forall \ i = 0, \ldots, \bar{N} - 1. \]

(5.171)

Therefore, to guarantee (5.169), it is enough to set

\[ \lambda_1 + 2a_4 \mu^2 \delta^2 \bar{N} \leq \lambda_2 \iff \mu \leq \sqrt{\frac{\lambda_2 - \lambda_1}{2a_4 \delta^2 \bar{N}}}. \]

(5.172)
From (5.170) we can derive

$$\sum_{i=1}^{\bar{N}-1} \mathbb{E}\|\hat{x}_i^t\|^2$$

$$\leq \lambda_2(\bar{N} - 1) \mathbb{E}\|\hat{x}_0^t\|^2$$

$$+ (2a_4 + 6a_5b)\mu^2 \delta^2(\bar{N} - 1) \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\hat{x}_j^t - \hat{x}_0^t\|^2$$

$$+ 2a_4\mu^2 \delta^2 \bar{N}(\bar{N} - 1) \mathbb{E}\|\hat{x}_0^t\|^2$$

$$+ 3a_5b\mu^2 \delta^2 \bar{N}(\bar{N} - 1) \left(\frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\hat{x}_j^t - \hat{x}_{\bar{N}}^t\|^2\right)$$

$$+ 6a_5b\mu^2 \delta^2 \bar{N}(\bar{N} - 1) \left(\frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\hat{x}_{j-1}^t\|^2\right).$$

(5.173)

As a result,

$$\frac{1}{N} \sum_{i=0}^{\bar{N}-1} \mathbb{E}\|\hat{x}_i^t\|^2$$

$$= \frac{1}{N} \left(\sum_{i=1}^{\bar{N}-1} \mathbb{E}\|\hat{x}_i^t\|^2 + \mathbb{E}\|\hat{x}_0^t\|^2\right)$$

$$\leq \frac{\lambda_2(\bar{N} - 1) + 1}{N} \mathbb{E}\|\hat{x}_0^t\|^2$$

$$+ (2a_4 + 6a_5b)\mu^2 \delta^2 \bar{N} \left(\frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\hat{x}_j^t - \hat{x}_0^t\|^2\right)$$

$$+ 2a_4\mu^2 \delta^2 \bar{N} \mathbb{E}\|\hat{x}_0^t\|^2$$

$$+ 3a_5b\mu^2 \delta^2 \bar{N} \left(\frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\hat{x}_j^t - \hat{x}_{\bar{N}}^t\|^2\right)$$

$$+ 6a_5b\mu^2 \delta^2 \bar{N} \left(\frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\hat{x}_{j-1}^t\|^2\right).$$

(5.174)

To simplify the notation, we let

$$\lambda_3 = \frac{\lambda_2(\bar{N} - 1) + 1}{N},$$

$$\lambda_3 = \frac{\lambda_2(\bar{N} - 1) + 1}{N}.$$
In summary, when $\mu$ satisfies \((5.163)\), \((5.165)\) and \((5.172)\), i.e.
\[
\mu \leq \min \left\{ \frac{1}{\delta}, \sqrt{\frac{1 - \lambda}{2(a_3 + 12a_5b)\delta^2}}, \sqrt{\frac{\lambda_2 - \lambda_1}{2a_4\delta^2N}} \right\},
\]
we conclude recursion \((5.82)\). To get a simple form for the step-size, with $\lambda_2 - \lambda_1 = (1 - \lambda)/4$ we can further restrict $\mu$ as
\[
\mu \leq \min \left\{ \frac{1}{\delta}, \sqrt{\frac{1}{2(a_3 + 12a_5b)}}, \sqrt{\frac{1}{8a_4}} \right\} \sqrt{\frac{1 - \lambda}{\delta^2N}},
\]
\[
\Delta = C_1 \sqrt{\frac{1 - \lambda}{\delta^2N}}.
\]
Equation \((5.178)\) shows that all step-sizes within the range defined in \((5.178)\) will also satisfy \((5.177)\). Moreover, recursion \((5.83)\) holds by setting $i = \tilde{N} - 1$ in \((5.170)\).

### 5.H Proof of Lemma 5.5

Substituting \((5.77)\) into the first line of \((3.164)\), we have
\[
\mathbb{E} \| \bar{x}_{i+1}^t \|^2 \\
\leq (1 - a_1\mu\nu)\mathbb{E} \| \bar{x}_i^t \|^2 + \frac{2a_2\mu\delta^2}{\nu}\mathbb{E} \| \bar{x}_i^t \|^2 + \frac{2\mu}{\nu}\mathbb{E} \| s(W_i^t) \|^2 \\
\leq (1 - a_1\mu\nu)\mathbb{E} \| \bar{x}_i^t \|^2 + \frac{2a_2\mu\delta^2}{\nu}\mathbb{E} \| \bar{x}_i^t \|^2 \\
+ \frac{12b\delta^2\mu}{\nu}\mathbb{E} \| \bar{x}_i^t - \bar{x}_0^t \|^2 + \frac{24b\delta^2\mu}{\nu}\mathbb{E} \| \bar{x}_i^t \|^2 \\
+ \frac{36b\delta^2\mu}{\nu}\mathbb{E} \| \bar{x}_0^t \|^2 + \frac{6b\delta^2\mu}{\nu N} \sum_{j=0}^{\tilde{N}-1} \mathbb{E} \| \bar{x}_j^{t-1} - \bar{x}_{\tilde{N}}^{t-1} \|^2 \\
+ \frac{12b\delta^2\mu}{\nu N} \sum_{j=0}^{\tilde{N}-1} \mathbb{E} \| \bar{x}_j^{t-1} \|^2 \\
= (1 - a_1\mu\nu)\mathbb{E} \| \bar{x}_i^t \|^2 + \frac{(2a_2 + 24b)\mu\delta^2}{\nu}\mathbb{E} \| \bar{x}_i^t \|^2 \\
+ \frac{12b\delta^2\mu}{\nu}\mathbb{E} \| \bar{x}_i^t - \bar{x}_0^t \|^2 + \frac{36b\delta^2\mu}{\nu}\mathbb{E} \| \bar{x}_0^t \|^2 \\
+ \frac{6b\delta^2\mu}{\nu N} \sum_{j=0}^{\tilde{N}-1} \mathbb{E} \| \bar{x}_j^{t-1} - \bar{x}_{\tilde{N}}^{t-1} \|^2 + \frac{12b\delta^2\mu}{\nu N} \sum_{j=0}^{\tilde{N}-1} \mathbb{E} \| \bar{x}_j^{t-1} \|^2
\]
\[(5.179)\]
Iterate (5.179), then for $0 \leq i \leq \bar{N} - 1$ it holds that

$$
\mathbb{E} \| \hat{x}_{i+1}^t \|^2 \\
\leq (1 - a_1 \mu \nu)^{i+1} \mathbb{E} \| \hat{x}_0^t \|^2 \\
+ \frac{(2a_2 + 24b)\mu \delta^2}{\nu} \sum_{j=0}^{i} (1 - a_1 \mu \nu)^{i-j} \mathbb{E} \| \hat{x}_j^t \|^2 \\
+ \frac{12b\delta^2 \mu}{\nu} \sum_{j=0}^{i} (1 - a_1 \mu \nu)^{i-j} \mathbb{E} \| \hat{x}_j^t - \hat{x}_0^t \|^2 \\
+ \left( \frac{36b\delta^2 \mu}{\nu} \mathbb{E} \| \hat{x}_0^t \|^2 + \frac{6b\delta^2 \mu}{\nu N} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \hat{x}_j^{t-1} - \hat{x}_N^{t-1} \|^2 \\
+ \frac{12b\delta^2 \mu}{N^2 \nu} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \hat{x}_j^{t-1} \|^2 \right) \sum_{j=0}^{i} (1 - a_1 \mu \nu)^j \\
\leq (1 - a_1 \mu \nu)^{i+1} \mathbb{E} \| \hat{x}_0^t \|^2 + \frac{(2a_2 + 24b)\mu \delta^2}{\nu} \sum_{j=0}^{i} \mathbb{E} \| \hat{x}_j^t \|^2 \\
+ \frac{12b\delta^2 \mu}{\nu} \sum_{j=0}^{i} \mathbb{E} \| \hat{x}_j^t - \hat{x}_0^t \|^2 + \left( \frac{36b\delta^2 \mu}{\nu} \mathbb{E} \| \hat{x}_0^t \|^2 \\
+ \frac{6b\delta^2 \mu}{\nu N} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \hat{x}_j^{t-1} - \hat{x}_N^{t-1} \|^2 \\
+ \frac{12b\delta^2 \mu}{N^2 \nu} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \hat{x}_j^{t-1} \|^2 \right) (i + 1),
$$

(5.180)

where the last inequality hold when we choose $\mu$ small enough such that

$$
0 < 1 - a_1 \mu \nu < 1 \iff \mu < \frac{1}{a_1 \nu}.
$$

(5.181)
Let \( i = \bar{N} - 1 \) in (5.180). It holds that

\[
\mathbb{E}\|\bar{x}_0^{t+1}\|^2 \\
\leq (1 - a_1\mu) \bar{N}\mathbb{E}\|\bar{x}_0^t\|^2 + \frac{(2a_2 + 24b)\mu\delta^2}{\nu} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\bar{x}_j^t\|^2 \\
+ \frac{12b\delta^2}{\nu} \mu \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\bar{x}_j^t - \bar{x}_0^t\|^2 + \left( \frac{36b\delta^2\bar{N}\mu}{\nu} \mathbb{E}\|\bar{x}_0^t\|^2 \right) \\
+ \frac{6b\delta^2}{\nu} \mu \bar{N} \left( \frac{1}{\bar{N}} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\bar{x}_j^t - \bar{x}_0^t\|^2 \right) + \frac{12b\delta^2}{\nu} \mu \bar{N} \left( \frac{1}{\bar{N}} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\bar{x}_j^t - \bar{x}_0^t\|^2 \right) \\
+ \frac{6b\delta^2}{\nu} \mu \bar{N} \left( \frac{1}{\bar{N}} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\bar{x}_j^t - \bar{x}_0^t\|^2 \right) + \frac{12b\delta^2}{\nu} \mu \bar{N} \left( \frac{1}{\bar{N}} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\bar{x}_j^t - \bar{x}_0^t\|^2 \right).
\]

According to Lemma 5.4, the inequality (5.82) holds when step-size \( \mu \) satisfies

\[
\mu \leq C_1 \sqrt{\frac{1 - \lambda}{\delta^2 \bar{N}}}. \tag{5.183}
\]
Substituting (5.82) into (5.182), we get

\[
\mathbb{E}\|\tilde{x}_{t+1}^j\|^2 \\
\leq \left( (1 - a_1 \mu \nu)^{\bar{N}} + \frac{c_1(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \right) \mathbb{E}\|\tilde{x}_0^j\|^2 \\
+ \left( \frac{36b\delta^2 \bar{N} \mu}{\nu} + \frac{\lambda_3(2a_2 + 24b)\mu \delta^2 \bar{N}}{\nu} \right) \mathbb{E}\|\tilde{x}_0^j\|^2 \\
+ \left( \frac{12b\delta^2 \mu \bar{N}}{\nu} + \frac{c_2(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \right) \\
\cdot \left( \frac{1}{\bar{N}} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\tilde{x}_j^t - \tilde{x}_0^t\|^2 \right) \\
+ \left( \frac{6b\delta^2 \mu \bar{N}}{\nu} + \frac{c_3(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \right) \\
\cdot \left( \frac{1}{\bar{N}} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\tilde{x}_j^{t-1} - \tilde{x}_{N-1}^{t-1}\|^2 \right) \\
+ \left( \frac{12b\delta^2 \mu \bar{N}}{\nu} + \frac{c_4(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \right) \\
\cdot \left( \frac{1}{\bar{N}} \sum_{j=0}^{\bar{N}-1} \mathbb{E}\|\tilde{x}_j^{t-1}\|^2 \right). \tag{5.184}
\]

For the term \((1 - a_1 \mu \nu)^{\bar{N}}\), it is established in Appendix 5.I that if

\[
\mu \leq \frac{1}{a_1 \bar{N} \nu}, \tag{5.185}
\]

then the inequality \((1 - a_1 \mu \nu)^{\bar{N}} \leq 1 - a_1 \bar{N} \mu \nu / 2\) holds. Furthermore, if the step-size \(\mu\) is chosen small enough such that

\[
1 - \frac{a_1 \bar{N} \mu \nu}{2} + \frac{c_1(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \leq 1 - \frac{a_1 \bar{N} \mu \nu}{3} \\
\frac{12b\delta^2 \mu \bar{N}}{\nu} + \frac{c_2(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \leq \frac{24b\delta^2 \bar{N} \mu}{\nu} \\
\frac{6b\delta^2 \mu \bar{N}}{\nu} + \frac{c_3(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \leq \frac{12b\delta^2 \mu \bar{N}}{\nu} \\
\frac{12b\delta^2 \mu \bar{N}}{\nu} + \frac{c_4(2a_2 + 24b)\mu^3 \delta^4 \bar{N}^2}{\nu} \leq \frac{24b\delta^2 \mu \bar{N}}{\nu} \tag{5.186}
\]

For the term (5.184).
recursion (5.18) will imply
\[
E\|\tilde{x}_{t+1}\|^2
\leq \left(1 - \frac{\bar{N}}{3}a_1\mu\nu\right)E\|\tilde{x}_t\|^2
+ \left(\frac{(36b + 2\lambda_3 a_2 + 24\lambda_3 b)\mu\delta^2\bar{N}}{\nu}\right)E\|\tilde{x}_0\|^2
+ \frac{24b\delta^2\mu\bar{N}}{\nu}\left(\frac{1}{N}\sum_{j=0}^{N-1}E\|\tilde{x}_j - \tilde{x}_0\|^2\right)
+ \frac{12b\delta^2\mu\bar{N}}{\nu}\left(\frac{1}{N}\sum_{j=0}^{N-1}E\|\tilde{x}_j - \tilde{x}^{t-1}_N\|^2\right)
+ \frac{24b\delta^2\mu\bar{N}}{\nu}\left(\frac{1}{N}\sum_{j=0}^{N-1}E\|\tilde{x}_j - \tilde{x}^{t-1}_j\|^2\right) .
\]
(5.187)

To simplify the notation, we let
\[
d_1 = 36b + 2\lambda_3 a_2 + 24\lambda_3 b,\ d_2 = 24b,\ d_3 = 12b,\ d_4 = 24b,
\]
then recursion (5.85) is proved. To guarantee (5.181), (5.183), (5.185) and (5.186), it is enough to set
\[
\mu \leq \min\left\{\frac{1}{a_1\nu},\ C_1\sqrt{\frac{1 - \lambda}{\delta^2 N}},\ \frac{1}{a_1 N\nu},\ \sqrt{\frac{a_1}{6c_1(2a_2 + 24b)N}}\left(\frac{\nu}{\delta^2}\right),\ \sqrt{\frac{12b}{c_2(2a_2 + 24b)\delta^2 N}},\ \sqrt{\frac{6b}{c_3(2a_2 + 24b)\delta^2 N}},\ \sqrt{\frac{12b}{c_4(2a_2 + 24b)\delta^2 N}}\right\}.
\]
(5.189)

Note that \(\nu^2/\delta^2 < 1\) and \(1 - \lambda < 1\). To get a simple form for the step-size, we can further restrict \(\mu\) as
\[
\mu \leq \min\left\{C_1\frac{1}{a_1},\ \sqrt{\frac{a_1}{2c_1(2a_2 + 24b)}},\ \sqrt{\frac{12b}{c_2(2a_2 + 24b)}},\ \sqrt{\frac{6b}{c_3(2a_2 + 24b)}},\ \sqrt{\frac{12b}{c_4(2a_2 + 24b)}}\right\}\left(\frac{\nu\sqrt{1 - \lambda}}{\delta^2 N}\right),
\]
\[
\Delta \overset{\Delta}{=} C_2\left(\frac{\nu\sqrt{1 - \lambda}}{\delta^2 N}\right).
\]
(5.190)

where \(C_2\) is independent of \(\nu, \delta\) and \(\bar{N}\). 216
5.I Upper Bound on \((1 - a_1 \mu \nu)^\bar{N}\)

We first examine the term \((1 - x)^\bar{N}\) where \(x \in (0, 1)\). Using Taylor’s theorem, \((1 - x)^\bar{N}\) can be expanded as

\[
(1 - x)^\bar{N} = 1 - \bar{N} x + \frac{\bar{N} (\bar{N} - 1)(1 - \tau)^{\bar{N}-2}}{2} x^2,
\]

where \(\tau \in (0, x)\) is some constant, and hence, \(\tau < 1\). To ensure \((1 - x)^\bar{N} \leq 1 - \frac{1}{2} \bar{N} x\), we require

\[
1 - \bar{N} x + \frac{\bar{N} (\bar{N} - 1)(1 - \tau)^{\bar{N}-2}}{2} x^2 \leq 1 - \frac{\bar{N} x}{2}
\]

\[
\iff x \leq \frac{1}{(\bar{N} - 1)(1 - \tau)^{\bar{N}-2}}.
\]

Note that

\[
\frac{1}{\bar{N}} < \frac{1}{\bar{N} - 1} < \frac{1}{(\bar{N} - 1)(1 - \tau)^{\bar{N}-2}}.
\]

If we choose \(x \leq 1/\bar{N}\), then it will also satisfy \((5.192)\). By letting \(x = a_1 \mu \nu\), it holds that

\[
(1 - a_1 \mu \nu)^\bar{N} \leq 1 - \frac{a_1 \bar{N} \mu \nu}{2}.
\]

when \(\mu \leq 1/(a_1 \bar{N} \nu)\).

5.J Proof of Lemma [5.6]

From the first line in recursion \((5.74)\), we have

\[
\bar{x}_{i+1}^t - \bar{x}_i^t = -\frac{\mu}{K} I^T \mathcal{H}_i^t I \bar{x}_i^t - \frac{\mu}{K} I^T \mathcal{H}_i^t \mathcal{X}_{R,u} \bar{x}_i^t + \frac{\mu}{K} I^T s(\mathcal{W}_i^t)
\]

(5.195)

By squaring and applying Jensen’s inequality, we have

\[
\|\bar{x}_{i+1}^t - \bar{x}_i^t\|^2 \leq 3\mu^2 \left\| \frac{1}{K} I^T \mathcal{H}_i^t I \right\|^2 \|\bar{x}_i^t\|^2 + 3\mu^2 \left\| \frac{I^T \mathcal{H}_i^t \mathcal{X}_{R,u} \bar{x}_i^t} {K^2} \right\| \|\bar{x}_i^t\|^2 + 3\mu^2 \left\| \frac{I^T} {K^2} s(\mathcal{W}_i^t) \right\|^2
\]

\[
\leq 3\mu^2 \delta^2 \|\bar{x}_i^t\|^2 + \frac{3\mu^2}{K} \|\mathcal{X}_{R,u}\|^2 \|\bar{x}_i^t\|^2 + \frac{3\mu^2}{K} \|s(\mathcal{W}_i^t)\|^2
\]

(5.196)
where inequality (a) holds because of equations (5.133) and (5.137). By taking expectations, we have

\[
\begin{align*}
\mathbb{E}\|\bar{x}_{i+1} - \bar{x}_i\|^2 & \leq 3\mu^2\delta^2\mathbb{E}\|\bar{x}_i\|^2 + \frac{3\mu^2}{K}\mathbb{E}\|X_{R,u}\|^2\mathbb{E}\|\bar{x}_i\|^2 + \frac{3\mu^2}{K}\mathbb{E}\|s(w_i)\|^2 \\
& \leq 6\mu^2\delta^2\mathbb{E}\|\bar{x}_i\|^2 + 6\mu^2\delta^2\mathbb{E}\|\bar{x}_i - \bar{x}_0\|^2 \\
& \quad + \frac{3\mu^2}{K}\delta^2\mathbb{E}\|X_{R,u}\|^2\mathbb{E}\|\bar{x}_i\|^2 + \frac{3\mu^2}{K}\mathbb{E}\|s(w_i)\|^2 \\
& \quad \leq 6\mu^2\delta^2\mathbb{E}\|\bar{x}_i\|^2 + \frac{54b\mu^2\delta^2}{K}\mathbb{E}\|\bar{x}_0\| \\
& \quad + \left(3\frac{\|X_{R,u}\|^2 + 36b}{K}\right)\mu^2\delta^2\mathbb{E}\|\bar{x}_i\|^2 \\
& \quad + \left(6 + \frac{18b}{K}\right)\mu^2\delta^2\mathbb{E}\|\bar{x}_i - \bar{x}_0\|^2 \\
& \quad + \frac{9b\delta^2\mu^2}{K} \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\bar{x}_j - \bar{x}_{N-1}\|^2 \right) \\
& \quad + \frac{18b\delta^2\mu^2}{K} \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\bar{x}_i - \bar{x}_{N-1}\|^2 \right), \quad 0 \leq i \leq N-1
\end{align*}
\]

(5.197)

For simplicity, if we let

\[
\begin{align*}
e_1 &= \frac{54b}{K}, \quad e_2 = \frac{3\|X_{R,u}\|^2 + 36b}{K}, \\
e_3 &= 6 + \frac{18b}{K}, \quad e_4 = \frac{9b}{K}, \quad e_5 = \frac{18b}{K},
\end{align*}
\]

(5.198)

inequality (5.197) becomes

\[
\begin{align*}
\mathbb{E}\|\bar{x}_{i+1} - \bar{x}_i\|^2 & \leq 6\mu^2\delta^2\mathbb{E}\|\bar{x}_i\|^2 + e_1\mu^2\delta^2\mathbb{E}\|\bar{x}_i\|^2 + e_2\mu^2\delta^2\mathbb{E}\|\bar{x}_i\|^2 \\
& \quad + e_3\mu^2\delta^2\mathbb{E}\|\bar{x}_i - \bar{x}_0\|^2 \\
& \quad + e_4\mu^2\delta^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\bar{x}_j - \bar{x}_{N-1}\|^2 \right) \\
& \quad + e_5\mu^2\delta^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}\|\bar{x}_i - \bar{x}_{N-1}\|^2 \right).
\end{align*}
\]

(5.199)
For $1 \leq i \leq N - 1$, we have

$$
E\|\tilde{X}_i^t - \tilde{X}_0^t\|^2
\leq i \sum_{j=1}^{N-1} E\|\tilde{X}_j^t - \tilde{X}_{j-1}^t\|^2
\leq 6\mu^2 \delta^2 i^2 E\|\tilde{X}_0^t\|^2 + e_1 \mu^2 \delta^2 i^2 E\|\tilde{X}_0^t\|^2
$$

(5.199)

$$
+ e_2 \mu^2 \delta^2 i \sum_{j=1}^{N-1} E\|\tilde{X}_{j-1}^t\|^2 + e_3 \mu^2 \delta^2 i \sum_{j=1}^{N-1} E\|\tilde{X}_j^t - \tilde{X}_0^t\|^2
$$

$$
+ e_4 \mu^2 \delta^2 i^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} E\|\tilde{X}_{j-1}^t - \tilde{X}_{N-1}^t\|^2 \right)
$$

$$
+ e_5 \mu^2 \delta^2 i^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} E\|\tilde{X}_j^t\|^2 \right)
$$

$$
\leq 6\mu^2 \delta^2 \bar{N}^2 E\|\tilde{X}_0^t\|^2 + e_1 \mu^2 \delta^2 \bar{N}^2 E\|\tilde{X}_0^t\|^2
$$

$$
+ e_2 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} E\|\tilde{X}_j^t\|^2 \right)
$$

$$
+ e_3 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} E\|\tilde{X}_j^t - \tilde{X}_0^t\|^2 \right)
$$

$$
+ e_4 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} E\|\tilde{X}_{j-1}^t - \tilde{X}_{N-1}^t\|^2 \right)
$$

$$
+ e_5 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} E\|\tilde{X}_j^t - \tilde{X}_{N-1}^t\|^2 \right).
$$

(5.200)
From the above recursion, we can also derive

\[
\frac{1}{N} \sum_{i=0}^{N-1} \mathbb{E} \| \bar{x}_i^t - \bar{x}_0^t \|^2 \\
\leq 6\mu^2\delta^2 N^2 \mathbb{E} \| \bar{x}_0^t \|^2 + e_1 \mu^2\delta^2 N^2 \mathbb{E} \| \bar{x}_0^t \|^2 \\
+ e_2 \mu^2\delta^2 N^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}_j^t \|^2 \right) \\
+ e_3 \mu^2\delta^2 N^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}_j^t - \bar{x}_0^t \|^2 \right) \\
+ e_4 \mu^2\delta^2 N^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}_j^{t-1} - \bar{x}_0^{t-1} \|^2 \right) \\
+ e_5 \mu^2\delta^2 N^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}_j^{t-1} \|^2 \right)
\]  
(5.201)

According to Lemma 5.4, the inequality (5.82) holds when step-size \( \mu \) satisfies

\[
\mu \leq C_1 \sqrt{\frac{1 - \lambda}{\delta^2 N}}.
\]  
(5.202)

Substituting (5.82) into (5.201), we have

\[
\frac{1}{N} \sum_{i=0}^{N-1} \mathbb{E} \| \bar{x}_i^t - \bar{x}_0^t \|^2 \\
\leq \left( 6\mu^2\delta^2 N^2 + c_1 e_2 \mu^4\delta^4 N^3 \right) \mathbb{E} \| \bar{x}_0^t \|^2 \\
+ (e_1 + \lambda_3 e_2) \mu^2\delta^2 N^2 \mathbb{E} \| \bar{x}_0^t \|^2 \\
+ \left( e_3 \mu^2\delta^2 N^2 + c_2 e_2 \mu^4\delta^4 N^3 \right) \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}_j^t - \bar{x}_0^t \|^2 \right) \\
+ \left( e_4 \mu^2\delta^2 N^2 + c_3 e_2 \mu^4\delta^4 N^3 \right) \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}_j^{t-1} - \bar{x}_0^{t-1} \|^2 \right) \\
+ \left( e_5 \mu^2\delta^2 N^2 + c_4 e_2 \mu^4\delta^4 N^3 \right) \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}_j^{t-1} \|^2 \right)
\]  
(5.203)
If the step-size $\mu$ is chosen small enough such that

$$6\mu^2 \delta^2 \bar{N}^2 + c_1 \mu^4 \delta^4 \bar{N}^3 \leq 12\mu^2 \delta^2 \bar{N}^2,$$

$$e_3 \mu^2 \delta^2 \bar{N}^2 + e_2 \mu^4 \delta^4 \bar{N}^3 \leq 2e_3 \mu^2 \delta^2 \bar{N}^2,$$

$$e_4 \mu^2 \delta^2 \bar{N}^2 + c_3 \mu^4 \delta^4 \bar{N}^3 \leq 2e_4 \mu^2 \delta^2 \bar{N}^2,$$

$$e_5 \mu^2 \delta^2 \bar{N}^2 + c_4 \mu^4 \delta^4 \bar{N}^3 \leq 2e_5 \mu^2 \delta^2 \bar{N}^2. \quad (5.204)$$

then recursion (5.201) can be simplified to equation (5.87), where we define $e_6 \triangleq e_1 + \lambda_2 e_2$.

To guarantee (5.202) and (5.204), it is enough to set

$$\mu \leq \min \left\{ C_1, \sqrt{\frac{6}{c_1 e_2}}, \sqrt{\frac{e_3}{c_2 e_2}}, \sqrt{\frac{e_4}{c_3 e_2}}, \sqrt{\frac{e_5}{c_4 e_2}} \right\} \sqrt{\frac{1 - \lambda}{\delta^2 \bar{N}}},$$

$$\triangleq C_3 \sqrt{\frac{1 - \lambda}{\delta^2 \bar{N}}}. \quad (5.205)$$
Next we establish the recursion for \( \sum_{i=0}^{N-1} \mathbb{E} \| \bar{x}^t_i - \bar{x}^t_{N_i} \|^2 / N \). Note that for \( 0 \leq i \leq \bar{N} - 1 \), it holds that

\[
\mathbb{E} \| \bar{x}^t_i - \bar{x}^t_{N_i} \|^2 \leq (\bar{N} - i) \sum_{j=i}^{N-1} \mathbb{E} \| \bar{x}^t_{j+1} - \bar{x}^t_j \|^2
\]

\[
\leq 6 \mu^2 \delta^2 (\bar{N} - i)^2 \mathbb{E} \| \bar{x}^t_0 \|^2 + e_1 \mu^2 \delta^2 (N - i)^2 \mathbb{E} \| \bar{x}^t_0 \|^2
\]

\[
+ e_2 \mu^2 \delta^2 (\bar{N} - i) \sum_{j=i}^{N-1} \mathbb{E} \| \bar{x}^t_j \|^2
\]

\[
+ e_3 \mu^2 \delta^2 (N - i) \sum_{j=i}^{N-1} \mathbb{E} \| \bar{x}^t_{j-1} - \bar{x}^t_0 \|^2
\]

\[
+ e_4 \mu^2 \delta^2 (\bar{N} - i)^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}^t_{j-1} - \bar{x}^t_{N_i} \|^2 \right)
\]

\[
+ e_5 \mu^2 \delta^2 (\bar{N} - i)^2 \left( \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E} \| \bar{x}^t_{j-1} \|^2 \right)
\]

\[
\leq 6 \mu^2 \delta^2 \bar{N}^2 \mathbb{E} \| \bar{x}^t_0 \|^2 + e_1 \mu^2 \delta^2 \bar{N}^2 \mathbb{E} \| \bar{x}^t_0 \|^2
\]

\[
+ e_2 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \bar{x}^t_j \|^2 \right)
\]

\[
+ e_3 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \bar{x}^t_j - \bar{x}^t_0 \|^2 \right)
\]

\[
+ e_4 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \bar{x}^t_{j-1} - \bar{x}^t_{N_i} \|^2 \right)
\]

\[
+ e_5 \mu^2 \delta^2 \bar{N}^2 \left( \frac{1}{N} \sum_{j=0}^{\bar{N}-1} \mathbb{E} \| \bar{x}^t_{j-1} \|^2 \right)
\]  \(\text{(5.206)}\)

Since the right-hand side of inequality (5.206) is the same as inequality (5.200), we can follow (5.201)–(5.205) to conclude recursion (5.88).
5.K Proof of Theorem 5.7

With Lemmas [5.4, 5.5 and 5.6] when the step-size $\mu$ satisfies

$$\mu \leq \min \left\{ C_1 \sqrt{\frac{1 - \lambda}{\delta^2 N}}, \ C_2 \left( \frac{\nu \sqrt{1 - \lambda}}{\delta^2 N} \right), \ C_3 \sqrt{\frac{1 - \lambda}{\delta^2 N}} \right\},$$  \hspace{1cm} (5.207)

it holds that

$$\mathbb{E} \| \bar{X}_{t+1} \|^2 \leq \left( 1 - \frac{N}{3} a_1 \mu \nu \right) \mathbb{E} \| \bar{X}_0 \|^2 + \frac{d_1 \mu \delta^2 \bar{N}}{\nu} \mathbb{E} \| \bar{x}_0 \|^2$$

$$+ \frac{d_2 \delta^2 \mu \bar{N}}{\nu} A^t + \frac{d_3 \delta^2 \mu \bar{N}}{\nu} B^{t-1} + \frac{d_4 \delta^2 \mu \bar{N}}{\nu} C^{t-1}$$ \hspace{1cm} (5.208)

$$\mathbb{E} \| \bar{x}_0 \|^2 \leq c_1 \mu^2 \delta^2 \bar{N} \mathbb{E} \| \bar{x}_0 \|^2 + \lambda_2 \mathbb{E} \| \bar{x}_0 \|^2$$

$$+ c_2 \mu^2 \delta^2 \bar{N} A^t + c_3 \mu^2 \delta^2 \bar{N} B^{t-1} + c_4 \mu^2 \delta^2 \bar{N} C^{t-1}$$ \hspace{1cm} (5.209)

$$A^{t+1} \leq 12 \mu^2 \delta^2 \bar{N} \mathbb{E} \| \bar{x}_0 \|^2 + \epsilon_6 \mu^2 \delta^2 \bar{N} \mathbb{E} \| \bar{x}_0 \|^2$$

$$+ 2 \epsilon_3 \mu^2 \delta^2 \bar{N} A^t + 2 \epsilon_4 \mu^2 \delta^2 \bar{N} B^t + 2 \epsilon_5 \mu^2 \delta^2 \bar{N} C^t$$ \hspace{1cm} (5.210)

$$B^t \leq 12 \mu^2 \delta^2 \bar{N} \mathbb{E} \| \bar{x}_0 \|^2 + \epsilon_6 \mu^2 \delta^2 \bar{N} \mathbb{E} \| \bar{x}_0 \|^2$$

$$+ 2 \epsilon_3 \mu^2 \delta^2 \bar{N} A^t + 2 \epsilon_4 \mu^2 \delta^2 \bar{N} B^{t-1} + 2 \epsilon_5 \mu^2 \delta^2 \bar{N} C^{t-1}$$ \hspace{1cm} (5.211)

$$C^t \leq c_1 \mu^2 \delta^2 \bar{N} \mathbb{E} \| \bar{x}_0 \|^2 + \lambda_3 \mathbb{E} \| \bar{x}_0 \|^2$$

$$+ c_2 \mu^2 \delta^2 \bar{N} A^t + c_3 \mu^2 \delta^2 \bar{N} B^{t-1} + c_4 \mu^2 \delta^2 \bar{N} C^{t-1}$$ \hspace{1cm} (5.212)
Let \( \gamma \) be an arbitrary positive constant whose value will be decided later. From the above inequalities we have

\[
\mathbb{E}\|\tilde{x}_{t+1}^t\|^2 + \mathbb{E}\|\tilde{x}_{t+1}^t\|^2 + \gamma (A^{t+1} + B^t + C^t)
\]

\[
\leq \left(1 - \frac{\bar{N}}{3} a_1 \mu \nu + c_1 \mu^2 \delta^2 \bar{N}\right) \mathbb{E}\|\tilde{x}_t^0\|^2 + \left(\lambda_2 + \frac{d_1 \mu \delta^2 \bar{N}}{\nu}\right) \mathbb{E}\|\tilde{x}_t^0\|^2
\]

\[
+ \left(\frac{d_2 \delta^2 \mu \bar{N}}{\nu} + c_2 \mu^2 \delta^2 \bar{N}\right) A^t + \left(\frac{d_3 \delta^2 \mu \bar{N}}{\nu} + c_3 \mu^2 \delta^2 \bar{N}\right) B^{t-1}
\]

\[
+ \left(\frac{d_4 \delta^2 \mu \bar{N}}{\nu} + c_4 \mu^2 \delta^2 \bar{N}\right) C^{t-1}
\]

\[
+ \gamma f_1 \mu^2 \delta^2 \bar{N}^2 \left(\mathbb{E}\|\tilde{x}_0^{t+1}\|^2 + \mathbb{E}\|\tilde{x}_0^{t+1}\|^2\right)
\]

\[
+ \gamma f_2 \mu^2 \delta^2 \bar{N}^2 (A^{t+1} + B^t + C^t) + \gamma f_3 \mu^2 \delta^2 \bar{N} \mathbb{E}\|\tilde{x}_0^t\|^2
\]

\[
+ \gamma (\lambda_3 + e_6 \mu^2 \delta^2 \bar{N}^2) \mathbb{E}\|\tilde{x}_0^t\|^2
\]

\[
+ \gamma f_4 \mu^2 \delta^2 \bar{N}^2 (A^t + B^{t-1} + C^{t-1}),
\]

where the constants \( \{f_i\}_{i=1}^4 \) are defined as

\[
f_1 = \text{max}\{12, e_6\}, f_2 = 2 \text{max}\{e_3, e_4, e_5\},
\]

\[
f_3 = 12 + c_1, \quad f_4 = \text{max}\{2e_3 + c_2, 2e_4 + c_3, 2e_5 + c_4\}.
\]

If the step-size \( \mu \) is chosen small enough such that

\[
1 - \frac{\bar{N}}{3} a_1 \mu \nu + c_1 \mu^2 \delta^2 \bar{N} \leq 1 - \frac{\bar{N}}{4} a_1 \mu \nu,
\]

\[
\lambda_2 + \frac{d_1 \mu \delta^2 \bar{N}}{\nu} \leq \frac{1 + \lambda_2}{2} \triangleq \lambda_4 < 1,
\]

\[
\frac{d_2 \delta^2 \mu \bar{N}}{\nu} + c_2 \mu^2 \delta^2 \bar{N} \leq \frac{2d_2 \delta^2 \mu \bar{N}}{\nu},
\]

\[
\frac{d_3 \delta^2 \mu \bar{N}}{\nu} + c_3 \mu^2 \delta^2 \bar{N} \leq \frac{2d_3 \delta^2 \mu \bar{N}}{\nu},
\]

\[
\frac{d_4 \delta^2 \mu \bar{N}}{\nu} + c_4 \mu^2 \delta^2 \bar{N} \leq \frac{2d_4 \delta^2 \mu \bar{N}}{\nu},
\]

\[224\]
Also recall that \(1 - \gamma f_4 \mu^2 \delta^2 \tilde{N}^2 \) \((\mathbb{E} \| \tilde{x}_t^{t+1} \|^2 + \mathbb{E} \| \tilde{x}_0^{t+1} \|^2)\)\( + \gamma (1 - f_2 \mu^2 \delta^2 \tilde{N}^2) \) \((A^{t+1} + B^t + C^t)\)\( \leq \left(1 - \frac{\tilde{N}}{4} a_1 \mu \nu \right) \mathbb{E} \| \tilde{x}_0^t \|^2 + \lambda_4 \mathbb{E} \| \tilde{x}_0^t \|^2\)\( + \frac{2d_2 \delta^2 \mu \tilde{N}}{\nu} A^t + \frac{2d_3 \delta^2 \mu \tilde{N}}{\nu} B^{t-1} + \frac{2d_4 \delta^2 \mu \tilde{N}}{\nu} C^{t-1}\)\( + \gamma f_3 \mu^2 \delta^2 \tilde{N}^2 \mathbb{E} \| \tilde{x}_0^t \|^2 + \gamma (\lambda_3 + \epsilon_6 \mu^2 \delta^2 \tilde{N}^2) \mathbb{E} \| \tilde{x}_0^t \|^2\)\( + \gamma f_4 \mu^2 \delta^2 \tilde{N}^2 (A^t + B^{t-1} + C^{t-1})\)\( \leq \left(1 - \frac{\tilde{N}}{4} a_1 \mu \nu + \gamma f_3 \mu^2 \delta^2 \tilde{N}^2 \right) \mathbb{E} \| \tilde{x}_0^t \|^2\)\( + \left[ \lambda_4 + \gamma (\lambda_3 + \epsilon_6 \mu^2 \delta^2 \tilde{N}^2) \right] \mathbb{E} \| \tilde{x}_0^t \|^2\)\( + \left( \frac{f_5 \delta^2 \mu \tilde{N}}{\nu} + \gamma f_4 \mu^2 \delta^2 \tilde{N}^2 \right) (A^t + B^{t-1} + C^{t-1}), \) (5.221)\( \)where \(f_5 \triangleq 2 \max\{d_2, d_3, d_4\}\). To guarantee \((5.217) - (5.220)\), it is enough to set\( \mu \leq \min\left\{ \frac{a_1 \nu}{12 c_1 \delta^2}, \frac{(1 - \lambda_2) \nu}{8d_1 \delta^2 \tilde{N}}, \frac{d_2}{c_2 \nu}, \frac{d_3}{c_3 \nu}, \frac{d_4}{c_4 \nu} \right\}. \) (5.222) Since \(\nu/\delta < 1\), it holds that\( \frac{d_l}{c_l \nu} \geq \frac{d_l}{c_l \nu} \frac{\nu^2}{\delta^2 \tilde{N}} = \frac{d_l \nu}{c_l \delta^2 \tilde{N}}, 2 \leq l \leq 4. \) (5.223) Also recall that \(1 - \lambda_2 = (1 - \lambda)/4\). Therefore, if \(\mu\) satisfies\( \mu \leq \min\left\{ \frac{a_1}{12 c_1}, \frac{1}{8d_1}, \frac{d_2}{c_2 \nu}, \frac{d_3}{c_3 \nu}, \frac{d_4}{c_4 \nu} \right\} \frac{\nu(1 - \lambda)}{\delta^2 \tilde{N}} \triangleq C_4 \frac{\nu(1 - \lambda)}{\delta^2 \tilde{N}} \) (5.224) it also satisfies \((5.222)\). Next we continue simplifying recursion \((5.221)\). Suppose \(\mu\) and \(\gamma\) are chosen such that\( 1 - \frac{\tilde{N}}{4} a_1 \mu \nu + \gamma f_3 \mu^2 \delta^2 \tilde{N}^2 \leq 1 - \frac{\tilde{N}}{8} a_1 \mu \nu, \) (5.225)\( \lambda_4 + \gamma (\lambda_3 + \epsilon_6 \mu^2 \delta^2 \tilde{N}^2) \leq \frac{1 + \lambda_4}{2} \triangleq \lambda_5 < 1, \) (5.226)\( \frac{f_5 \delta^2 \mu \tilde{N}}{\nu} + \gamma f_4 \mu^2 \delta^2 \tilde{N}^2 \leq \frac{2 f_5 \delta^2 \mu \tilde{N}}{\nu}, \) (5.227)
recursion (5.221) can be further simplified to

\[
(1 - \gamma f_1 \mu^2 \delta^2 \bar{N}^2) \left( \mathbb{E} \| \tilde{x}_0^{t+1} \|^2 + \mathbb{E} \| \tilde{x}_0^{t+1} \|^2 \right) \\
+ \gamma (1 - f_2 \mu^2 \delta^2 \bar{N}^2) \left( A^{t+1} + B^t + C^t \right)
\]

\[
\leq \left( 1 - \frac{\bar{N}}{8} a_1 \mu \nu \right) \mathbb{E} \| \tilde{x}_0^t \|^2 \\
+ \lambda_5 \mathbb{E} \| \tilde{x}_0^t \|^2 + \frac{2 f_5 \delta^2 \mu \bar{N}}{\nu} (A^t + B^{-1} + C^{t-1}).
\] (5.228)

Now we check the conditions on \( \mu \) and \( \gamma \) to satisfy (5.225)–(5.227). Since \( \lambda_3 < 1 \), if we choose \( \mu \) and \( \gamma \) such that

\[
\lambda_3 + e_6 \mu^2 \delta^2 \bar{N}^2 \leq 1,
\]

\[
\lambda_4 + \gamma \leq \frac{1 + \lambda_4}{2},
\] (5.229) (5.230)

then inequality (5.226) holds. To guarantee (5.225), (5.227) and (5.230), it is enough to set

\[
\gamma \leq \frac{1 - \lambda_4}{2}, \mu \leq \sqrt{\frac{1 - \lambda_3}{e_6 \delta^2 \bar{N}^2}}, \gamma \mu \leq \min \left\{ \frac{a_1 \nu}{8 f_3 \delta^2 \bar{N}}, \frac{f_5}{f_4 \nu} \right\}.
\] (5.231)

Moreover, if we further choose step-size \( \mu \) such that

\[
\lambda_5 \leq 1 - \frac{\bar{N}}{8} a_1 \mu \nu \iff \mu \leq \frac{8(1 - \lambda_5)}{a_1 \mu \bar{N}},
\] (5.232)

recursion (5.228) becomes

\[
(1 - \gamma f_1 \mu^2 \delta^2 \bar{N}^2) \left( \mathbb{E} \| \tilde{x}_0^{t+1} \|^2 + \mathbb{E} \| \tilde{x}_0^{t+1} \|^2 \right) \\
+ \gamma (1 - f_2 \mu^2 \delta^2 \bar{N}^2) \left( A^{t+1} + B^t + C^t \right)
\]

\[
\leq \left( 1 - \frac{\bar{N}}{8} a_1 \mu \nu \right) \left( \mathbb{E} \| \tilde{x}_0^t \|^2 + \mathbb{E} \| \tilde{x}_0^t \|^2 \right) \\
+ \frac{2 f_5 \delta^2 \mu \bar{N}}{\nu} (A^t + B^{-1} + C^{t-1}).
\] (5.233)

When \( \mu \) and \( \gamma \) are chosen such that

\[
1 - \gamma f_1 \mu^2 \delta^2 \bar{N}^2 > 0 \iff \gamma \mu^2 < \frac{1}{f_1 \delta^2 \bar{N}^2},
\] (5.234)
recursion (5.233) is equivalent to
\[
\left( \mathbb{E}\|\hat{x}_0^{t+1}\|^2 + \mathbb{E}\|\hat{x}_0^{t+1}\|^2 \right) \\
+ \gamma \left( \frac{1 - f_2 \mu^2 \delta^2 \tilde{N}^2}{1 - \gamma f_1 \mu^2 \delta^2 \tilde{N}^2} \right) (A^{t+1} + B^{t} + C^{t}) \\
\leq \frac{1 - \frac{\tilde{N}}{8} a_1 \mu \nu}{1 - \gamma f_1 \mu^2 \delta^2 \tilde{N}^2} \left\{ \left( \mathbb{E}\|\hat{x}_0^{t}\|^2 + \mathbb{E}\|\hat{x}_0^{t}\|^2 \right) \\
+ \frac{2 f_5 \delta^2 \mu \tilde{N}}{\nu(1 - a_1 \tilde{N} \mu \nu/8)}(A^{t} + B^{t-1} + C^{t-1}) \right\} 
\] (5.235)

If we also choose \( \mu \) such that
\[
1 - f_2 \mu^2 \delta^2 \tilde{N}^2 \geq \frac{1}{2}, \quad \text{and} \quad 1 - \frac{1}{8} a_1 \tilde{N} \mu \nu \geq \frac{1}{2}, \tag{5.236}
\]
recursion (5.235) can be simplified as
\[
\left( \mathbb{E}\|\hat{x}_0^{t+1}\|^2 + \mathbb{E}\|\hat{x}_0^{t+1}\|^2 \right) + \frac{\gamma}{2} (A^{t+1} + B^{t} + C^{t}) \\
\leq \frac{1 - \frac{\tilde{N}}{8} a_1 \tilde{N} \mu \nu}{1 - \gamma f_1 \mu^2 \delta^2 \tilde{N}^2} \left\{ \left( \mathbb{E}\|\hat{x}_0^{t}\|^2 + \mathbb{E}\|\hat{x}_0^{t}\|^2 \right) \\
+ \frac{4 f_5 \delta^2 \mu \tilde{N}}{\nu}(A^{t} + B^{t-1} + C^{t-1}) \right\}. \tag{5.237}
\]

To guarantee (5.236), it is enough to set
\[
\mu \leq \min \left\{ \sqrt{\frac{1}{2 f_2 \delta^2 \tilde{N}^2}}, \frac{4}{a_1 \nu \tilde{N}} \right\}. \tag{5.238}
\]

If we let
\[
\gamma = 8 f_5 \delta^2 \mu \tilde{N} / \nu > 0, \tag{5.239}
\]
then recursion (5.237) is equivalent to
\[
\left( \mathbb{E}\|\hat{x}_0^{t+1}\|^2 + \mathbb{E}\|\hat{x}_0^{t+1}\|^2 \right) + \frac{\gamma}{2} (A^{t+1} + B^{t} + C^{t}) \\
\leq \frac{1 - \frac{\tilde{N}}{8} a_1 \mu \nu}{1 - 8 f_1 f_5 \mu^3 \delta^4 N^3 / \nu} \left\{ \left( \mathbb{E}\|\hat{x}_0^{t}\|^2 + \mathbb{E}\|\hat{x}_0^{t}\|^2 \right) \\
+ \frac{\gamma}{2}(A^{t} + B^{t-1} + C^{t-1}) \right\}. \tag{5.240}
\]

If \( \mu \) is small enough such that
\[
1 - \frac{8 f_1 f_5 \mu^3 \delta^4 \tilde{N}^3}{\nu} > 1 - \frac{1}{8} a_1 \tilde{N} \mu \nu \iff \mu < \sqrt{\frac{a_1 \nu}{64 f_1 f_5 \delta^2 \tilde{N}}}, \tag{5.241}
\]
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it then holds that
\[
\left( \mathbb{E}\|\tilde{x}_{t+1}^0\|^2 + \mathbb{E}\|\hat{x}_{t+1}^0\|^2 \right) + \frac{\gamma}{2} (A^{t+1} + B^t + C^t) \\
\leq \rho \left\{ \left( \mathbb{E}\|\tilde{x}_0^0\|^2 + \mathbb{E}\|\hat{x}_0^t\|^2 \right) + \frac{\gamma}{2} (A^t + B^{t-1} + C^{t-1}) \right\},
\]
where
\[
\rho = \frac{1 - \frac{N}{8} a_1 \mu \nu}{1 - 8 f_1 \mu^3 N^3 / \nu} < 1.
\]
Finally, we decide the feasible range of step-size \(\mu\). Substituting \(\gamma\) into (5.231) and (5.234), it requires
\[
\mu \leq \min \left\{ \frac{1 - \lambda_4}{16 f_5} \nu \delta^2 N, \sqrt{\frac{1 - \lambda_3}{e_6}} \sqrt{\frac{1}{\delta^2 N}}, \sqrt{\frac{a_1}{64 f_3 f_5}} \left( \frac{\nu}{\delta^2 N} \right)^{1/3}, \sqrt{\frac{1}{8 f_4 f_N}} \left( \frac{\nu}{8 f_1 f_5 N^3} \right)^{1/3} \right\}.
\]
Note that \(1 - \lambda_4 = (1 - \lambda)/8\) and \(1 - \lambda_3 \geq (1 - \lambda)/8\), and hence if we restrict \(\mu\) as
\[
\mu \leq \min \left\{ \frac{1}{128 f_5}, \sqrt{\frac{1}{8 e_6}} \sqrt{\frac{a_1}{64 f_3 f_5}}, \sqrt{\frac{1}{8 f_4}}, \left( \frac{1}{8 f_1 f_5} \right)^{1/3} \right\} \nu (1 - \lambda) \leq \frac{C_5 \nu (1 - \lambda)}{\delta^2 N} \]  \tag{5.245}
\] it can be verified that such \(\mu\) satisfies (5.244). Combining all step-size requirements in (5.207), (5.224), (5.232), (5.238), (5.241) and (5.245) recalling \(1 - \lambda_5 = (1 - \lambda)/16\), we can always find a constant \(C\).
\[
C \triangleq \min \left\{ C_1, C_2, C_3, C_4, C_5, \frac{1}{2 a_1}, \sqrt{\frac{1}{2 f_2}}, \frac{4}{a_1}, \sqrt{\frac{a_1}{64 f_1 f_5}} \right\}
\]  \tag{5.246}
such that if step-size \(\mu\) satisfies
\[
\mu < \frac{C \nu (1 - \lambda)}{\delta^2 N},
\]
then all requirements in (5.207), (5.224), (5.232), (5.238), (5.241) and (5.245) will be satisfied. Note that \(C\) is independent of \(\nu, \delta\) and \(\bar{N}\).
Algorithm 5.4 (diffusion-AVRG at node $k$ for unbalanced data)

Initialize $w_{k,0}$ arbitrarily; let $q_k = N_k/N$, $\psi_{k,0} = w_{k,0}$, $g^0_k = 0$, and $\nabla Q(\theta^0_k; x_{k,n}) \leftarrow 0$, $1 \leq n \leq N_k$

Repeat $i = 0, 1, 2, \cdots$

calculate $t$ and $s$ such that $i = tN_k + s$, where $t \in \mathbb{Z}_+$ and $s = \text{mod}(i, N_k)$;

If $s = 0$:

generate a random permutation $\sigma^t_k$; let $g^{t+1}_k = 0$, $\theta^t_{k,0} = w_{k,i}$;

End

generate the local stochastic gradient:

\begin{align}
    n^t_s &= \sigma^t_k(s + 1), \\
    \hat{\nabla} J_k(w_{k,i}) &= \nabla Q(w_{k,i}; x_{k,n^t_s}) - \nabla Q(\theta^t_{k,0}; x_{k,n^t_s}) + g^t_k, \\
    g^{t+1}_k &\leftarrow g^{t+1}_k + \frac{1}{N_k} \nabla Q(w_{k,i}; x_{k,n^t_s}),
\end{align}

update $w_{k,i+1}$ with exact diffusion:

\begin{align}
    \psi_{k,i+1} &= w_{k,i} - \mu q_k \hat{\nabla} J_k(w_{k,i}), \\
    \phi_{k,i+1} &= \psi_{k,i+1} + w_{k,i} - \psi_{k,i}, \\
    w_{k,i+1} &= \sum_{\ell \in N_k} a_{\ell k} \phi_{\ell,i+1}.
\end{align}

End
Algorithm 5.5 (diffusion-SVRG at node $k$ for unbalanced data)

Initialize $w_{k,0}$ arbitrarily; let $q_k = N_k/N$, $\psi_{k,0} = w_{k,0}$

Repeat $i = 0, 1, 2, \ldots$

calculate $t$ and $s$ such that $i = tN_k + s$, where $t \in \mathbb{Z}_+$ and $s = \mod(i, N_k)$;

If $s = 0$:

 generate a random permutation function $\sigma_k^t$, set $\theta_{k,0}^t = w_{k,i}$

 and compute the full gradient:

$$g_k^t = \frac{1}{N_k} \sum_{n=1}^{N_k} \nabla Q(\theta_{k,0}^t; x_{k,n}),$$ (5.29)

End

generate the local stochastic gradient:

$$n_s^t = \sigma_k^t(s + 1),$$ (5.30)

$$\nabla J_k(w_{k,i}) = \nabla Q(w_{k,i}; x_{k,n_s^t}) - \nabla Q(\theta_{k,0}^t; x_{k,n_s^t}) + g_k^t,$$ (5.31)

update $w_{k,i+1}$ with exact diffusion:

$$\psi_{k,i+1} = w_{k,i} - \mu q_k \nabla J_k(w_{k,i}),$$ (5.32)

$$\phi_{k,i+1} = \psi_{k,i+1} + w_{k,i} - \psi_{k,i},$$ (5.33)

$$w_{k,i+1} = \sum_{\ell \in N_k} a_{\ell k} \phi_{\ell,i+1},$$ (5.34)

End
Algorithm 5.6 (diffusion-AVRG with mini-batch at node $k$)

Initialize $w_{k,0}^0$ arbitrarily; let $\psi_{k,0}^0 = w_{k,0}^0$, $g_k^0 = 0$; equally partition the data into $L$ batches, and each batch has size $B$. Set $\nabla Q_k^\ell(w_0^0) \leftarrow 0$, $1 \leq \ell \leq \bar{L}$

Repeat epoch $t = 0, 1, 2, \cdots$

- generate a random permutation function $\sigma^t_k$ and set $g_k^{t+1} = 0$.

Repeat iteration $i = 0, 1, \cdots , L - 1$:

\begin{align}
\ell^t_{k,i} & = \sigma^t_k(i + 1), \\
\hat{\nabla} J_k(w^t_{k,i}) & = \nabla Q_k^\ell_{k,i}(w^t_{k,i}) - \nabla Q_k^\ell_{k,i}(w^t_{k,0}) + g_k^t, \\
g_k^{t+1} & \leftarrow g_k^{t+1} + \frac{1}{L} \nabla Q_k^\ell_{k,i}(w^t_{k,i}), \\
\end{align}

update $w^t_{k,i+1}$ with exact diffusion:

\begin{align}
\psi^t_{k,i+1} & = w^t_{k,i} - \mu \hat{\nabla} J_k(w^t_{k,i}), \\
\phi^t_{k,i+1} & = \psi^t_{k,i+1} + w^t_{k,i} - \psi^t_{k,i}, \\
w^t_{k,i+1} & = \sum_{\ell \in \mathcal{N}_k} \overline{a}_{\ell k} \phi^t_{\ell,i+1}.
\end{align}

End

set $w_{k,0}^{t+1} = w_{k,L}^t$ and $\psi_{k,0}^{t+1} = \psi_{k,L}^t$

End
CHAPTER 6

Conclusion and Future Work

In this dissertation, we proposed an exact diffusion strategy and studied its performance for distributed optimization, adaptation and learning over networks. The main results can be summarized as follows:

- Diffusion strategy solves an approximate problem of the target problem (1.1), which explains why diffusion converges to a small neighborhood around, rather than converges exactly to, the global solution $w^*$ to problem (1.1).

- We proposed an exact diffusion method to eliminate the bias. Exact diffusion has the same computational complexity as diffusion, and it converges exponentially fast to $w^*$ under standard assumptions. Furthermore, exact diffusion works for broader family of combination matrices than EXTRA [75], namely, locally-balanced combination matrices. When symmetric and doubly stochastic matrices are employed, exact diffusion is proved to have a wider stability range and hence an improved convergence rate than EXTRA.

- We extended exact diffusion to the distributed adaptation and online learning scenario. Under this stochastic setting, we provide conditions under which exact diffusion has superior steady-state mean-square deviation (MSD) performance than traditional algorithms without bias-correction. In particular, it is proven that this superiority is more evident over sparsely-connected network topologies such as lines, cycles, or grids.

- We extended exact diffusion to the distributed empirical learning scenario. Under this setting, we integrate the amortized variance-reduced learning algorithm to exact diffusion and enable it to converge exponentially fast to the global solution. We
also proposed algorithms that work for the unbalanced data scenario and non-smooth scenario.

While exact diffusion has been extended to various useful scenarios, there are several open issues that deserve further investigation:

- Exact diffusion is studied for undirected network in this dissertation. However, there are applications in which the network is directed. For example, it is very common in practice that agent $k$ can send information to agent $\ell$ while agent $\ell$ cannot send information to agent $k$. In this case, the link between agent $k$ and $\ell$ is directed. How to modify the exact diffusion strategy so that it fits into this important scenario is still an open question. One possible solution is to use the push-sum technique [161] to correct the bias incurred by the directed network topology. Another possible solution is to employ the push-pull strategy proposed by [97,98].

- Exact diffusion is studied for smooth objective functions in this dissertation. However, there are applications that have a composite problem structure that involve both the smooth and non-smooth terms in the objective function. Various algorithms have been proposed to solve the composite distributed optimization problems such as [88,91,106,108]. While convergence of these algorithms is studied in literature, it is still unknown whether exits a distributed algorithm that can solve the composite optimization problem with linear convergence rate. Very recently, it is proved in [109] that a new distributed primal-dual algorithm can converge linearly to the global solution when all agents share the same non-smooth regularization term. This is an encouraging result since it is very common for all agents to have the same regularization under the machine learning setting. Can one prove linear convergence of proximal exact diffusion under the same assumption?

- Exact diffusion is studied for convex objective functions in this dissertation. However, there are applications that have a non-convex problem structure such as deep learning. It is important to answer questions such as whether exact diffusion can escape from
saddle points and converge to a local minimum of the non-convex problem, and whether the collaboration among the agents is beneficial to finding the global solution of the non-convex problem. Some insightful work appear recently that study the performance of diffusion for non-convex optimization, see [162,163]. These results may help clarify the behavior of exact diffusion for distributed non-convex optimization.
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