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ABSTRACT OF THE DISSERTATION

Combining Crystal Structure Prediction and Simulated Spectroscopy to Investigate
Challenging High Pressure Phases

by

Watit Sontising

Doctor of Philosophy, Graduate Program in Chemistry
University of California, Riverside, June 2020

Dr. Gregory J.O. Beran, Chairperson

Solid carbon dioxide and nitrogen exhibit rich phase diagrams at high pressure.

The large number of viable packing motifs stems from their small size and weak, non-polar

intermolecular interactions, which make many packing arrangements and orientations ener-

getically competitive. Experimental observation and characterization of high-pressure poly-

morphs have proved challenging, not only because of flat energy landscape, but also their

kinetic path-dependence and hysteresis in the phase transitions. As a result, high-quality

experimental data are difficult to obtain, leaving many high-pressure crystal structures of

nitrogen to remain unknown over decades, or creating ambiguities in the nature of some

carbon dioxide phases.

This thesis employs a combination of high-level fragment-based electronic structure

method and Raman simulation to study high-pressure polymorphs in these systems. First,

we investigate the nature of carbon dioxide phases III and VII. We provide evidence that

the long-accepted structure of phase III is problematic from comparison of large-basis-set

quasi-harmonic second-order Møller-Plesset and experimental data. The experimental phase
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III and VII structures both relax to the same phase VII structure. Furthermore, Raman

spectra predicted for phase VII are in good agreement with those observed experimentally

for both phase III and VII, while those for the purported phase III structure contradict

experimental observations. Crystal structure prediction is employed to search for other

potential structures which might account for phase III, but none are found. Together, these

results suggest that phases III and VII are likely identical.

Second, we revisit nitrogen phase λ, one of the high-pressure solid nitrogen forms

that was discovered by combining experimental monoclinic lattice parameters with atomic

positions from an earlier, computationally predicted structure that had similar unit cell

dimensions. Crystal structure prediction is performed to demonstrate that the reported

P21/c structure is indeed the likeliest candidate for the λ phase. Furthermore, we provide

further evidence for the structural assignment by demonstrating good agreement between

its predicted and experimental structural parameters and Raman spectra. Finally, the

thermodynamic stability of the λ phase relative to other phases has been uncertain, but

the calculations do suggest that it may be the thermodynamically most stable phase for at

least part of the pressure range over which it has been observed.

Lastly, we perform crystal structure prediction using ab initio random structure

searching and density functional theory to identify candidate structures for nitrogen phase

ζ, the phase whose structure remains unknown decades after it was first observed spectro-

scopically, despite numerous experimental and theoretical investigations. The candidates

are then analyzed for consistency with experiment in terms of their simulated x-ray diffrac-

tion patterns and Raman spectra. While none of the structures generated is a clear match

vii



for the phase ζ experimental data, several of the candidates do exhibit features in common

with the experiments and could provide an interesting starting point for future studies.

The techniques here also rule out several candidate ζ nitrogen structures that have been

identified previously. Finally, one of the structures might be considered a candidate for

phase κ, whose structure is also unknown.
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Chapter 1

Introduction

Pressure is a physical force that can tune the interatomic distances in matter.

Adjusting this distance allows changes in chemical bonding or crystal packing. The most

well-known example of a pressure-induced bonding change is turning graphite into precious

diamond under high pressure and temperature. More advance applications are also under

study such as superconductors25–28, hydrogen storage29–32, insulatosr33, etc. Recently,

ground breaking, metallic hydrogen has been synthesized under extremely high pressure

(more than 100 GPa).34

Molecular crystal polymorphism is also accessible via different pressure conditions.

Relatively speaking, it is easier to change molecular crystal packing compared to making

diamond or metallic hydrogen. Phase transitions for these molecular polymorphs usually

occur under milder condition or instrumentally accessible region due to the weaker interac-

tions such as hydrogen bonding, dispersion, electrostatics, or π − π stacking interactions.

Since it requires less effort to change from one polymorph to another, one of the challenge
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lies in ensuring one obtains the desired crystal form.

It is important to understand how to access the desirable polymorphs. Incomplete

knowledge of the phase diagram could greatly affect life or finance, especially for pharmaceu-

tical company. For example, Ritonavir, the anti-HIV drug, was previously mass-produced

by being ground into tablet. This grounding process exerted high pressure on Ritonavir

crystal turning it into insoluble form.35,36 The accidental production forced the drugs to be

removed and costed Abbott Laboratories’s company estimably $250 million leaving patients

out of their medications.37

High-pressure crystallizations are sometimes employed during solid-form screening,

as in the pharmaceuticals Dalcetrapib38 and Galunisertib39. High pressure conditions can

complicate the study of polymorphism, however. Pressure condenses the crystal to be tightly

packed, making it harder to solve the structure with current X-ray diffraction techniques.

Besides the issues associate with small size, sample graininess and low X-ray scattering

intensities may also hinder observations.18 Complementary techniques such as Infrared or

Raman spectrometry could be used for characterizing high-pressure samples.

Crystal structure prediction is another complementary tool used to study crys-

tal structures computationally. It is a powerful method that has led to many important

discoveries in areas such as drug design, material discovery, high-pressure chemistry, and

mineralogy of the Earth’s and planetary interiors.40 The work presented in this thesis fo-

cuses on combining simulated Raman spectroscopy with crystal structure prediction to

provide additional information to distinguish polymorphs.
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1.1 Crystal Structure Prediction
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Figure 1.1: A sample crystal energy landscape. Ideally, the most stable structure will
correspond to the experimental form

Crystal structure prediction is the art of searching for most energetically stable

crystal packing. Typically, crystal energy landscape is mapped out and the best candidate

is determined from the most energetically stable structure as shown in Figure 1.1. It

is a powerful tool to predict possible crystal structures starting from only the molecular

structures. Many examples can be found in the literature where crystal structures were

predicted first and then later found experimental tally, such as the stable N8
41 and nitrogen

phase λ.18,42 Moreover, computational predictions of crystal structures have been used in

aiding the characterization of polymorphs from powder X-ray diffraction.43 The crystal
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structure prediction at finite temperature and pressure can be used to construct phase

diagrams that provides insight into the conditions under which a desired crystal packing

will be thermodynamically preferred. Thus, it has potential to be a valuable tool in advance

materials, pharmaceutical science, agriculture science, and mineralogy.

Unfortunately, despite decades of developments, there is still no perfect crystal

structure prediction approach. The prediction suffers from several limitations. For exam-

ple, it is feasible to generate all possible crystal packing but increasing numbers of atoms,

chirality, and conformational flexibility lead to unimaginable numbers of degrees of freedom.

Evaluating all of them exhaustively would be tremendously demanding computationally, so

the searching method must be efficient enough and developing criteria for when to stop

the searching can also be important. Predicted crystal structures are typically ranked by

energy. However, this requires high accuracy since lattice energy differences between poly-

morphs can be as low as 1 kJ/mol.44 An energy ranking method that predicts accurate

rankings at ambient conditions may be inaccurate at high pressure.45 Even if the energy

ranking is accurate, there is possibility that the experimentally observed crystals are kinet-

ically accessible metastable crystal forms, rather than the thermodynamically stable ones.

In order to understand crystal structure prediction, the process is divided roughly into two

categories. 1) crystal structure generation and 2) the energy ranking.

1.1.1 Crystal Structure Generation

The idea of generating crystal structures from a known molecular structure is

conceptually simple. To create a crystal structure, simply pick the unit cell dimensions and

insert molecules into the cell. The challenge lies in the massive number of potential crystal
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structures, which grows exponentially with the number of degrees of freedom in the system.

The unit cell could have a variety of shapes and sizes, and it could hold differing numbers of

molecules. The orientations and conformations of those molecules can differ as well. Two

common approach to generate crystal structures are random generation and genetic and

evolutionary algorithm.

Ab Initio Random Structure Searching (AIRSS) is one of the random generation

method. It is a thorough method that potentially captures every possible combination of

crystal packing. Truly random searching can be efficient in small systems, but the search

space quickly becomes too large as the complexity of the system increases. The method

can be tweaked by constraining with some biases to make it less exhaustive such as using

known lattice parameters, space group, crystal cell type, number of molecules, etc. Many

crystal structures have been predicted successfully using the AIRSS approach for example,

ice,46 methanol,47 and nitrogen crystals.18,42

Genetic and evolutionary algorithm is a combination of crystal structure gener-

ation and energy ranking process. The initial structures are randomly generated. After

energy ranking, the low energy structures are selected to be parents for the next genera-

tion. Parents are recombined with one another partially or mutated to create new offspring.

These offspring become the next generation of initial structures and go through the same

process until the most stable structure are obtained. Hence, the genetic and evolutionary

algorithm offer more efficiency way to search for candidate. The only common problem is

that sometimes the search space can be too narrow and may get trapped in local minima

instead of finding the global minima.
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1.1.2 Energy Ranking

Lattice energies are typically used to rank crystal structure candidates. The crys-

tal cells are fully relaxed at some chosen level of theory. The computational methods used

for energy evaluation include molecular mechanics, semi-empirical, periodic density func-

tional theory, or ab Initio with fragment-based methods. The former provide typically less

computing demanding but also less accuracy. A common strategy employs less accurate,

lower cost methods to pre-screen candidate crystal structures and then refines the most

promising structures with more accurate method.

Density functional theory (DFT) is the most widely used electronic structure

method for crystal structure modeling. Conventional semi-local density functional lack long-

range correlation. Without a dispersion correction, such functionals describe intermolecular

interactions poorly. This is a significant problem for crystal, where the energy is sensitive to

intermolecular interaction. Many van-der Waals dispersion corrections have been developed

to overcome this deficiency by adding a correction term such as Grimmes’s dispersion correc-

tion,48–51 exchange-hole dipole moment model (XDM),52 Tkatchenko-Scheffler (TS),53,54 or

many-body dispersion (MBD).55–57 When paired with a high-quality dispersion correction,

DFT can often predict crystal energies accurately with reasonable computational cost.58

The accuracy could be further improved with better functionals coming from higher Ja-

cob’s ladder.59–61 However, using expensive functional such as meta-GGA or hybrid and

generalized random-phase approximation, demands more computing resource. Some stud-

ies also shown that these expensive functionals failed to locate potential surface energy for

conformational structures of ROY.62,63
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With the inconsistent performance of DFT, one would like to use all-electron

approaches such as second-order Møller-Plesset perturbation theory (MP2) or even coupled

cluster models (CCSD(T)). On the other hand, CCSD(T) in particular is limited to systems

with only a few tens of atoms due to its steep O(N7) computational cost scaling.

Fortunately, fragment methods such as the hybrid many-body interaction (HMBI)

model make it feasible to achieve the high accuracy promised by these wave function meth-

ods without the extreme computational cost. HMBI partitions a crystal into small frag-

ments. The properties such as electronic energy can be combined from calculations on indi-

vidual fragments and small groups of fragments according to many-body expansion theory.

Since each fragment is relatively small compared to the whole crystal, the computational

cost for computing these fragments will be cheaper.

There are number of studies demonstrated that HMBI could predict lattice en-

ergy of molecular crystal as accurate with sub kJ/mol.64–67 This accuracy is important

to discriminate polymorph apart. HMBI also allows accurate predictions of chemical and

spectroscopic properties. It is an excellent tool to study crystal structure.

1.2 Raman Spectroscopy

Spectroscopic instruments are essential to observe microscopic properties. Com-

bining additional spectroscopic observables such as infrared, Raman, or nuclear magnetic

resonance spectra, could remarkably increase confidence in the structural assignments.44,68–71

For example, Hirata and co-workers helped resolve several controversies surrounding the in-

terpretation of experiments on two difference ice phases through ab initio simulation of
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structures and vibrational spectra.71–73

Figure 1.2: Low frequency Raman spectrum for solid carbon dioxide phase I (left) and II
(right).

Raman spectra for the same compound can be different depend on crystal packing

sd shown in Figure 1.2. Because low frequency phonons are sensitive to molecular packing

and Raman spectrum provide molecular fingerprints for these region, Raman spectroscopy is

essential complementary tool to observe crystal structure. Incorporating Raman simulation

with crystal structure study could prove to be beneficial. For crystal structure prediction, it

is common to find many polymorphs with very similar lattice energies. Structure determina-

tion based on electronic energy alone is often an insufficient descriptor. For example, crystal

structure prediction was employed to determine structures for form I and II phenytoin, an

anti-epileptic drug.74 The study found crystal structures that matched grazing incidence

X-ray diffraction pattern for both form. However, the actual crystal structure for form II

were the higher energy structure and was noticed only by comparing the experimental and
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DFT Raman spectra.75

1.3 Outline of This Dissertation

Solid carbon dioxide and nitrogen are governed by weak and non-polar intermolec-

ular interactions. Many packing arrangements and orientations are inevitable raising a large

number of viable packing motifs at high pressure. Experimentally, observing and character-

izing of high-pressure polymorphs have proved challenging. Flat energy landscape is often

observed. Some of high-pressure polymorphs are kinetic path-dependence and hysteresis

in the phase transitions. As a results, high-quality experimental data are difficult to be

obtained leaving many high-pressure crystal structures of nitrogen to remain unknown over

decades, or creating controversies such as possibility that carbon dioxide phases III and VII

are identical.

In this thesis, high-level fragment-based electronic structure method and Raman

simulation are implemented to accurately provide more robust tools for studying high-

pressure crystal structures. The next chapter will describe the conceptual and methodology

to study electronic structure of crystal using fragment-based calculation, the approach to

obtain accurate crystal structure at low-cost, and Raman simulation.

The results of this dissertation will be divided into three subsequential chapters.

First, we will investigate controversy surrounding the identity of carbon dioxide phases

III and VII. Large-basis-set quasi-harmonic second-order Møller-Plesset are performed to

examine these crystal structures. Raman spectra are predicted to provide molecular finger-

prints. Furthermore, crystal structure prediction is employed to search for other potential
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structures which might account for phase III or VII. All evidences to identify the nature of

phases III and VII will be discussed.

Second, we will revisit high-pressure solid nitrogen. Phase λ is a recently discovered

high-pressure solid nitrogen form whose structure was solved by combining experimental

monoclinic lattice parameters with atomic positions from an earlier, computationally pre-

dicted structure that had similar unit cell dimensions. The AIRSS is performed to demon-

strate the capability of our method to find candidate structures for the λ phase. Raman

spectra is incorporated to help narrow down the candidate structures. Furthermore, the

thermodynamic stability of the λ phase relative to other phases will be examined. Lastly,

AIRSS is combined with Raman simulation to identify candidate structures for nitrogen

phase ζ, the phase which remains unknown decades after it was first observed spectroscop-

ically, despite numerous experimental and theoretical investigations. The crystal structure

prediction results will be discussed along with some potential starting candidate for phase

κ, whose structure is also unknown. The conclusions of this dissertation will be summarized

in the last chapter.
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Chapter 2

Methods

2.1 Outline

In order to model crystal structures at high pressure, one need to consider how

to study them appropriately. High-level ab− initio methods can describe such systems ac-

curately in principle, though the computational costs can be steep. Fortunately, fragment-

based methods, such as HMBI, reduce the computational cost by taking advantage of the

many-body expansion. It help studying crystal system more affordable while remain high

accuracy. Here, we describe the fragment-based calculation of HMBI, which is used for

both electronic structure energy calculations an the calculation of vibrational frequencies.

We also try to describe the crystal at finite temperature, employing the quasi-harmonic ap-

proximation, to account for thermal expansion. Next, we will illustrate structure refinement

scheme to predict crystal structure at low cost. Lastly, the implement of Raman spectra

simulation will be described.
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2.2 Fragment-based hybrid many-body interaction (HMBI)

Crystal structure modeling requires accounting for both the central unit cell and

its periodic images in order to describe the crystaline environment correctly. Thus, the

computational cost can be demanding. To make the study more affordable, fragment-based

methods introduce efficient way to model crystalline systems by exploiting the many-body

expansion.76–78

Figure 2.1: Fragment of many-body contribution terms from the cluster of 1-body (left),
2-body (middle), and 3-body (right).

Figure 2.1 shows example of interactions involving particles in the cluster. The

total energy of the system can be expanded in to fragment contributions as following

Etotal = E1−body + E2−body + E3−body + ... (2.1)

The n-body contributions can be expressed as following

E1−body =
∑
i

Ei (2.2)

E2−body =
∑
i,j

(Ei,j − Ei − Ej) (2.3)

E3−body =
∑
i,j,k

(Ei,j,k − Ei,j − Ei,k − Ej,k − Ei − Ej − Ek) (2.4)
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where Ei, Ej , and Ek are energies of monomer i, j, and k (Figure 2.1(left)), Ei,j , Ei,k, and

Ej,k are energies of dimer i, j, i, k, and j, k (Figure 2.1(middle)), and Ei,j,k is energy of

trimer i, j, k (Figure 2.1(right))

Figure 2.2: The hybrid many-body interaction model for crystal.

Adopting many-body expansion, HMBI decomposes the total energy of the crystal

into a summation of fragment contributions as follows:

EHMBI
crystal = E1−body + ESR,2−body + ELR,2−body + Emany−body (2.5)

where 1-body terms correspond to the intramolecular energies of the individual molecules in

the unit cell, two-body terms to the pairwise interaction energies between pairs of molecules

(both within the central unit cell and involving periodic image molecules), and many-

body terms to the non-additive three-body and higher contributions. The 2-body also can

be partitioned into short-range and long-range interactions based on the intermolecular

distance.

In Figure 2.2, the 1-body and short-range 2-body terms constitute the dominant

contribution to the crystal lattice energy. These two contributions need to be evaluated ac-
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curately. The typical level of theory used to study this contributions are MP2 or CCSD(T).

The long range 2-body and many-body contributions are weaker and can often be esti-

mated at a lower level of theory, either with quantum mechanics such as periodic-HF or

with molecular mechanics such as the Amoeba force field.79

2.3 Quasi-Harmonic Approximation

Thermal expansion is a phenomena where the crystal volume changes with temper-

ature. It can be important to include this effect when dealing with crystals at low pressure.80

To include thermal expansion effects, crystal structure optimizations can be performed by

minimizing the free energy as a function of temperature and pressure, G(T, P ):81

G(T, P ) = Uel + PV + Fvib(T ) (2.6)

where Uel is the electronic energy (Equation 2.5), PV is the pressure-volume term, and

Fvib is the Helmholtz vibrational free energy as a function of temperature in the standard

harmonic approximation.

Fvib(T ) = Na

∑
i

(
h̄ωk,i

2
+ kbT ln

[
1− exp

(
−
h̄ωk,i
kbT

)])
, (2.7)

where Na is number of atoms, h̄ is the Dirac constant, kb is the Boltzmann constant, and

ωk,i is frequency term.

According to the quasi-harmonic approximation, unit-cell volume changes system-

atically with vibrational frequencies. Mode-specific Grüneisen parameters γk,i for each mode

i were approximated at each reciprocal lattice vector k via finite difference of the frequencies

using modestly compressed and expanded cells. The ωk,i at an arbitrary volume were then
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computed from the reference frequencies, reference volume, and Grüneisen parameters,

ωk,i = ωrefk,i

(
V

V ref

)−γk,i
(2.8)

where

γk,i = −
(
∂ lnωk,i
∂ lnV

)
≈ −

ln (ωk,i,2)− ln (ωk,i,1)

ln (V2)− ln (V1)
(2.9)

2.4 Structure Refinement

HMBI-based MP2 or CCSD(T) calculations can potentially provide higher-accuracy

structures compared to inexpensive DFT models. Fragment-based methods are far less ex-

pensive compared to periodic-MP2 or CCSD(T). However, full crystal relaxations with

HMBI-based MP2 or CCSD(T) are still somewhat more computationally expensive than

those with DFT, especially with the larger basis sets needed. To make the prediction fur-

ther less expensive, one would like to refine the structures at the MP2/CCSD(T) levels of

theory from the cheap structure prediction, such as DFT calculation.82

The structure refinement follows the simplified quasi-1-D optimization approach.

First, the crystal structures are optimized with DFT at a series of external pressures.

With standard generalized gradient approximation functionals, DFT usually gives accurate

structures despite less reliable energy prediction. Second, single-point HMBI electronic

energies are computed with MP2 or CCSD(T) and different many-body treatments at each

DFT geometry. This step is to extract energy term as a function of volume E(V ). A

PV pressure-volume contribution was added to the resulting, E(V ) to obtain enthalpies

versus volume: H = E(V ) +PV . The enthalpy-volume curves are fitted to the Murnaghan

15
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Figure 2.3: Fitting Murnaghan equation of state with predicted enthalpy-volume curve from
series geometry at external pressure.

equation of state as shown in Figure 2.3. The Murnaghan equation of state is written as

follows:

H(V ) = H0 +
B0V

B
′
0

[
(V0/V )B

′
0

B
′
0 − 1

+ 1

]
− B0V0

B
′
0 − 1

(2.10)

where the enthalpy (H0), volume (V0), bulk modulus (B0), and its first pressure derivative

(B
′
0) at zero pressure are the fitting parameters. The optimal volume V0 and corresponding

enthalpy H0 are extracted from the minimum of the fit. Atomic coordinates can be obtained

via interpolation of the DFT fractional coordinates to the optimal volume extracted from

the equation of state fit. As a results, one can predict high-accuracy structure from the

refinement approach.

This approach is similar to how the quasi-harmonic approximation (QHA) is some-
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times performed from Section 2.3. Here, zero-point and thermal vibrational contributions

are neglected. This neglect is reasonable at higher pressures where thermal expansion effects

are expected to be small. Otherwise, the quasi-harmonic approximation should be included

to improve accuracy.

2.5 Raman Simulation

Raman spectroscopy is one of the essential tools to characterize crystal structures

experimentally. Simulating Raman spectrum for the crystal systems required even more

computing resources due to the astronomic cost of computing third derivatives. Fortunately,

the cost can be reduced using a fragment-based scheme such as HMBI. Zone-center (k = 0)

phonons can be computed from decomposition of the mass-weighted Hessian as following

HHMBI
crystal = H1−body +HSR,2−body +HLR,2−body +Hmany−body (2.11)

In the harmonic oscillator approximation, the potential or mass-weighted Hessian can be

written as

HHMBI
crystal =

1

2

∑
N

fiq
2
i,j (2.12)

The diagonalized product of Equation 2.12 is mass-weighted force constant, f at N degrees

of freedom. It is used to determined vibrational frequencies as following

ωi =
1

2π

√
fi (2.13)

Raman intensities, IRaman, are then approximated at the 1- and 2-body level from

polarizability derivatives.72

α̃ ≈ α̃1−body + α̃SR,2−body (2.14)
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IRaman = 45α̃2 + 7γ̃2 (2.15)

α̃ =
1

3

∑
pp

α̃pp (2.16)

γ̃2 =
1

2

∑
pq

(α̃pp − α̃qq)2 +
3

4

∑
pq

(α̃pq + α̃qp)
2 (2.17)

where α̃ is polarizability tensor along axis p and q. For simplicity, many-body effects are

neglected in Equation 2.14. This approximation is reasonably given the non-polar nature

of all crystals studied in this work.
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Chapter 3

Theoretical Predictions Suggest

Carbon Dioxide Phases III and VII

are Identical

3.1 Introduction

Carbon dioxide is one of the most fundamental chemical species on earth, yet

its solid-phase behavior at high pressures continues to confound. Starting with the 1994

powder X-ray diffraction structure of phase III,2 researchers have mapped out a rich phase

diagram with 8-10 crystalline phases that range from molecular crystals at lower pressures

to extended covalent and ionic phases at high pressures.83 Experimental characterization of

these crystal structures and their solid-solid phase boundaries has often proved challenging,

with considerable kinetic path-dependence and hysteresis in the phase transitions, difficulty
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Figure 3.1: Phase diagram of carbon dioxide up to 40 GPa, and structure overlay of the
experimental crystal structures for phases III (blue) and VII (gray). Root-mean-square
deviation1 = 0.24 Å.

in obtaining high-quality diffraction data, and sharp pressure gradients within samples that

complicate spectroscopic measurements. As a result, the literature on high-pressure carbon

dioxide contains numerous contradictory experimental interpretations. Fortunately, sub-

stantial advances in computational modeling of molecular materials44 mean that ab initio

calculations can help resolve such controversies and play an integral role in molecular crys-

tallography. Using high-level electronic structure calculations, the present study investigates

several molecular crystal phases of carbon dioxide and demonstrates quantitative agreement

between predicted and experimentally observed structural, mechanical, and spectroscopic

properties for several of them. However, the same theoretical evidence indicates that the

long-accepted structure of phase III carbon dioxide is inconsistent with spectroscopic data,

and that phases III and VII are likely identical.

Controversy has long surrounded the high-pressure phase diagram of carbon diox-
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ide (Figure 3.1). Substantial research developed a framework in which lower pressure

molecular crystal phases I, III, and VII transition to “intermediate bonding” phases II

and IV at moderate pressures (∼20–40 GPa), before eventually forming extended covalent

or ionic phases at higher pressures.83 The intermediate bonding phases purportedly exhibit

elongated and/or bent carbon dioxide molecules and abnormally large bulk moduli.9,10,84

However, subsequent experiments11,16 and density functional theory (DFT) calculations4,85

have challenged this interpretation, suggesting instead more traditional molecular crystal

structures at intermediate pressures, with linear carbon dioxide molecules and typical bulk

moduli.

Phases III and VII represent another conundrum. X-ray diffraction studies suggest

that both phases adopt similar Cmca space group structures (Figure 3.1).2,17 The primary

differences lie in effectively swapping the a and b lattice constants and slightly altering

the angle the molecule forms relative to the c crystallographic axis. Phase III can be

formed at room temperature by compressing phase I (dry ice) to pressures above ∼12 GPa,

though the precise phase boundary remains unclear due to the sluggish martensitic phase

change.83 Obtaining high-quality diffraction data for phase III has proved challenging, and

the currently accepted structure was extracted from powder X-ray diffraction on a sample

believed to contain a mixture of phases I and III.2 Despite routinely being included in the

low-temperature region of the phase diagram, phase III is actually believed to be metastable

and monotropic relative to phase II. It converts to phase II upon annealing to ∼500 K at

12 GPa or above.9,11

Phase VII occurs in a narrow pressure and temperature region around 15–17 GPa
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and 750 K,83 and producing it experimentally can also be challenging.17,86 Nevertheless, its

structure was determined via X-ray diffraction on single crystals grown from the melt. Given

the difficulty of obtaining quality diffraction data for phase III and the correspondingly poor

constraints on its structure,7,14,17 the possibility that phases III and VII were actually the

same phase was raised immediately.17 However, the non-contiguous existence domains for

III and VII in the phase diagram and subtle differences in the Raman spectra were cited in

favor of there being two distinct phases.17

Resolving these issues experimentally has proved challenging. Ab initio crystal-

lography plays an increasingly important role in molecular crystals, materials, and even

biological systems. Computational refinement of experimental crystal structures has long

been integral in many studies, and advances in crystal structure prediction87,88 have made

ab initio structure determination even more viable. Unfortunately, energy alone is often an

insufficient descriptor—one commonly predicts multiple potential structures whose energies

are sufficiently close so as to prevent clear discrimination. By predicting and comparing ad-

ditional spectroscopic observables such as infrared, Raman, or nuclear magnetic resonance

spectra, however, one can markedly increase confidence in the structural assignments.44,68–71

Here, several molecular crystalline phases of carbon dioxide are revisited with large

basis, quasi-harmonic second-order Møller-Plesset perturbation theory (MP2) electronic

structure theory calculations.80,81 These high-level calculations quantitatively reproduce

structures, mechanical properties, and Raman spectra across most of the phases considered.

However, these models do not predict a distinct phase III structure whatsoever. Moreover,

even if the experimental structure were correct, the predictions here indicate that its Raman
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spectrum would differ from the experimentally observed spectra. In contrast, the predictions

for phase VII are highly consistent with those observed experimentally for phase III.

These high-level ab initio calculations are made feasible for crystalline carbon diox-

ide using the fragment-based hybrid many-body interaction (HMBI) model.77,89 The HMBI

model partitions the crystal into molecular fragments. Unit cell monomers and short-range

dimers are treated quantum mechanically, while longer-range dimers and many-body effects

are approximated with a classical AMOEBA90,91 polarizable force field. A quasi-harmonic

phonon treatment was employed to incorporate zero-point vibrational energy and thermal

vibrational effects computed at the same MP2 level of theory into the model. Previous quasi-

harmonic MP2 and coupled cluster HMBI calculations on phase I carbon dioxide predicted

the thermal volume expansion within 2%, the sublimation enthalpy within 1.5 kJ/mol, and

the sublimation entropy within 2 J/mol K between 0–200 K.81 The sublimation point was

predicted within 3 degrees Celsius.80

3.2 Methods

3.2.1 Quasi-Harmonic structure optimizations

Crystal structure optimizations were performed by minimizing the free energy as

a function of temperature and pressure, G(T, P ):

G(T, P ) = Uel + PV + Fvib(T ) (3.1)

where Uel is the electronic energy, PV is the pressure-volume term, and Fvib is the Helmholtz

vibrational free energy in the standard harmonic approximation. The phonon frequencies
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were computed via the quasi-harmonic approximation: Frequencies for the electronic-energy

minimized structure were computed via lattice dynamics on a 3 × 3 × 3 Monkhorst-Pack

grid and a 3×3×3 supercell. Mode-specific Grüneisen parameters γk,i for each mode i were

approximated at each reciprocal lattice vector k via finite difference of the frequencies using

modestly compressed and expanded cells. The frequencies ωk,i at an arbitrary volume were

then computed from the reference frequencies, reference volume, and Grüneisen parameters,

ωk,i = ωrefk,i

(
V

V ref

)−γk,i
(3.2)

See Refs 81 and 80 for details.

3.2.2 Electronic Structure Calculations

The electronic energy calculations were performed using the fragment-based HMBI

model.77? One-body and short-range two-body contributions were computed at the density-

fitted MP2/CBS level using Molpro 2012,92 while the long-range and many-body contribu-

tions were evaluated using the AMOEBA force field, as implemented in Tinker 6.3.93 CBS

extrapolation of the energies and forces was performed via standard two-point extrapolation

of the aug-cc-pVTZ and aug-cc-pVQZ94 results. Carbon dioxide force field parameters were

generated using Poltype 1.1.3.91 Space group symmetry is exploited throughout to reduce

the number of monomer and dimer fragments that need to be computed.95

3.2.3 Raman Spectra Predictions

To compute Raman spectra, the quasi-harmonic HMBI MP2/CBS structures (or

the experimental structures in selected cases) were electronic energy-minimized at the HMBI
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MP2/aug-cc-pVDZ level with lattice parameters held fixed. Zone-center (k = 0) phonons

were computed at the same level of theory. Raman intensities were then approximated at

the 1- and 2-body level.72 Many-body effects were neglected in computing the polarizability

derivatives that are used to evaluate the Raman intensities, but these effects are generally

small in carbon dioxide. Space group symmetry was again employed. To minimize numerical

noise associated with finite differencing the polarizability derivatives, individual fragment

MP2 frequency calculations were performed via analytic second derivatives as implemented

in Gaussian 09.96 The polarizability derivatives were evaluated via finite difference of the

polarizabilities. Simulated spectra were plotted as a sum of Gaussian functions with a full

width at half maximum of 10 cm−1.

3.2.4 Crystal Structure Prediction

Potential carbon dioxide crystal structures were generated via the evolutionary

algorithms implemented in USPEX.97 Each of six runs was seeded with ten random struc-

tures from randomly chosen space groups, containing either two or four molecules in the

unit cell (the unit cell sizes for phases I, II, and III/VII). Structures were relaxed at ambient

pressure and energies computed using Tinker and the OPLS-AA force field.98 New struc-

tures were constructed for 15–20 generations via heredity, coordinate/rotational mutations,

or lattice mutation.97 This process generated 660 structures with Z = 2 and 1083 structures

with Z = 4 were generated, though many of these were redundant or clearly energetically

unfavorable.

After removal of obvious duplicates, the most stable 91 structures were then refined

under 11.8 GPa of pressure (the pressure for the experimental powder X-ray diffraction of
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phase III) in Quantum Espresso99 using periodic PBE-D2,100,101 an 80 Ry planewave cutoff,

a 7×7×7 Monkhorst-Pack k-point grid, and ultrasoft pseudopotentials C.pbe-rrkjus.UPF

and O.pbe-rrkjus.UPF from http://www.quantum-espresso.org. Structures were analyzed

in terms of energy, unit cell volume, root-mean-square deviations in atomic positions, and

by comparing simulated powder X-ray diffraction patterns (wavelength 0.6888 Å) generated

by Mercury.102 These were then compared against the experimental phase III diffraction

pattern and the simulated pattern for the experimentally reported phase III crystal struc-

ture.2

3.2.5 Data Analysis

Experimental crystal structures and Raman data was taken from the literature.

When tabulated data was unavailable, Raman spectra and equation of state data were digi-

tized from published figures. Root-mean-square deviations between predicted and optimized

structures employ 15-molecule clusters1, as implemented in Mercury.102) Bulk moduli were

computed by fitting to the Vinet equation of state,15 which proves more numerically robust

than the Birch-Murnaghan one here.81

3.3 Results and Discussion

3.3.1 Comparison of predicted and experimental lattice parameters

Tables 3.1–3.3 compare predicted lattice parameters against reported experimen-

tal structures. Selected predicted structures from the literature are included as well. Mat-

lab/GNU Octave scripts are provided separately which contain the quasi-harmonic room
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temperature HMBI MP2/CBS + AMOEBA structures for the pressures calculated explicitly

and which can interpolate the structures at arbitrary pressures 1–20 GPa for phase I, and

0–60 GPa for phases II and III/VII. Because of the smooth variation in lattice parameters

and fractional coordinates, interpolation reproduces the structures well.

Table 3.1: Comparison of predicted and experimental lattice parameters for phase I carbon
dioxide (Pa3̄ space group) at ambient temperature and selected pressures.

Method Pressure Temperature a (Å) Volume (cm3/mol) Source

Expt. (1998) 1 GPa 293 K 5.4942(2) 24.969(6) Ref 103
MP2/CBS 1 GPa 296 K 5.504 25.11 this work

PBE-D3(BJ)a 1 GPa n/a 5.515 27.59 Ref 85

Expt. (1994) 7.46 GPa 295 K 5.056(1) 19.46(2) Ref 2
MP2/CBS 7.46 GPa 296 K 5.063 19.54 this work

Expt. (1994) 11.8 GPa 295 K 4.939(10) 18.14(11) Ref 2
MP2/CBS 11.8 GPa 296 K 4.941 18.16 this work
MP2/aDZb 11.8 GPa n/a 4.91 17.82 Ref 3

a Thermal expansion was not included in the modeling.
b Using binary interaction model, without Counterpoise correction or thermal expansion.
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Table 3.2: Comparison of predicted and experimental lattice parameters for phase II carbon dioxide (P42/mnm space group).

Method Pressure Temperature a (Å) c (Å) Volume (cm3/mol) rC=O (Å) Source

Expt. (2002) 28 GPa 680 K 3.5345 4.1401 15.57 1.331(3) Ref 10
MP2/CBS 28 GPa 680 K 3.504 4.125 15.25 1.155 this work

PBE-D3(BJ)a 28 GPa n/a 3.51 4.06 15.09 1.157 Ref 85

Expt. (2014) 25.8 GPa 295 K 3.516(2) 4.104(2) 15.28 1.14 Ref 11
MP2/CBS 25.8 GPa 298 K 3.515 4.124 15.34 1.155 this work

a Thermal expansion was not included in the modeling.

Table 3.3: Comparison of predicted and experimental lattice parameters for phase III & VII carbon dioxide (Cmca space group).

Method Pressure Temperature a (Å) b (Å) c (Å) Volume (cm3/mol) Source

Expt. III 11.8 GPa 295 K 4.330(15) 4.657(5) 0.5963(9) 18.11(8) Ref 2
MP2/CBS 11.8 GPa 298 K 4.635 4.285 5.953 17.80 this work
MP2/aDZa 11.8 GPa n/a 4.63 4.33 5.80 17.82 Ref 3

PBE-D3(BJ)b 11.8 GPa n/a – – – 18.10 Ref 85

Expt. VII 12.1 GPa 726 K 4.746(1) 4.313(1) 5.948(1) 18.33 Ref 17
MP2/CBS 12.1 GPa 726 K 4.680 4.316 5.989 18.22 this work

a Using binary interaction model, without Counterpoise correction or thermal expansion.
b Thermal expansion was not included in the modeling; lattice parameters were not reported.

28



3.3.2 Equations of state

The P -V isotherms generated here were fitted to the Vinet equation of state

(EOS),15

P = 3B0
(1− Ṽ )

Ṽ 2
exp

[
3

2
(B′0 − 1)(1− Ṽ )

]
(3.3)

via non-linear least squares fitting to extract V0, B0, and B′0. Here, Ṽ = (V/V0)
1/3. As

discussed in our earlier work,81 fits using the Birch-Murnaghan EOS proved ill-constrained,

with very different sets of V0, B0, and B′0 giving similar quality fits. The Vinet EOS behaves

much better numerically in our experience, so it was used here instead.

Table 3.4 summarizes the equations of state obtained here and compares them

against other theoretical and experimental values found in the literature. The agreement

of quasiharmonic MP2 predictions for the bulk modulus of phase I has been discussed

extensively previously.81 The phase I bulk modulus decreases several fold between 0 K

and room temperature. The B0 obtained from quasi-harmonic MP2/CBS as a function

of temperature is reasonable, as exemplified by the good agreement between it and the

experimental data at room temperature shown here. Note that the bulk modulus reported

by Yoo et al10 appears to represent an unphysical fit, with a zero-pressure volume at room

temperature that is smaller than even experimentally known volumes near 0 K.81

Other MP2 and dispersion-corrected density functional theory predictions that

neglect thermal expansion typically obtain bulk modulus values that are several-fold larger

than the room temperature value.85,104 The PBE result of Bonev and co-workers4 is for-

tuitously good, because the neglect of dispersion artificially makes the intermolecular in-

teractions overly repulsive and expands the unit cell, which partially compensates for the
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neglected thermal expansion.

Table 3.4: Summary of predicted and experimental room-temperature bulk modulus data
for phases I–III. Literature data typically employed the Birch-Murnaghan EOS, while the
fits in this work employed the Vinet EOS.

Method Source V0 (cm3/mol) B0 (GPa) B′0

Phase I
PBEa Bonev et al4 31.9 3.2 8.1
PBE-D3(BJD)a Gohr et al85 27.6 9.9 5.4
MP2/aDZa,b Li et al104 23.7 16.1 6.9
MP2/aTZa,b Li et al104 24.5 12.1 7.7
MP2/CBSa Heit et al81 24.6 10.6 7.8
MP2/CBS @ 296 K Heit et al81 29.4 3.3 9.0
Experiment Giordano et al8 30.1±1 3±1 8.4±0.8
Experiment Giordano et al8c 30.7±1 2±1 9±1
Experiment Giordano et al8d 30.1±1 3±5 9±3
Experiment Liu13 31.4 2.9 7.8
Experiment Yoo et al10 25.1 6.2 6.2

Phase II
PBEa Bonev et al4 30.8 4.4 6.7
PBE-D3(BJD)a Gohr et al85 27.6 7.5 6.3
MP2/CBS @ 298 K this work 28.1 4.1 8.4
Experiment Yoo et al10 18.0 131.5 2.1
Experiment Datchi et al11 25±1 16±5 5.2±0.4
Experiment Datchi et al11 26.7±0.2 8.5±0.3 6.3e

Phase III
PBEa Bonev et al4 33.0 3.53 7.12
PBE-D3(BJD)a Gohr et al85 28.4 6.1 6.9
MP2/CBS @ 298 K this work 28.0 4.6 5.5
Experiment Yoo et al10 19.8 87 3.3

a No quasiharmonic approximation/finite temperature.

b No Counterpoise correction.

c Re-fit of Olinger data.12

d Re-fit of Liu data.13

e B′0 was fixed to Gohr PBE-D3(BJD) value.

For phase II, the room-temperature MP2/CBS predictions are in reasonable agree-

ment with the data PBE-D3 data of Gohr et al,85 though the MP2 values are again slightly
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smaller (presumably due to neglect of thermal expansion in the PBE-D3 work). Again,

PBE without dispersion produces a somewhat softer crystal that fortuitously agrees rea-

sonably well with the MP2/CBS results. The MP2 predictions are in moderate agreement

with the experimental results of Datchi and co-workers. As noted in that work, the lack of

experimental low-pressure data for phase II introduces considerable uncertainty into their

EOS fits. In contrast, the predicted B0 of 131.5 from Yoo et al10 is a clear outlier. The

18.0 cm3/mol molar volume at zero pressure is only slightly larger than the 16.6 cm3/mol

volume at 20.6 GPa, in marked contrast to the predictions and the fit to Datchi.

For phase III, the three different sets of predict values are in reasonable agreement,

with the PBE-D3 calculations that neglect thermal expansion again predicting a bulk mod-

ulus that is moderately larger, and the DFT calculations without dispersion predicting a cell

that is too large and soft. Experimentally, only one value has been reported to our knowl-

edge.10 As with the phase I and II EOS data from the same study, the experimental phase

III EOS data disagrees substantially from the calculations and suggests a material that is

much harder (and similar to the bulk moduli of many metals). Given that all three phases

I–III exhibit molecular crystalline structures, the much smaller bulk moduli predicted in

three separate studies seem more likely to be correct.

3.3.3 Phase III optimization with fixed experimental cell

To investigate the claimed phase III structure, MP2/aug-cc-pVDZ optimization of

the experimental phase III structure was performed with fixed lattice constants. As shown

in Figure 3.2, the predicted structure agrees very well with the claimed experimental one,

with an rmsd15 of 0.03 Å. For comparison, the rmsd15 between the experimental structures
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of phase III and VII is an order of magnitude larger at 0.24 Å. This phase III structure lies 4

kJ/mol above the fully relaxed phase VII-like structure, and it predicts a Raman spectrum

that is appreciably different from the observed one (will be discussed in Section 3.3.7 ).

Figure 3.2: Comparison between the 11.8 GPa experimental phase III structure2 (gray) and
the MP2/aug-cc-pVDZ optimized one (red) when the optimization is performed with the
experimental lattice parameters held fixed.

3.3.4 Impact of basis set on the predicted Raman spectra

3.3.4.1 MP2/aug-cc-pVDZ optimization for phase I at experimental cell

In this study, Raman spectra were calculated at the MP2/aug-cc-pVDZ, albeit

using frozen lattice parameters either optimized with quasiharmonic MP2/CBS or taken

from experimentally reported crystal structures. MP2/aug-cc-pVDZ was used to relax the

atomic positions within that fixed cell to a stationary point at the same level of theory

and compute the phonon modes and Raman intensities. As shown in Figure 3.3, using the

larger aug-cc-pVTZ basis to relax the atomic positions and compute the Raman spectra has

only a modest impact on the predicted peak positions and intensities in the low-frequency
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region. For the phase I at 14.5 GPa and room temperature, it shifts the Raman-active

lattice phonon modes down by 2% (2–6 cm−1). These changes slightly improve agreement

with experiment the Tg− and Eg modes, while making it slightly worse for the Tg+ mode

(see Figure 3.5 below).
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Figure 3.3: Comparison of the MP2/aug-cc-pVDZ and aug-cc-pVTZ predicted Raman spec-
tra for phase I for the quasiharmonic MP2/CBS structure obtained at 14.5 GPa GPa and
room temperature.

3.3.4.2 MP2/aug-cc-pVDZ fully optimization for phase IV

Raman spectra for phase IV were fully optimized (both lattice parameters and

atomic positions) at the MP2/aug-cc-pVDZ level (Figure 3.11a, will be discussed in Sec-

tion ). While this approach is not expected to be as accurate as the MP2/CBS quasi-

harmonic calculations for determining the lattice parameters, it actually performs better

than one might expect due to fortuitous error cancellation between the underbinding of

the crystal at the MP2/aug-cc-pVDZ level and the neglect of thermal expansion. The for-

mer overestimates the cell volume, while the latter underestimates it. Detailed analysis
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of basis set and thermal expansion for phase I has been reported previously.81 As shown

in Figure 3.4, this inexpensive approximation performs reasonably. Other examples of the

performance of this approximation in carbon dioxide can be found in Refs 3 and 104
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3.3.5 Pressure dependence of the Raman spectra

3.3.5.1 Phase I

Figure 3.5a compares our predicted MP2/aug-cc-pVDZ Raman shift frequencies

from the quasiharmonic approximation (QHA) MP2/CBS unit cells against experiment8 at
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room temperature as a function of pressure for phase I. Figure 3.5b reports MP2/aug-cc-

pVDZ results from Li et al3 which employ a slightly different fragment approach. The

calculations of Li et al optimized the unit cell at the MP2/aug-cc-pVDZ level instead

of MP2/CBS, and no quasi-harmonic approximation was employed. Comparison of Fig-

ures 3.5a and 3.5b indicate that the simpler model used by Li et al works well at higher

pressure, but it performs worse at lower pressures where thermal expansion is more signif-

icant. Figure 3.5c plots the PBE density functional theory (DFT) results from Bonev et

al.4 Those results are also in generally good agreement with experiment. However, those

2003 results did not employ a dispersion correction, which leads to artificial expansion of

the unit cell. This is observed in the systematic underestimation of the prediction phonon

frequencies.
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3.3.5.2 Phase II

Experimental pressure-dependent Raman data for phase II largely comes from

Iota et al (2001).9 At the time, the structure of phase II was unclear, and the low-frequency

Raman spectrum was fitted to three distinct modes, with highest-frequency mode (“mode

C” in Ref 9) fitted to the shoulder of the experimentally observed peak that is now attributed

to the B1g mode. Subsequent data from Yoo et al (2002)10 and Datchi et al (2014)11 fitted

to only two distinct modes (B1g and Eg) as expected from the space group and confirmed

by theoretical calculations here and from Bonev et al.4

Ignoring the spurious “mode C”, the agreement between theory and experiment is

fairly good across the pressure range for both the MP2 calculations reported here and the

earlier DFT ones from Bonev et al.4

3.3.5.3 Phase III/VII

Figure 3.7 compares pressure dependent experimental Raman study of Olijnyk and

Jephcoat7 against MP2 predictions from this work and PBE DFT calculations by Bonev et

al.4 Note that Li et al3 also predicted phase III phonons as a function of pressure, though

they are not included here because the symmetry character of the mode assignments in

Figure 6 of Li et al is not clear. Nevertheless, the Raman plot in Figure 5 of Li et al shows

three larger peaks and one very weak one around 300 cm−1 at 18 GPa, which is generally

consistent with our predictions.

Although Bonev et al did not report Raman intensities, the mode symmetries

follow the same pattern in both the MP2 and PBE results. At low pressure, the modes are,
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Figure 3.6: Pressure dependence of the librational Raman modes for phase II at room tem-
perature. Comparison of MP2/aug-cc-pVDZ predictions based on quasiharmonic MP2/CBS
structures from this work and PBE DFT from Bonev et al4 (lines) against experimental
data (points).9–11

in order of increasing frequency: Ag, B1g, B3g, and B2g. Around 25–30 GPa, the Ag and

B1g modes cross. Experimentally, the lowest-frequency mode is difficult to observe after 20

GPa.7 The two middle experimental modes (b and c in Figrue 3.11b) cross around 25 GPa,

just as for the predicted Ag and B1g modes. Finally, the highest-frequency experimental

mode (d in Figure b) agrees well with the B2g mode predicted here. We hypothesize that

the lowest-frequency experimental mode is artifactual, and the fourth expected librational

mode is actually the low-intensity B3g mode. Because of the lack of dispersion in the

Bonev calculations the phonon modes are artificially shifted to lower frequencies, giving a

nominal appearance of agreement with the experimental assignment. However, we believe

the symmetry character and crossing behavior of the modes is more consistent with the

MP2 predictions in the current study. Repeating the DFT calculations with a dispersion-
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correction theory would likely shift the modes to higher frequencies, in better agreement

with our MP2 predictions.
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3.3.6 Crystal structure prediction results

Crystal structure prediction was performed using USPEX to generate potential

candidate structures which might better account for phase III. Evolutionary algorithms

were employed to generate more than 1700 structures, though large numbers of these were

duplicates or energetically unfavorable. The 91 lowest structures were relaxed with PBE-D2

under 11.8 GPa of pressure, and many additional structures either coalesced into a single

structure or proved energetically unfavorable. In the end, 25 structures had enthalpies
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within 10 kJ/mol of the most stable one (phase II) at this pressure, as shown in Figure 3.12.

Figure 3.8 plots simulated powder X-ray diffraction (PXRD) patterns for all 25 structures.

The crystal structure prediction generated phase I, II, and VII structures. It did not

generate phase IV, which has a larger number of molecules in the unit cell.

The PXRD experiment was performed on a sample believed to consist of a mixture

of phase I and III.2 Examination of all the patterns reveals that none of the structures which

are not experimentally known provides a good match to the experimental PXRD. The best

matches come from either the claimed phase III structure or the phase VII one (with some

mixture of phase I). CIF Structure files for all 25 structures are provided separately.
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Figure 3.8: Simulated powder X-ray diffraction patterns for the 25 predicted crystal struc-
tures which lie within 10 kJ/mol of the stable phase II one. All were optimized at the
PBE-D2 level and 11.8 GPa, including those identified as Phase I, II, or VII. These pat-
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3.3.7 Comparing carbon dioxide phase III and VII

To begin, compare the predicted and experimental structures for several different

molecular crystalline phases. As can be seen in Figures 3.9 and 3.10, quasi-harmonic

complete-basis-set (CBS) MP2 predicts the phase I, II, and VII lattice parameters and unit

cell volumes in excellent agreement with experiment, with root-mean-square deviations

of only 0.01–0.05 Å. The errors in the predicted room-temperature lattice constants never

exceed 1% across a broad pressure range. The phase II predictions indicate a normal 1.155 Å

C=O bond length at 25.8 GPa, in excellent agreement with the 2014 crystal structure11

and DFT calculations,4,85 and contrary to earlier suggestions of an “intermediate bonding”

structure with extended 1.33 Å bonds.10 Only one experimental crystal structure has been

reported for phase VII (at 726 K and 12.1 GPa). Despite the high temperature which is

more challenging for a quasi-harmonic approximation, only the 1.4% error in the a lattice

constant exceeds this 1% error threshold.

Figure 3.9: Overlays and root-mean-square deviations (RMSD) between MP2-predicted
(red) and experimental crystal structures for (a) phase I, (b) phase II, (c) phase III, and (c)
phase VII. Note the unit cell discrepancy for phase III. Predicted structures were optimized
at the same temperature and pressure as the experimental structure.
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Figure 3.10: Comparison of predicted MP2/CBS (lines) and experimental (points) room
temperature isotherms for (a) phase I,2,8,12,13 (b) phase II,10,11 and (c) phase III14 carbon
dioxide. Vinet equation of state15 parameters fitted to the MP2 volumes are listed. Ta-
bles 3.1–3.4 show good agreement between the predicted and literature values for specific
structures and the equation of state data. (d) Errors in the predicted lattice constants
versus experiment. The shaded band indicates ±1% error.

The situation for phase III is completely different. As shown in Figures 3.10c–d,

the predicted volumes are modestly smaller than the experimentally reported values, and

the errors in the a and b lattice parameters relative to the experimental crystal structure

are 5–10 fold larger than those for the other phases. The 0.22 Å RMSD between the

experimental and predicted phase III structure is twenty-times larger than that for phases

I and II.

Both conventional electronic and quasi-harmonic MP2 free energy relaxation of
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the experimental phase III structure always converge to the phase VII structure, regardless

of temperature or pressure. In fact, no reported electronic structure calculation on phase

III predicts a distinct phase III structure.3,4,85,105,106 Even if phase III is only metastable

relative to phase II as inferred experimentally, it should exist as a local minimum on the

free energy surface that is distinct from phase VII.

Raman spectroscopy provides further evidence for problems with the phase III

structure. Consider the librational phonons, which are the sensitive to crystal packing and

do not suffer from the anharmonic modeling complexities107 of the Fermi resonance that

occurs at higher frequencies. Figure 3.11 compares room-temperature experimental Raman

spectra against those computed at the MP2/aug-cc-pVDZ level using unit cell parameters

from the quasi-harmonic MP2/CBS-limit calculations. Note that switching to the larger

aug-cc-pVTZ basis has only a small effect on the predicted spectrum as shown in Figure 3.3.

Figure 3.11a shows that the predicted Raman peak positions and intensities gener-

ally agree very well with experiment for several different molecular phases of carbon dioxide.

For phases I and II, the predicted peaks lie within ∼10 cm−1 of experiment. Similarly good

results are obtained at other pressures as well (Figures 3.5–3.6). The phase II calculations

confirm the assignments4,11 of the broad band near 300 cm−1 to the doubly-degenerate Eg

mode, and the band near 365 cm−1 to the B1g mode, contrary to earlier reports.10 Note

that the experimental broadening of the Eg mode is sample dependent, and it has been

attributed to microscopic strains which may lift the two-fold degeneracy via orthorhombic

distortion4,11—factors which are not present in the modeling.

For phase VII, agreement between the predicted and experimental structures is
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Figure 3.11: (a) Comparison of MP2-predicted and experimental lattice phonon Raman
spectra for phases I,7 II,11, IV,16 and VII17 carbon dioxide. (b) Comparison of Raman
spectra for phases III and VII,7,17 including predicted spectra using either MP2/CBS or
experimentally determined unit cell parameters. (c) Pressure dependence of the experimen-
tal phase III7 and predicted phase VII Raman spectra. All spectra are at room temperature
unless otherwise indicated. ∗The Phase IV spectrum employs an MP2/aug-cc-pVDZ opti-
mized cell instead of a quasi-harmonic MP2/CBS one.

also reasonably good, with the predicted frequencies ∼10–15 cm−1 too high. Although

this study does not perform complete-basis MP2 quasi-harmonic calculations for the larger

phase IV unit cell, even the Raman spectrum predicted for the MP2/aug-cc-pVDZ optimized

phase IV cell is in good agreement with the experiment spectrum (due to error cancellation

between the small basis and the neglect of thermal expansion; Figure 3.4).

Consider next the comparison of phase III and VII spectra in Figure 3.11b. The

Cmca structures should exhibit four Raman-active lattice modes. Experimentally, these

modes have been assigned to the four peaks which are labeled a–d in the phase III spectrum
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at 13 GPa. The MP2 predictions concur with the three higher-frequency modes, b–d.

However, they suggest the fourth Raman-active mode is not a, but rather a low-intensity

B3g mode in between the c and d modes.

Focus first on the three major peaks b–d which are clearly present in both the

experimental and predicted spectra. The positions and intensities of these peaks in the

MP2/CBS phase VII structure are consistent with both the experimental phase III and VII

spectra. Of course, that consistency alone is insufficient to rule out the phase III structure.

However, theory allows one to predict what the Raman spectrum would look like if the phase

III structure were correct. Although the phase III structure is not a stationary point on the

free energy surface, one can start with the purported experimental structure of phase III,

freeze the lattice constants, relax the atomic positions, and predict the Raman frequencies

and intensities. This differs from the other Raman calculations here only in obtaining the

lattice constants from the experimental structure instead of from quasi-harmonic MP2/CBS

calculations. The phase III structure optimized with fixed experimental lattice constants

reproduces the claimed experimental structure very well (RMSD 0.03 Å, Figure 3.2). Strik-

ingly, adopting the purported experimental structure shifts the highest-frequency band ∼50

cm−1 to almost 350 cm−1 at 11-12 GPa (Figure 3.11b, top panel), versus below 300 cm−1

experimentally. That ∼50 cm−1 disagreement between theory and experiment is several-

fold larger than the disagreements observed between theory and experiment for any of the

other phases examined here.

For comparison, performing the same procedure on the 726 K experimental phase

VII structure17 results in a predicted spectrum that is in excellent agreement with both
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the MP2/CBS cell Raman spectrum at the same temperature and the experimental room-

temperature Raman at ∼11-13 GPa. In other words, while the experimentally reported

phase VII structure is consistent with the predicted one in terms of both structure and

Raman activity, the putative phase III structure is neither a stationary point on the free

energy surface, nor is its predicted Raman spectrum compatible with the experimentally

observed one.

If the phase III structure is incorrect, might some other unknown structure account

for the experimental data? To investigate this possibility, evolutionary algorithm-driven

crystal structure prediction was performed with the OPLS-AA force field98 to generate po-

tential carbon dioxide crystal structures with either two or four molecules in the unit cell at

ambient pressure, followed by subsequent structural relaxation at 11.8 GPa with planewave

PBE-D2. The crystal structure prediction generated Phase I, II, and VII (phase IV has

more than four molecules in the unit cell), along with 22 other potential structures within

10 kJ/mol of the most stable one. However, none of the other structures has a simulated

powder X-ray diffraction pattern that is plausibly consistent with the experimental phase

III one (Section 3.3.6 ). Of course, the potential for structures with a different number

of molecules in the cell or otherwise missed by this crystal structure prediction cannot be

ruled out.

Nevertheless, in the absence of other viable phase III structures, the most obvious

alternative is that phase III and VII are in fact the same, as was first raised (and subse-

quently discounted) by Giordano and Datchi.17 Raman spectroscopic evidence supports this

hypothesis. The phase VII predictions quantitatively reproduce the pressure dependence of
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Figure 3.12: (a) PBE-D2 crystal energy landscape for potential carbon dioxide crystal struc-
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powder X-ray diffraction patterns for the lowest-lying PBE-D2 predicted structures against
the actual2 (purple) and simulated experimental phase III (using the purported structure)
ones. Aside from the purported phase III structure, only the phase VII structure plausibly
corresponds to the experimental data. Simulated diffraction patterns for all 25 low-energy
structures are provided in Section 3.3.6.

the phase III Raman spectra over tens of GPa (Figure 3.11c). The predicted phase VII Ag

and B1g modes cross at 25 GPa, just like experimentally observed b and c modes for phase

III (Figure 3.7).

The most significant disagreement between theory and experiment for phases III

and VII stems from mode a, which appears as a lower-frequency shoulder on mode b in

some experiments. Neither our calculations nor previous MP2 calculations3 reproduce this
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shoulder. Instead, they predict the low-intensity fourth B3g librational mode between ex-

perimental modes c and d. Although the DFT frequencies predicted by Bonev et al4 provide

nominal agreement with the experimental frequencies for modes a–d, closer inspection of

their symmetry character and the errors expected from the neglect of van der Waals disper-

sion in those calculations suggests they are actually more consistent with the MP2 results

here (Section 3.3.5).

Several experimental details also support the possibility that the peak ascribed to

mode a has erroneously been attributed to phase III. First, Raman spectra in the phase

I–III transition region cannot always be described as a simple combination of the modes

for the two phases7 The transition between phases I and III is notoriously sluggish over a

broad pressure range, and other difficult-to-assign peaks are common during the transition.

The Raman spectra is sensitive to strain and behaves very differently upon pressure loading

and unloading. For example, the intensity of mode a is considerably stronger upon loading

to 16.8 GPa than it is upon unloading to 16.2 GPa.7 See also the significant differences

in the experimental intensity of the mode a peak for phase VII at 11.2 and 12.6 GPa

(Figure 3.11b).17

Second, the intensity of mode a decreases rapidly as pressure is increased beyond

the phase transition region, and it is difficult to observe above ∼20 GPa.7 Assigning it

to one of the four Raman-active librational modes would require that its intensity exhibit

substantially larger pressure dependence than is exhibited by any of the other modes ex-

perimentally or theoretically. Third, experimental Raman spectrum of the analogous Cmca

phases of CS2
108 and C2H2

109 support the theoretical assignment for CO2. In both species,
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only three of the expected four librational modes exhibit appreciable intensity, and the

lowest two frequency modes are the ones that cross as a function of pressure (instead of the

middle two modes b and c according to the experimental assignments for CO2). MP2/aug-

cc-pVDZ calculations on CS2 suggest the fourth unobserved mode is indeed a weak-intensity

one, just as predicted for CO2. Taken together, this evidence bolsters the case that mode a

is an artifact of the phase transition rather than a librational mode of phase III, and that

the experimental phase III Raman spectra are well-reproduced by the phase VII structure

instead of the phase III one.

3.4 Conclusions

To summarize, large-basis, quasi-harmonic MP2 electronic structure calculations

accurately reproduce experimentally observed structural, mechanical, and spectroscopic

properties for several different molecular crystal phases of carbon dioxide across broad

pressure range. However, theoretical optimization of the purported structure for phase III

relaxes directly to phase VII. Even if phase III is only metastable, the existence of two

distinct phases should translate to two separate free energy basins, but only one is found

computationally. Furthermore, the claimed experimental phase III structure would produce

a Raman spectrum in the librational region that disagrees with the experimentally observed

ones. In contrast, Raman spectra predicted for phase VII agree well with the experimentally

observed phase III and VII ones over a broad pressure range.

Based on the above results and the failure to identify a plausible alternative struc-

ture, we propose that phases III and VII are in fact the same. Although this hypothesis
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accounts for the data discussed above, questions remain. While the subtle differences in the

experimental phase III and VII Raman spectra might be attributed to the variations arising

from microstrain or other experimental complications, the apparent disconnect between the

phase III and VII regions in the phase diagram is more difficult to rationalize. On the one

hand, there is no contradiction in having phase III/VII be kinetically accessible in the phase

III region and thermodynamically stable in the phase VII region. Instead of phase III being

monotropically related to phases II and/or IV, phase III/VII would be enantiotropically

related to them.

On the other hand, if the two phases are the same, why is phase VII seemingly

difficult to form from phase I (it is typically formed from the melt instead),86 while phase

III forms readily? Perhaps given the sluggish nature of the phase I→III/VII transition and

the narrow region of phase VII stability, the transformation from I→VII upon isothermal

compression near 725 K is incomplete before one enters the region of phase IV stability.

Similarly, why can one not form phase III kinetically via isothermal compression of phase I,

then heat it to the phase VII region of thermodynamic stability without it transforming to

phase II? If the kinetic barrier to transforming phase III→II is relatively small, maybe heat-

ing metastable phase III/VII from ambient temperatures provides sufficient thermal energy

to convert to the more stable phase II before one reaches the regime of phase III/VII ther-

modynamic stability. Interestingly, one can quench phase VII down to room temperature,

suggesting that the rate of heating may be significant. New experiments that investigate

the crystal structure of phase III and its relationship to phase VII are clearly needed.
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Chapter 4

Theoretical Assessment of the

Structure and Stability of the λ

Phase of Nitrogen

4.1 Introduction

Solid nitrogen exhibits fascinating phase behavior at high pressures, with at least

13 molecular and polymeric phases reported.18 Some of these phases exhibit well-defined

regions of thermodynamic stability. Others are kinetically accessible but thermodynamically

metastable polymorphs, as evidenced by the often overlapping temperature and pressure

conditions reported for different phases. These factors make mapping out the phase diagram

(Figure 4.1) challenging. Furthermore, solving the crystal structure for high-pressure phases

can also be difficult. The structures for the ζ,23,110–112 θ,113 and κ phases23 are currently
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unknown, for example. The structure of the ι phase was reported only in 2018.22

The monoclinic λ phase was discovered in 2016.18 This molecular nitrogen phase

can be synthesized by compression of high-purity liquid nitrogen at low temperatures. It

has been stabilized between 0.3-110 GPa at 77 K and between 32-140 GPa at 300 K. Like

the ζ-phase, λ nitrogen transforms into the η phase at pressures above 100 GPa. This

exceptionally wide range of pressure stability means that the λ phase can coexist with nine

other phases: the γ, ε, ζ, ι, θ, κ, amorphous η, polymeric cg, and polymeric layered phases.

It remains unclear whether the λ phase is thermodynamically preferred or only metastable

relative to these other phases in this region of the phase diagram.

Solving the crystal structure of λ nitrogen experimentally proved challenging. Full

Rietveld refinement of the structure from powder X-ray diffraction data was not possible
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due to the small sample sizes, sample graininess, and low X-ray scattering intensities for

nitrogen.18 Instead, the crystal structure determination relied heavily on an earlier density

functional theory (DFT) crystal structure prediction study.42 That study identified sev-

eral low-enthalpy monoclinic and orthorhombic crystal structures which had not previously

been observed experimentally. Frost and co-workers18 found that fitting their experimental

diffraction data to a monoclinic cell produced lattice parameters in fairly good agreement

with the previously predicted P21/c structure. Their final reported crystal structure was

then constructed by combining the experimental lattice parameters with the previously

predicted fractional coordinates of the atoms.

While this structural determination approach is reasonable, further evidence for

the determined structure would be beneficial. For example, the long-accepted structure

of phase III carbon dioxide, which was solved from relatively challenging powder x-ray

diffraction data,2 has recently been challenged. High-quality modeling and comparison

against a variety of experimental data found in the literature suggest that carbon dioxide

phases III and VII are actually identical, with phase VII being the true structure.114 Density

functional theory predictions of the structures and Raman spectrum were used to help

confirm the ι structure as well.22

Here, we re-visit the λ phase of nitrogen computationally to provide further struc-

tural and spectroscopic evidence for the reported crystal structure and to assess its overall

thermodynamic stability. Modeling molecular nitrogen in the solid state can be difficult.

The weak, non-specific non-covalent interactions between molecules produce a relatively flat

crystal energy landscape, with many possible crystal structures exhibiting similar energetic

52



stabilities. For example, the 2009 DFT crystal structure prediction study42 whose results

were used to help solve the λ N2 structure found several low-enthalpy structures within

∼0.5 kJ/mol of each other at 40 GPa.

When discriminating between such closely ranked crystal structures, it is impor-

tant to model the interactions carefully. The neglect of van der Waals dispersion interactions

in the 2009 DFT study could impact the relative energies, for example. Further insights

and energy refinement can be gained by employing higher-level correlated wave function

techniques such as second-order Møller-Plesset perturbation theory (MP2) or even cou-

pled cluster models. Periodic local MP2 calculations have provided insight into the phase

transitions between the α, γ, ε, and polymeric cg phases,115,116 but such calculations are

relatively expensive, and nuclear gradients that would allow geometry optimizations and

other response properties to be predicted readily have not been implemented.

Alternatively, fragment-based methods44,117–119 such as the hybrid many-body

interaction (HMBI) model76–78 provide an computationally practical strategy for applying

high-level correlated wave function methods to periodic systems. In HMBI, individual

molecules and their short-range pairwise intermolecular interactions are modeled with MP2

or other high-level electronic structure methods, while longer-range pairwise interactions

and non-additive many-body intermolecular interactions arising from the infinite lattice

are approximated with a polarizable force field. When coupled with a quasi-harmonic

treatment of thermal expansion, the HMBI model predicts structural, mechanical, and

spectroscopic properties of several phases of carbon dioxide in excellent agreement with

experiment.80–82,114 HMBI-predicted structural and spectroscopic data was used to support
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the aforementioned argument that carbon dioxide phases III and VII are the same phase.114

The HMBI fragment approach also predicts the polymorphic phase diagram of methanol

with ∼0.5 kJ/mol accuracy,66,67 and it has been applied to larger polymorphic organic

crystals such as aspirin65 and oxalyl dihydrazide.64 The related binary interaction fragment

model71,120 has proved similarly effective for modeling molecular crystal structures and

properties in solid hydrogen fluoride,121,122 carbon dioxide,3,104,107,123 and ices.72,73,124

Here, we investigate the λ phase of nitrogen using a mixture of periodic planewave

DFT theory and fragment-based MP2 calculations. We confirm the previously reported

structure of the λ phase through a combination of DFT-based crystal structure prediction

(employing ab initio random structure searching, or AIRSS) and higher-level refinement

with MP2. Further support for the λ phase structure is provided by comparison between

the predicted and experimentally observed Raman spectra. Finally, to investigate whether

the λ phase is a thermodynamically stable phase on the phase diagram (rather than a

kinetically accessible metastable one), the thermodynamic stability of the λ phase relative to

several other experimentally known phases which can exist under the same thermodynamic

conditions is investigated.

4.2 Methods

4.2.1 Density functional theory calculations

DFT calculations were employed to optimize structures and provide an initial

stability ranking. The calculations were performed using the B86bPBE density func-

tional100,125 with the exchange-hole dipole moment (XDM) dispersion correction,126 an
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80 Ry planewave cutoff, and a 6×6×6 Monkhorst-Pack k-point grid, as implemented in

Quantum Espresso version 6.2.1.99,127 Projector-augmented wave (PAW) potentials for ni-

trogen atoms were produced using A. Dal Corso’s Atomic code v6.1. External pressure

was applied to the variable cell optimizations to mimic the experimental conditions. See

Section 4.3.1 for validation and convergence testing of the DFT models.

4.2.2 Fragment-based hybrid many-body interaction (HMBI) calculations

The structures and stability rankings of the DFT structures were subsequently

refined with correlated wave function methods via the HMBI model.76–78 HMBI decomposes

the total energy of the crystal according to a many-body expansion,

EHMBI
crystal = EQM1-body + EQMSR 2-body + EMM

LR 2-body

+EMM
many-body (4.1)

where 1-body terms correspond to the energies of individual nitrogen molecules in the unit

cell, two-body terms to the interaction energies between pairs of molecules (both within

the central unit cell and involving periodic image molecules), and many-body terms to

the non-additive three-body and higher contributions. The 1-body and short-ranged two-

body terms (i.e. dimers separated by no more than 6 Å) were computed with MP2 or

CCSD(T), while the long-range two-body and many-body terms are approximated using

the periodic Hartree-Fock (pHF) or AMOEBA polarizable force field79c calculations under

periodic boundary conditions. The number of monomer and dimer fragments that need to

be computed is reduced by exploiting space group symmetry.95

The density-fitted MP2 calculations were performed using Molpro 2012,92 CCSD(T)
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calculations (with core electrons frozen) were employed using PSI4 v1.0,128 the pHF calcu-

lations were carried out using CRYSTAL17,129 and the polarizable force field calculations

were conducted using the Tinker version 6.3.93 Existing AMOEBA force field parameters

were used for the N2 molecule.79 Single-point MP2 and CCSD(T) fragment energies were

computed with counterpoise correction at the extrapolated complete basis set (CBS) limit.

The CBS results were estimated via the combination of HF/aug-cc-pVQZ energies plus

two-point extrapolation of the correlation energy contributions130 obtained from the aug-

cc-pVTZ and aug-cc-pVQZ basis sets. The impact of basis set on predicted energies in small

molecule crystals has been studied extensively elsewhere.44,80,82 Single-point pHF fragment

energies were computed using the pob-TZVP basis set,131 which is version of the popular

def2-TZVP basis set132 that has been adapted for periodic calculations. Empirical testing

in small nitrogen clusters suggests that this basis set, with no counterpoise correction, pro-

vides intermolecular many-body HF interaction energies that agree fairly well with those

obtained from much larger basis sets.

4.2.3 Structure refinement and quasi-harmonic approximation

Because the predicted molar volume is sensitive to the level of theory and because

the HMBI-based MP2 or CCSD(T) calculations can potentially provide higher-accuracy

structures than those from the DFT model, one would like to refine the structures at

the MP2/CCSD(T) levels of theory. Full crystal relaxations with MP2 or CCSD(T) are

somewhat more computationally expensive than those with DFT (especially with the larger

basis sets needed for the correlated wave function models). To make the initial structure

refinements less expensive, the following simplified quasi-1-D optimization approach was
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employed: First, the geometries were optimized with DFT at a series of external pressures.

Second, single-point HMBI electronic energies were computed with MP2 or CCSD(T) and

different many-body treatments at each DFT geometry. A PV pressure-volume contribution

was added to the resulting energies to obtain enthalpies versus volume: H = E(V ) + PV .

The enthalpy-volume curves were fitted to the Murnaghan equation of state,

H(V ) = H0 +
B0V

B
′
0

[
(V0/V )B

′
0

B
′
0 − 1

+ 1

]
− B0V0

B
′
0 − 1

(4.2)

where the enthalpy (H0), volume (V0), bulk modulus (B0), and its first pressure derivative

(B
′
0) at zero pressure are the fitting parameters. The optimal volume V0 and corresponding

enthalpy H0 were extracted from the minimum of the fit. Atomic coordinates were obtained

via interpolation of the DFT fractional coordinates to the optimal volume extracted from

the equation of state fit. This approach is similar to how the quasi-harmonic approximation

(QHA) is sometimes performed (see Ref 82, for example), except the zero-point and thermal

vibrational contributions are neglected here. This neglect is reasonable at higher pressures

where thermal expansion effects are expected to be small.

For the most promising λ phase structure candidate, full QHA calculations in-

cluding phonon contributions were performed. DFT geometry optimizations were carried

out over a wide pressure range (at 28 pressures ranging 0–150 GPa). Again, MP2 and

CCSD(T) single-point energy refinements were computed using HMBI, as described above.

Harmonic Γ-point phonons were computed at the DFT level, and the volume-dependence of

the phonon frequencies was approximated using mode-specific Grüneisen parameters that

were computed via finite-difference, as described previously.82 Optimal volumes and energies
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were then obtained by minimizing the Gibbs free energies,

G(T, P ) = E(V ) + PV + Fvib(T ) (4.3)

where Fvib is the standard harmonic Helmholtz vibrational free energy. This combination

of DFT geometries and phonons plus higher-level energies in quasi-harmonic calculations

effectively reproduced thermal expansion and thermochemical properties in an earlier study

on several small-molecule crystals.82

4.2.4 Simulated powder X-ray diffraction (PXRD) and Raman spectra

PXRD and Raman spectra were modeled at the HMBI MP2 level for comparison

with experiment. To do so, the crystal structure was relaxed at the HMBI MP2/aug-

cc-pVDZ + AMOEBA level using fixed unit cell parameters determined from the HMBI

MP2/CBS QHA calculations described above. Previous work on carbon dioxide114 demon-

strated that when the unit cell is constrained with the lattice parameters obtained from a

high level of theory, relaxing the atomic positions and predicting spectroscopic properties

with MP2 in a smaller basis set does not introduce substantial errors compared to larger

basis set results, since the unit cell dimensions constrain the packing density.

Simulated PXRD spectra were generated using Mercury102 and the same 0.42418 Å

wavelength as the experiments. Simulated Raman spectrum are based on Γ-point MP2/aug-

cc-pVDZ + AMOEBA harmonic phonon frequencies, using the analytical Hessian algo-

rithms implemented in Gaussian 09.96 The use of analytical Hessians for each fragment

contribution helps reduce numerical artifacts associated with summing contributions from

many fragment Hessians in the HMBI model. Raman intensities were calculated from fi-
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nite difference of polarizability derivatives, which were approximated via the QM 1- and

2-body contributions only (no AMOEBA or periodic HF many-body contribution). Be-

cause intermolecular many-body contributions are relatively small in nitrogen, the effect on

the Raman intensities from neglecting the many-body contributions to the polarizability

derivatives should be small. This approach has been described previously.72,114 Peaks in

the simulated Raman spectra are plotted with an arbitrary full width at half maximum of

10 cm−1.

4.3 Results and Discussion

4.3.1 DFT Pseudopotential and Convergence Tests

The short, relatively unique triple bonds found in the nitrogen molecule make it

potentially challenging to model accurately with pseudopotential DFT. Here, some tests

are performed to examine the impact of the pseudopotential choice and to demonstrate the

convergence of the predictions with respect to the planewave basis cutoff.

First, the effect of pseudopotential type was studied. Table 4.1 compares the

DFT-optimized N2 bond lengths and unit cell lattice parameters as computed from two

different treatments of the core: the N.pbe-n-rrkjus psl.0.1.UPF ultrasoft pseudopotential

(US-PP) downloaded from http://www.quantum-espresso.org and the projector augmented

wave (PAW) potentials. The B86BPBE-XDM density functional, XDM dispersion correc-

tion, an 80 Ry planewave cutoff, and a 6×6×6 Monkhorst-Pack k-point grid were used. For

consistency with the high pressures that are of interest for the study, the calculations were

performed under 34 GPa of external hydrostatic pressure. All calculations were performed

59



with Quantum Espresso version 6.2.1.

As is evident from Table 4.1, both core electron approximations predict virtually

identical N2 triple bond lengths. The predicted lattice parameters from both sets of cal-

culations are also quite similar, though the volumes obtained from the US-PP are slightly

larger (by less than 2%). Both US-PP and PAW potential approaches underestimate the

experimental λ unit cell volume by 8–10%.

We also compare the predicted bond lengths for gas-phase N2 with both the

PAW approach and all-electron methods. The all-electron calculation was performed with

B86bPBE in PSI4 v1.1128 with the def2-QZVP Gaussian basis set. For the planewave-PAW

approach, the single N2 molecule was placed in a large 20×19×21 Å unit cell to ensure sig-

nificant vacuum spacing on all sides and optimized using the parameters described above.

No XDM dispersion correction was included, since dispersion contributes little to the in-

tramolecular structure of N2, and XDM is not available in PSI4. The PAW and all-electron

methods predict bond lengths of 1.106 Å and 1.065 Å, respectively, compared against the

experimental value of 1.098 Å.133 In other words, the PAW potential results appear to be

in good agreement with both all-electron results for the gas-phase and US-PP results for

the solid state.

Next, the convergence of the energies and structures was investigated with respect

to planewave cutoff, focusing on the PAW potentials and other DFT parameters. For all

four crystal structures, excellent convergence in the total energy per molecule is obtained

by the 80 Ry cutoff used here. For all four forms, the 80 Ry results are within 0.15 kJ/mol

of the 100 Ry results for the 0 GPa structures, and within 0.10 kJ/mol for the 34 GPa
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structures. The N-N triple bond lengths converge even more rapidly. By 40 Ry, the bond

lengths are converged to within less than 0.001 Å of the 100 Ry basis set result (Figure 4.3).

These predicted bond lengths matched with those of the experiment20,21 within ∼0.01 Å

at low pressure.

Finally, comparison of predicted and experimental crystal structures is performed.

Figure 4.4 compares the 80 Ry cutoff results for the α and γ phases at low pressures. Both

predicted structures match the experimental ones to within rmsd 0.05 Å or better. Ta-

ble 4.2– 4.3 compares unit-cell parameters with different computational method including

quasi-harmonic thermal expansion. At low temperatures & pressures, QHA DFT actually

agrees more closely with experiment than the QHA CCSD(T) results. At higher tempera-

tures and pressures, however, the higher level methods perform better.

61



 0

 10

 20

 30

 40

 50

 20  30  40  50  60  70  80  90  100  110

E
n
e
rg

y
 (

k
J
/m

o
l)
)

Wavefunction cutoff (Ry)

α 0 GPa
α 34 GPa

 0

 10

 20

 30

 40

 50

 20  30  40  50  60  70  80  90  100  110

E
n
e
rg

y
 (

k
J
/m

o
l)
)

Wavefunction cutoff (Ry)

γ 0 GPa
γ 34 GPa

 0

 10

 20

 30

 40

 50

 20  30  40  50  60  70  80  90  100  110

E
n
e
rg

y
 (

k
J
/m

o
l)
)

Wavefunction cutoff (Ry)

λ 0 GPa
λ 34 GPa

 0

 10

 20

 30

 40

 50

 20  30  40  50  60  70  80  90  100  110

E
n
e
rg

y
 (

k
J
/m

o
l)
)

Wavefunction cutoff (Ry)

ε 0 GPa
ε 34 GPa

Figure 4.2: Convergence of the total energy per molecule with the planewave cutoff for
several known N2 crystal structures.
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Figure 4.3: N2 bond length vs. planewave basis set cutoff at two different pressures and for
four different experimentally known crystal structures.
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Table 4.1: Comparison of nitrogen bond length and unit cell parameters obtained using
US-PP and PAW core treatments with B86bPBE-XDM, an 80 Ry cutoff, a 6×6×6 k-point
grid, and 34 GPa external pressure.

Phase Pseudo Potential bond length (Å) a (Å) b (Å) c (Å) beta (◦)

α US-PP 1.0954 4.258 4.258 4.258 90.0
PAW 1.0952 4.235 4.235 4.235 90.0

γ US-PP 1.0988 2.997 2.997 4.132 90.0
PAW 1.0987 2.978 2.978 4.114 90.0

ε US-PP 1.0966, 1.0989 7.094 7.094 10.133 90.0
PAW 1.0964, 1.0987 7.052 7.052 10.081 90.0

λ US-PP 1.1001 2.966 2.940 5.650 132.4
PAW 1.1001 2.949 2.919 5.621 132.4

Figure 4.4: Overlay of experimental and predicted B86bPBE-XDM crystal structures for
(left) phase α at ambient pressure, rmsd 0.026 Å, and (right) phase γ at 0.04 GPa, rmsd
0.047 Å. The calculations employed PAW potentials, an 80 Ry cutoff, and a 6×6×6 k-point
grid.
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Table 4.2: Comparison of unit cell parameters for nitrogen phase α and γ predicted from different computational methods. DFT
calculations were performed with B86BPBE-XDM functional, 80 Ry cutoff, 6x6x6 k-point grid. The obtained DFT structures
were refined further with wave function correlation method at CCSD(T). The complete basis set was used by extrapolating
consistent-correlation triple and quadruple zeta valence of Dunning basis sets, aug-cc-pVXZ. All calculations include quasi-
harmonic thermal expansion.

Phase Temperature Pressure Methods a b c beta
(K) (GPa) (Å) (Å) (Å) (◦)

α 4.2 ambient QHA-DFT 5.582 5.582 5.582 90.0
QHA-CCSD(T)/CBS + AMOEBA 5.495 5.495 5.495 90.0

QHA-CCSD(T)/CBS + pHF 5.873 5.873 5.873 90.0
Experiment 5.644 5.644 5.644 90.0

20 ambient QHA-DFT 5.583 5.583 5.583 90.0
QHA-CCSD(T)/CBS + AMOEBA 5.495 5.495 5.495 90.0

QHA-CCSD(T)/CBS + pHF 5.876 5.876 5.876 90.0
Experiment 5.649 5.649 5.649 90.0

20 0.269 QHA-DFT 5.500 5.500 5.500 90.0
QHA-CCSD(T)/CBS + AMOEBA 5.422 5.422 5.422 90.0

QHA-CCSD(T)/CBS + pHF 5.734 5.734 5.734 90.0
Experiment 5.495 5.495 5.495 90.0

γ 20.4 0.4 QHA-DFT 3.962 3.962 5.222 90.0
QHA-CCSD(T)/CBS + AMOEBA 3.911 3.911 5.178 90.0

QHA-CCSD(T)/CBS + pHF 4.131 4.131 5.425 90.0
Experiment 3.957 3.957 5.109 90.0
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Table 4.3: Comparison of unit cell parameters for nitrogen phase ε and λ predicted from different computational methods. DFT
calculations were performed with B86BPBE-XDM functional, 80 Ry cutoff, 6x6x6 k-point grid. The obtained DFT structures
were refined further with wave function correlation method at CCSD(T). The complete basis set was used by extrapolating
consistent-correlation triple and quadruple zeta valence of Dunning basis sets, aug-cc-pVXZ. All calculations include quasi-
harmonic thermal expansion.

Phase Temperature Pressure Methods a b c beta
(K) (GPa) (Å) (Å) (Å) (◦)

ε 110 7.8 QHA-DFT 9.086 9.086 12.553 90.0
QHA-CCSD(T)/CBS + AMOEBA 8.071 8.071 11.308 90.0

QHA-CCSD(T)/CBS + pHF 8.155 8.155 11.404 90.0
Experiment 8.020 8.020 11.104 90.0

ambient 16.3 QHA-DFT 7.695 7.695 11.964 90.0
QHA-CCSD(T)/CBS + AMOEBA 8.598 8.598 10.872 90.0

QHA-CCSD(T)/CBS + pHF 7.673 7.673 10.847 90.0
Experiment 7.605 7.605 10.622 90.0

λ 300 34 QHA-DFT 2.967 2.935 5.656 132.3
QHA-CCSD(T)/CBS + AMOEBA 3.046 3.023 5.768 132.0

QHA-CCSD(T)/CBS + pHF 3.005 2.979 5.701 132.2
Experiment 3.051 3.066 5.705 131.6
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4.3.2 Crystal Structure Prediction and Structure Ranking

The AIRSS search was performed over all 13 monoclinic space groups with Z=2.

Within these monoclinic space group, the C2, Cm, Cc, and C2/c space groups were searched

with Z=4 because generated cell with Z=2 was not amenable. Structures were generated by

placing a single nitrogen molecule at one possible Wyckoff position with random orientation

and then applying the space group symmetry operators to populate the other molecules in

the unit cell. Lattice parameters were randomized within the constraint that the unit cell

volume remained within ±40% of the experimentally reported value of 39.9 Å3 (or 12.0

cm3/mol) at 34 GPa. At least 100 random structures were generated for each space group,

for a total of over 1,300 structures. Each structure was fully relaxed with B86BPBE-XDM

at 34 GPa of external pressure using the same computational method from previous section

at 80 Ry cutoff. Some of the random structures adopted covalent/polymeric forms upon

relaxation and were discarded from this work. In the end, the AIRSS procedure generated

636 molecular structures with Z=2 and 246 with Z=4. After clustering to remove duplicate

structures, 22 unique structures remained. These unique structures are summarized in

Table 4.4 and Table 4.5. The structures of the 15 structures with the lowest enthalpy at

the B86bPBE-XDM level are pictured in Figure 4.5.

Discriminating closely ranked crystal structures can be challenging. Here, fragment-

based refinements were carried out at the MP2/CBS level, using either an AMOEBA or

periodic HF many-body treatment, as reported in Figure 4.6. Table 4.6 provides the relative

enthalpies at each level of theory, highlighting the significant re-ranking that occurs with

the different refinement schemes. Fortunately, in all cases, structure S1 corresponding to λ
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nitrogen remains the most stable by ∼5 kJ/mol or more across all three methods.
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Table 4.4: The unit-cell parameters and atomic positions of the twelve lowest DFT-energy structures, S1-S12, generated by the
random structure search. Structures and relative enthalpies per molecule are reported at the B86bPBE-XDM level of theory
under 34 GPa of external pressure. Atomic positions are reported in fractional coordinate.

Structure Space a (Å) b (Å) c (Å) β (◦) Atoms Multiplicity Wyckoff x y z Relative

group position Enthalpy (kJ/mol)

Phase λ (S1) P21/c 2.951 2.916 4.671 116.8 N1 4 e 0.15967 0.62161 0.04666 0.00

S2 C2/c 3.579 4.835 4.198 90.04 N1 8 f 0.75004 0.35080 0.43924 5.09

S3 C2/m 4.472 3.728 2.763 128.1 N1 4 h 0.00000 0.85240 0.50000 5.43

S4 P21/m 2.910 4.345 2.912 100.2 N1 2 e 0.65994 0.25000 0.04554 5.64

N2 2 e -0.04550 0.25000 0.3403

S5 C2/c 4.862 2.925 5.688 115.8 N1 8 f 0.74734 0.12827 0.42538 6.15

S6 C2/m 3.763 4.381 2.889 130.6 N1 4 i 0.35357 0.00000 -0.00012 6.81

S7 P21 2.680 5.255 2.929 116.9 N1 2 a 0.25965 0.02787 0.02403 8.75

N2 2 a 0.41221 0.88002 0.32115

S8 C2/m 4.173 3.689 2.706 120.1 N1 4 i 0.64701 0.00000 0.16635 9.40

S9 P 1̄ 2.928 4.780 5.471 103.6 N1 2 i 0.39699 0.81053 0.32737 10.18

N2 2 i 0.10234 0.85871 0.17939

N3 2 i 0.39880 0.64229 0.82172

N4 2 i 0.10302 0.68860 0.67334

S10 Pc 2.977 4.656 5.453 102.8 N1 2 a 0.20714 0.08389 0.47441 11.05

N2 2 a 0.89683 0.08378 0.32125

N3 2 a 0.70722 0.58381 0.47454

N4 2 a 0.39691 0.58386 0.32138

S11 C2/m 5.150 2.654 2.819 106.0 N1 4 i -0.09203 0.00000 0.34500 13.87

S12 C2/c 4.470 5.456 3.037 90.06 N1 8 f 0.24990 0.32349 0.62374 15.06
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Table 4.5: The unit-cell parameters and atomic positions of the remaining structures S13-S22 generated by the random structure
search. Structures and relative enthalpies per molecule are reported at the B86bPBE-XDM level of theory under 34 GPa of
external pressure. Atomic positions are reported in fractional coordinate.

Structure Space a (Å) b (Å) c (Å) β (◦) Atoms Multiplicity Wyckoff x y z Relative

group position Enthalpy (kJ/mol)

S13 P21/c 2.618 5.337 3.086 120.6 N1 4 e 0.06493 0.42753 0.64483 15.18

S14 C2/m 3.815 5.12 2.69 134.9 N1 4 h 0.00000 0.89292 0.50000 15.34

S15 C2/m 3.060 4.434 2.832 103.1 N1 4 i 0.14651 0.00000 0.65352 18.04

S16 P2 2.970 2.887 8.630 90.02 N1 2 e 0.11653 0.01742 0.87121 19.70

N2 2 e 0.38381 0.75311 0.87095

N3 2 e 0.11609 0.51626 0.37099

N4 2 e 0.38340 0.25198 0.37114

S17 P21/m 2.867 9.343 2.870 100.15 N1 4 f 0.44531 0.38352 0.85348 30.14

N2 4 f 0.14697 0.38351 0.55428

S18 P2/c 2.962 2.822 5.369 123.3 N1 4 g 0.13643 0.86661 0.50040 32.33

S19 Pm 2.644 10.814 2.987 115.6 N1 2 c 0.02968 0.66285 0.53000 36.64

N2 2 c 0.85611 0.60401 0.19824

N3 2 c 0.69256 0.16224 0.85723

N4 2 c 0.51994 0.10392 0.52331

S20 Pm 2.829 9.521 2.918 101.2 N1 2 c 0.15990 0.86902 0.48832 37.74

N2 2 c 0.85843 0.86884 0.18776

N3 2 c 0.15891 0.36905 -0.01200

N4 2 c 0.85745 0.36883 0.68743

S21 Pm 2.734 10.437 2.997 115.36 N1 2 c 0.54158 0.15966 0.88867 39.62

N2 2 c 0.35234 0.10694 0.53773

N3 2 c 0.04098 0.65963 0.88720

N4 2 c 0.85183 0.60694 0.53621

S22 Pm 2.607 10.977 2.977 114.2 N1 2 c 0.86719 0.60277 0.82414 39.99

N2 2 c 0.69781 0.66082 0.49516

N3 2 c 0.36738 0.10276 0.32405

N4 2 c 0.19790 0.16080 -0.00496
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Table 4.6: Relative enthalpies for each predicted structure at 34 GPa with B86bPBE-XDM
and fragment-based MP2 methods. The structures are ordered based on the enthalpies at
the DFT level; numbers in parentheses indicate the new ranking after energy refinement.
Despite considerable reordering of the other structures, the structure ascribed to phase λ
remains the most stable with all three models.

Structure B86BPBE-XDM MP2/CBS + AMOEBA MP2/CBS + pHF

Phase λ (S1) 0.0 0.0 (#1) 0.0 (#1)
S2 5.09 6.61 (#4) 4.70 (#2)
S3 5.43 7.90 (#6) 6.82 (#5)
S4 5.64 7.32 (#5) 6.78 (#3)
S5 6.15 6.48 (#3) 8.28 (#7)
S6 6.81 11.11 (#12) 11.49 (#10)
S7 8.75 6.24 (#2) 7.94 (#6)
S8 9.40 8.30 (#8) 6.79 (#4)
S9 10.18 8.65 (#9) 9.42 (#8)
S10 11.05 8.72 (#10) 10.70 (#9)
S11 13.87 9.44 (#11) 13.06 (#11)
S12 15.06 11.96 (#15) 17.27 (#15)
S13 15.18 8.29 (#7) 14.96 (#13)
S14 15.34 11.48 (#14) 14.91 (#12)
S15 18.04 11.26 (#13) 15.33 (#14)
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Figure 4.5: The 15 lowest-enthalpy structures (S1–S15) at the B86bPBE-XDM level, as
generated by the AIRSS search.

72



Table 4.7: Comparison of experimental and predicted lattice parameters for λ N2 at 34 GPa.

a (Å) b (Å) c (Å) β (◦) Volume (cm3/mol)

B86bPBE-XDM 2.951 2.916 5.638 132.32 10.80
MP2/CBS + pHF 2.975 2.945 5.663 132.71 11.05

QHA MP2/CBS + pHF (300 K) 2.985 2.957 5.674 132.26 11.16
QHA CCSD(T)/CBS + pHF (300 K) 3.005 2.979 5.701 132.20 11.38
QHA MP2/CBS + AMOEBA (300 K) 3.035 3.010 5.750 132.09 11.74

QHA CCSD(T)/CBS + AMOEBA (300 K) 3.046 3.023 5.768 132.05 11.87
Experiment (300 K)18 3.051(7) 3.066(5) 5.705(13) 131.65(5) 12.01
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4.3.3 Crystal energy landscape

To explore the landscape of potential crystal structures, crystal structure pre-

diction was performed via ab initio random structure searching (AIRSS).134 Employing

experimental constraints can facilitate AIRSS by narrowing the search space, as demon-

strated for the unusually complex structure of ι N2.
22 Experimental reports indicate that

the λ N2 phase adopts monoclinic space group symmetry with two molecules in the unit

cell (Z=2).18 Accordingly, the AIRSS search was performed over all 13 monoclinic space

groups with Z=2. Structures were generated by placing a single nitrogen molecule at one

possible Wyckoff position with random orientation and then applying the space group sym-

metry operators to populate the other molecules in the unit cell. Lattice parameters were

randomized within the constraint that the unit cell volume remained within ±40% of the

experimentally reported value of 39.9 Å3 (or 12.0 cm3/mol) at 34 GPa. Because the C2,

Cm, Cc, and C2/c space groups are not amenable to Z=2, searches in those groups were

run with Z=4. The Z=4 searches produced a mixture of new structures and structures

which were supercell representations of previously predicted Z=2 structures.

In the end, at least 100 random structures were generated for each space group,

for a total of over 1,300 structures. Each structure was fully relaxed with B86bPBE-XDM

at 34 GPa of external pressure. Some of the random structures adopted covalent/polymeric

forms upon relaxation. At 34 GPa, the DFT enthalpies of the polymeric structures are

significantly higher than those of molecular forms, so they were discarded. In the end, the

AIRSS procedure generated 636 molecular structures with Z=2 and 246 with Z=4. After
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Figure 4.6: Crystal energy landscape for the low-energy crystal structures at 34 GPa with
the B86bPBE-XDM (red Z=4/orange Z=2), MP2/CBS + pHF (dark blue Z=4/light blue
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Open symbols correspond to further CCSD(T) refinements of the structures. The experi-
mentally inferred molar volume is indicated in purple. Enthalpies at each level of theory
are plotted relative to the lowest-energy structure.

clustering to remove duplicate structures, 22 unique structures remained.

Figure 4.6 compares the crystal energy structure for the 15 structures whose

B86bPBE-XDM energies lie within 20 kJ/mol of the most stable structure. Higher-energy

structures are unlikely to occur experimentally, since the typical energy window for poly-

morphism is ∼10 kJ/mol.135,136 Pictures, lattice parameters, atomic coordinates, and en-

ergetics for these predicted structures are provided earlier in the Section 4.3.2. All of the

DFT-predicted structures exhibit molar volumes ranging 10.8–11.3 cm3/mol, which is 6–

10% smaller than the 12.0 cm3/mol inferred from the diffraction experiments.18 The neglect
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of expansion arising from zero-point energy and thermal vibrational contributions will likely

cause some volume underestimation, but those effects should be small at 34 GPa. Large

volume errors are potentially problematic when comparing different nitrogen phases, since

many nitrogen phase changes at high-pressure occur with volume changes of as little as 2%.

Refinement of the structures with correlated fragment-based MP2/CBS with either

pHF or AMOEBA many-body treatments alters the relative enthalpies of the different

candidate structures, but all models predict the same densely packed P21/c structure to be

the most stable one. This structure is identical to the P21/c structure predicted by Pickard

and Needs42 and which has been ascribed to the λ phase.18 Though the relative enthalpies

differ depending on the model, all models predict that this structure is more stable than

the second-lowest structure by ∼5 kJ/mol or more.

MP2 + pHF and MP2 + AMOEBA refinement also increase the molar volumes by

∼2% and ∼9%, on average, to 11.1–11.6 and 11.6–12.1 cm3/mol, respectively (Figure 4.6).

With both many-body treatments, the volume of the lowest-energy structure shifts closer

toward the experimental value of 12.0 cm3/mol. Switching from MP2 to CCSD(T) increases

the molar volumes further, by about 0.2 cm3/mol. At the CCSD(T)/CBS + AMOEBA

level, the molar volume of 11.8 cm3/mol is 2% smaller than the experimentally reported

one.

These results demonstrate some sensitivity of the predictions to the many-body

treatment. With the monomer and dimer contributions in the fragment model treated with

large-basis MP2 or CCSD(T), the largest remaining source of error probably lies in the

more approximate many-body treatment. One would typically expect the quantum me-
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Figure 4.7: Structure overlay (top) and simulated powder x-ray diffraction spectrum (bot-
tom) comparing the experimental,18 CCSD(T)/CBS + periodic HF, and CCSD(T)/CBS +
AMOEBA crystal structures.

chanical pHF treatment to perform better than the AMOEBA one, as has been observed in

other small-molecule crystals.67,82 At high pressures, the HF many-body exchange-overlap

description should be superior to that of the simplified short-range polarization damping

model employed AMOEBA force field (and which was parameterized at ambient condi-

tions). For this nitrogen phase, however, the AMOEBA many-body treatment predicts

volumes closer to experiment at 34 GPa. As will be discussed below, however, the periodic

HF many-body treatment does predict molar volume in closer agreement with experiment

at higher pressures. Interestingly, the range of relative enthalpies for the higher-lying struc-
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tures is considerably smaller with the MP2 + AMOEBA model than for the MP2 + pHF or

DFT models. In the end, results from both many-body treatments are presented through-

out the remainder of the paper to help quantify the uncertainties in the predictions with

respect to the treatment of the many-body interactions.

As noted above, the slight underestimation of the molar volumes here is consis-

tent with the neglect of zero-point and thermal vibrational contributions. Quasi-harmonic

calculations that estimate these contributions were performed on this most-stable struc-

ture. Table 4.7 compares the lattice parameters predicted from several different models

against experiment. As expected given the high pressure, thermal expansion effects are

small, increasing individual lattice constants by ∼0.01 Å and the total molar volume by

only ∼0.1 cm3/mol. Earlier work on phase I carbon dioxide found that expansion effects

due to vibrational contributions were most significant below ∼10–20 GPa.81 To enable the

prediction of additional properties, the atomic positions here obtained from the initial DFT

optimizations were relaxed at the MP2/aug-cc-pVDZ + AMOEBA level of theory, holding

the lattice parameters fixed at their predicted QHA CCSD(T)/CBS values.

With either many-body treatment, the final QHA CCSD(T) predictions at 300 K

and 34 GPa reproduce the experimental lattice constants within 0.06 Å and 0.4◦, and in the

case of the QHA CCSD(T) + AMOEBA, reproduce the volume to to within ∼0.1 cm3/mol.

The rmsd15,1 which measures of the root-mean-square deviations for a 15-molecule cluster

taken from the crystal, is an excellent 0.037 Å between this structure and the experimental

one. Overlays of the predicted and experimental structures are shown in Figure 4.7. Sim-

ilarly, the simulated PXRD patterns predicted from these CCSD(T) structures reproduce
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the experimental peak positions fairly well, especially for the CCSD(T)/CBS + AMOEBA

cell whose lattice constants are in best agreement with those reported experimentally. The

combination of good agreement between the predicted and experimentally reported struc-

ture at 34 GPa and the enthalpic stability of the P21/c structure relative to other candidate

structures generated by AIRSS crystal structure prediction support the assignment of this

structure to the λ phase.

4.3.4 Spectroscopic comparisons

Further insight into this phase is gained by looking at the how the structure and

Raman spectrum changes with pressure. Figure 4.8 plots the equation of state predic-

tions for several different models against experimentally reported volumes. None of the

models quite reproduce the experimental volume data. B86bPBE-XDM underestimates
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Figure 4.9: Comparison of the predicted and experimentally observed18 Raman spectra for
λ nitrogen in the librational region.

the molar volume throughout the pressure range. The QHA MP2 and CCSD(T) results

with AMOEBA many-body terms predict consistently larger molar volumes, which end up

being closer to the experimental values near ∼30–40 GPa. The molar volumes from the

models with periodic HF many-body treatments are consistently smaller and agree better

with experiment at higher pressures (as one might expect from the better HF treatment

of many-body exchange-overlap at high pressures). For a given many-body treatment,

CCSD(T) predicts a slightly larger volume than MP2. The additional expansion obtained

by including the QHA treatment is small throughout the pressure range. The impact of the

QHA approximation would be more noticeable at even lower pressures, of course.

Using the 300 K QHA CCSD(T) structures, MP2/aug-cc-pVDZ + AMOEBA har-

monic phonons and Raman intensities were computed at various pressures. As described

in the Methods section, the atomic positions were relaxed within the fixed QHA CCSD(T)

unit cells at this same level of theory to ensure stationarity of the energy with respect to
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atomic position, as required by the harmonic phonon approximation. Figure 4.9a plots rep-

resentative spectra at 70 GPa, while Figure 4.9b predicts how the Raman-active librational

mode frequencies vary with pressure. The librational modes provide a useful fingerprint

for crystal packing. The number of Raman active modes and their relative intensities in

the predicted spectra agree well with the experimental ones. The agreement between the

predicted and experimental frequencies is rather good at low pressures, but the errors reach

up to ∼50–100 cm−1 at high pressures.

While the overall agreement between theory and experiment in the pressure-volume

and Raman data is fairly good, it is unclear why the disagreement between the models and

experiment is as large as it is. Earlier work on high-pressure phases of carbon dioxide

in the ∼10–60 GPa range found that a very similar fragment-based modeling approach

generally reproduced the molar volumes to within 1%, while the positions of the Raman-

active librational modes were reproduced to within 10–15 cm−1.114 The treatment of one-

and two-body interactions at the CCSD(T)/CBS level is likely well converged (it differs only

modestly from the MP2/CBS results). The treatment of the many-body effects appears to

be a larger problem, and perhaps computing those contributions with a larger basis set

and/or higher level of theory would be helpful. It’s possible, for example, that terms such

as the generally repulsive Axilrod-Teller-Muto three-body dispersion term or other, higher-

order exchange overlap contributions that are missing from HF become important at these

high pressures. Alternatively, given the small size and low-orientational specificity of the

intermolecular interactions in the crystals, anharmonic and/or dynamical contributions may

be more important in high-pressure nitrogen phases than in carbon dioxide.

81



Figure 4.10: Crystal structures of N2 (top left) phase α19 (top right) phase γ 20 (bottom
left) phase ε21 (bottom right) phase ι22

Beyond possible errors in the modeling, problems with the experimental measure-

ments and their interpretation cannot be ruled out. Pressure gradients, inhomogeneous

samples (e.g. due to partial phase transformations), and other factors can impact high-

pressure studies such as those used to characterize this phase. Despite the moderate dis-

agreements between theory and experiment, the overall collection of crystal structure and

property predictions here support assignment of this P21/c structure to the λ phase of

nitrogen.
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Figure 4.11: Comparison of CCSD(T) enthalpies at 0 K for the α, γ, ε, λ, and ι phases as
a function of pressure using either periodic HF (solid lines) or AMOEBA (dotted lines) for
the many-body treatment.

4.3.5 Thermodynamic stability

Finally, we turn to the question of the thermodynamic stability of the λ phase

compared to other potential phases it overlaps with on the phase diagram. The original

experimental study indicated that the λ phase potentially coexists with nine other phases on

the phase diagram: γ, ε, ζ, ι, θ, κ, η, cg, and the layered polymeric phase.18 The fragment-

based approach used here is not well-suited to model the network covalent phases, so the cg

and layered polymeric phases are not considered further. Those network covalent nitrogen

phases are not likely viable until higher pressures anyways (at least 50 GPa, if not above 100

GPa23,137,138). Similarly, the κ and η phases only occur at much higher pressures (above

60 GPa). The ζ and θ phases can be quenched to around ∼30 GPa where λ occurs, but

modeling of their stabilities is not possible because their structures are currently unknown.

Therefore, we focus on the molecular α, γ, ε, and ι phases, which are present in the relevant

pressure regime (Figure 4.1) and have known structures (Figure 4.10).

These other crystal structures were modeled using the same techniques as those
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used above: the structures were optimized at under various external pressures using B86bPBE-

XDM. Single-point energy refinements were performed with fragment-based CCSD(T) cal-

culations, and the optimal 0 K enthalpies determined at each pressure (including Γ-point

harmonic vibrational contributions). Figure 4.11 plots the relative stabilities of the four

phases with both periodic HF and AMOEBA many-body contributions.

Experimentally, the low-pressure α phase is most stable until 0.36 GPa.139 As

pressure increases, experiments indicate that γ nitrogen becomes the preferred phase until

∼2 GPa,140,141 at which point it transforms to the ε phase. Earlier fully periodic MP2

calculations reproduced this behavior nicely, predicting these transitions to occur at 0.42

and 2.25 GPa, respectively.115 Here, the CCSD(T)/CBS + AMOEBA fragment-based en-

thalpies at 0 K predict the α −→ γ and γ −→ ε transitions to occur at 0.45 and 3.0

GPa, respectively, which is also in rather good agreement with the experimentally reported

transitions. Switching to the pHF many-body treatment stabilizes the γ phase relative to

α and ε somewhat. The γ-ε transition shifts only slightly, to 3.2 GPa, but the α phase

(incorrectly) becomes less stable than γ all the way down to zero pressure (by 0.8 kJ/mol).

The AMOEBA many-body treatment is nominally performing better than periodic HF for

these transitions, though given the subtle differences in energetics between models, this

could also represent fortuitous error cancellation. The calculations here also predict the ι

phase to be less stable than ε in the ∼10–60 GPa range, especially with the periodic HF

many-body treatment. This result contrasts earlier PBE DFT calculations,22 which found

ι to be more stable than ε. In both cases, however, the energy differences between the two

phases are only a few kJ/mol or less, and the calculations are performed at 0 K, rather than
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the elevated temperatures where ι nitrogen has been observed experimentally.

Regarding the λ phase, both sets of CCSD(T) calculations in Figure 4.11 suggest

that λ may be more stable than the α, γ, ε, and ι phases under certain pressure condi-

tions, though the specific pressure windows varies with the many-body treatment. While

the uncertainties in the models and the omission of several other phases with unknown or

network covalent structures prevent definitive statements, it appears plausible that λ nitro-

gen may represent a thermodynamically stable phase on the phase diagram, at least at low

temperatures.

4.4 Conclusions

To summarize, the experimentally reported crystal structure for λ nitrogen re-

flected a mixture of partial solution powder x-ray diffraction data together with a previ-

ously predicted structure which had similar lattice parameters. Here, a detailed study of

λ nitrogen has been carried out to confirm this structure, using both dispersion-corrected

density functional theory and higher-level fragment-based MP2 and CCSD(T) calculations.

AIRSS crystal structure prediction over monoclinic space groups predicted this λ structure

as the most stable monoclinic one by ∼5 kJ/mol or more at 34 GPa. While the lattice

constants predicted by B86bPBE-XDM were already in decent agreement with experiment,

refining the structure further with MP2 and CCSD(T) brought them even closer to the

experimental one. Further support for assigning this structure to the λ phase was provided

by comparison between the predicted and experimentally reported equation of state and

Raman spectra over a broad pressure range. Taken together, the body of evidence provides
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support for the λ nitrogen structure first proposed by Frost et al.18

Because it has been unclear whether λ nitrogen is the thermodynamically stable

or only a kinetically accessible phase under the conditions where it has been observed,

the stability of this λ phase relative to that of several other experimental phases which

are known to co-exist in the same temperature and pressure conditions was compared.

Though the sensitivity/uncertainties associated with energetics are relatively large and not

all possible phases have been considered, the results do suggest that the λ phase may well

be the thermodynamically most stable phase at low temperatures and moderate pressures.

Finally, on the methodological side, the fragment-based MP2 and CCSD(T) models

do generally out-perform the B86bPBE-XDM density functional for these nitrogen phases.

However, the predicted structures and properties at high pressure are somewhat sensitive

to the treatment of many-body interactions. For pressures near ∼100 GPa and above in

particular (e.g. where the largest errors in the predicted Raman data occur), it may be

important in the future to employ even better treatments of the many-body interactions.

Periodic local MP2 corrected with coupled cluster calculations have been demonstrated,

for example.142 Pragmatic approaches that account for many-body dispersion effects might

also prove useful.143,144 More careful assessment of these issues should be carried out in the

future.
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Chapter 5

Combining crystal structure

prediction and simulated

spectroscopy in pursuit of the

unknown nitrogen phase ζ crystal

structure

5.1 Introduction

Nitrogen exhibits fascinating behavior in the solid state, with at least 15 ex-

perimentally reported phases: α, β, γ, δ, δloc, ε, ζ, ζ ′, η, θ, ι, κ, λ, cg, lp/bp, and

hlp)18,20–24,113,139,141,145–154 Most of these phases are molecular and ordered, but some are
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disordered (β,20 δ 151), non-molecular (cg,150 η 148,149, lp/bp152,154, hlp153) and/or amor-

phous (η). The large number of viable molecular packing motifs stems from the small

size of molecular N2 and its weak, non-polar intermolecular interactions which make many

packing arrangements and orientations energetically competitive.

Mapping out the high-pressure phase diagram of nitrogen has proved challenging

due to the overlapping temperature and pressure regions in which individual phases have

been observed. In some cases, the observed phases are the thermodynamically stable ones,

while in others they are kinetically accessible along certain temperature and pressure path-

ways through the phase diagram. For example, despite being discovered only very recently,

the λ phase coexists with nine other known nitrogen phases,18 and it is believed to be

the thermodynamically most stable phase over a significant portion of its temperature and

pressure range.18,155

Solving the crystal structures of several high-pressure phases has also proved dif-

ficult experimentally. The λ18 and ι22 phases were solved only recently via combination of

experiment and crystal structure prediction. The structures of the ζ, κ, and θ phases remain

unknown, however. The structure of molecular phase ζ has attracted particular attention,

as it marks the “frontier” phase in the transition from molecular to non-molecular phases

at high-pressure.

Room-temperature compression of phase ε induces the transition to phase ζ around

60 GPa.156 At low temperatures, this transition occurs at even lower pressures, around 25

GPa.24,110,141 This transition was first observed optically via Raman spectroscopy,24,141,156

and later confirmed via x-ray diffraction.23,111,112 It remains stable until around 115 GPa,
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after which it converts to the monoclinic κ phase at ambient temperature23 or to non-

molecular phases at high temperatures.150

Initial proposals suggested that phase ζ had R3c symmetry,24,141 though this sub-

sequently proved inconsistent with low-temperature Raman and infrared data.110 In 2004,

Eremets et al attempted to solve the crystal structure of phase ζ using powder X-ray diffrac-

tion.111 Their proposed orthorhombic crystal structure contained 4 molecules in unit cell

and adopted one of the P2221, P21212, or P212121 space groups, with P2221 being consid-

ered most likely. However, a follow-up study argued against the P2221 space group based

on further analysis of Raman and x-ray diffraction data.112 In 2007, Gregoryanz et al re-

examined the crystal structure of phase ζ by using single crystal X-ray diffraction.23 They

suggested that the orthorhombic unit cell contains 8 molecules instead of 4 and adopts a

Pmma space group. They remained unable to solve for the atomic positions, however.

Computationally, Hooper et al employed ab initio crystal structure prediction to

search for the ζ-phase structure.157 Their genetic algorithm search relaxed and ranked

structures using planewave density functional theory (DFT) and the PBE functional. They

produced two groups of structures based on the space groups reported in the experimental

studies above. However, the study proved inconclusive. The lowest-energy structures did

not adopt the appropriate space groups or cell types. In the end, they narrowed their list

of candidates to four most promising structures: A1 (Pbcn), A2 (P212121), B1 (Immm),

and B8 (Pnma).

Around the same time, Pickard and Needs employed ab initio random structure

searching (AIRSS)134 to study high pressure crystal structures of nitrogen.42 They predicted
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four low-enthalpy structures at high pressure using PBE calculations.42. One of these

structures, monoclinic P21/c, was later found to correspond to the experimentally observed

λ phase.18 More recently, DFT-driven AIRSS contributed to solving the structure of ι

nitrogen, which contains 48 N2 molecules per cell.22

Despite these successes, crystal structure prediction alone is not always sufficient.

Inaccuracies in the theoretical models and/or the ambiguity surrounding whether an ex-

perimentally observed phase is thermodynamically stable or metastable can mean that the

most stable candidate structure(s) will not necessarily correspond to the experimentally ob-

served structure. It becomes valuable, therefore, to consider other “orthogonal” observables

that can be used to independently assess the agreement between a candidate structure and

experimental observations. At ambient pressure, for example, NMR crystallography seeks

crystal structure candidates whose predicted chemical shifts match the experimentally ob-

served spectra.158 In high pressure systems like nitrogen, simulated x-ray diffraction data

and Raman spectra (particularly for the lower-frequency lattice modes which are sensitive

to crystal packing) can provide insightful when analyzing candidate structures.

For example, Hirata and co-workers helped resolve several controversies surround-

ing the interpretation of experiments on two difference ice phases through ab initio sim-

ulation of structures and vibrational spectra.71–73 We employed structure prediction and

Raman techniques in arguing that carbon dioxide phases III and VII are actually the same

phase,114 and that argument has received subsequent support from ab initio modeling of

the phase diagram.159 In nitrogen, simulated Raman spectra played a role in confirming

the ι phase structure, while we used a combination of AIRSS plus simulated powder x-ray
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diffraction and Raman spectroscopy to help confirm the structure of λ nitrogen.155

The present computational study attempts once again to solve the structure of

ζ N2, this time combining structure prediction and simulated spectroscopy. Structures

consistent with experimental constraints were generated randomly via the AIRSS protocol.

These structures were then refined with dispersion-corrected DFT. Further comparison

of the predicted lattice constants, powder x-ray diffraction patterns, and Raman spectra

narrows the list of predicted candidates down to just a handful of plausible structures.

Moreover, several ζ nitrogen candidates identified in previous studies can be ruled out based

on poor spectroscopic agreement. In the end, none of the candidate structures studied here

provides a clear match for the experimental data, but a couple are potentially promising

enough to merit further study.

5.2 Methods

5.2.1 AIRSS structure generation:

With sufficient searching, AIRSS ensures broad, unbiased structure prediction.

Unfortunately, the complexity of the search space grows exponentially with the number of

degrees of freedom. It is therefore common to constrain the search space using whatever

experimental information is available. Discovering the 48-molecule unit cell of ι nitrogen

would have been virtually impossible without experimental constraints on the space group

and lattice parameters to help focus the search, for example.22

The AIRSS search here was focused by restraining the randomly generated struc-

tures based on experimentally inferred information about the unit cell type and volume.
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Specifically, all recent experimental evidence suggests that ζ nitrogen adopts an orthorhom-

bic unit cell with four111,112 or, more likely, eight23 molecules per unit cell. Therefore, the

AIRSS search was performed over all 59 orthorhombic space groups and cells containing

eight N2 molecules. After selecting the orthorhombic space group at random, the lattice

parameters were randomized subject to the constraint that the unit cell volume lie within

±40% of the experimentally reported volume of 114.8 Å3 (8.6 cm3/mol) at 80 GPa.23 These

constraints considerably narrow the random search space and ideally facilitate the structure

prediction. On the other hand, the search will likely fail to find the true structure if the

experimentally inferred constraints are incorrect.

Once the cell dimensions and space group were selected, a nitrogen molecule was

placed at a randomly selected Wyckoff position associated with that space group. The

cell was populated with additional symmetry-equivalent molecules by employing the space

group symmetry operators. This procedure of random molecule placement and symmetry-

based replication of the molecules was repeated until the cell contained eight molecules.

Crystal packings which resulted in intermolecular N2 distances of less than 1.65 Å were

discarded.157

5.2.2 Density functional theory structure optimization and enthalpies:

The structures generated by the AIRSS approach were then geometry optimized

under 80 GPa of external pressure via periodic planewave DFT using the B86bPBE density

functional100,125 and the exchange-hole dipole moment (XDM) dispersion correction,126 as

implemented in Quantum Espresso version 6.2.1.99,127 Note that while the XDM dispersion

correction is included, the impacts of the correction are small at the high pressures con-
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sidered here. The DFT calculations employed an 80 Ry plane-wave cutoff and projector-

augmented wave (PAW) potentials for nitrogen atoms that were produced using A. Dal

Corso’s Atomic code v6.1. Assessment and convergence testing of the planewave cutoff and

PAW potentials for solid state nitrogen phases has been performed previously.155

Structures were initially optimized with a 3×3×3 Monkhorst-Pack k-point grid.

After clustering to remove duplicate structures, the structures were refined further with a

6×6×6 k-point grid. Larger, anisotropic k-point meshes were tested for selected structures

with small individual lattice constants, but the structures and enthalpies did not change

appreciably. The use of adaptive grids that target consistent k-point density would be more

efficient computationally. Space groups for the optimized structures were determined us-

ing FINDSYM version 7.160,161 Simulated powder x-ray diffraction (PXRD) spectra were

generated for each DFT-optimized structure using Mercury102 and the same 0.3683 Å wave-

length as the experiments.23 The rmsd15 metric1 overlaying clusters of 15 molecules from

the crystal was employed for selected structure comparisons.

The enthalpies of the candidate structures were estimated by combining the DFT

electronic energy with the pressure-volume term, H = Eelec+PV . Vibrational contributions

to the molar volume and enthalpy are neglected here. After identifying candidate structures

at 80 GPa, the structures were also optimized at 0, 2, 4, 6, 8, 10, 15, 20, 40, 60, 100, 120,

and 150 GPa. The equation of state was then interpolated between these data points via

cubic splines.
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5.2.3 Simulated Raman spectra:

Previous work has found that fragment-based correlated wavefunction calculations

employing second-order Møller-Plesset perturbation theory (MP2) can predict Raman spec-

tra in good agreement with experiment114,155 These calculations are made feasible via the

fragment-based hybrid many-body interaction (HMBI) model. HMBI partitions the total

energy of the nitrogen crystal into contributions arising from individual molecules (1-body),

their pairwise intermolecular interactions (2-body terms), and the remaining non-pairwise-

additive many-body contributions. The 1-body and shorter-range 2-body terms (out to

6 Å) are computed with MP2, while the longer-range pairwise and many-body terms are

approximated at a lower level of theory,

EHMBI
crystal = EMP2

1-body + EMP2
SR 2-body + ELowLR 2-body

+ELowmany-body (5.1)

Only symmetry-unique monomer and dimer fragments need to be computed in evaluating

Eq 5.1.95 The many-body contributions here are largely modeled with the AMOEBA polar-

izable force field79 under periodic boundary conditions. Polarizable force field calculations

were conducted using Tinker version 6.3.93 with existing AMOEBA force field parameters

for the N2 molecule.79

To simulate Raman spectra, the atomic positions were first relaxed via the MP2/aug-

cc-pVDZ + AMOEBA HMBI approximation within fixed DFT unit cell parameters. Har-

monic phonon frequencies were then computed at the zone center (k = 0) by diagonalizing

the Hessian matrix computed from the second derivative of Eq 5.1 with respect to atomic
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positions. The 1-body and 2-body fragment contributions to the Hessian were computed

analytically using Gaussian 09.96 Raman intensities were approximated via finite difference

of the polarizability derivatives using only the 1- and 2-body MP2 terms from Eq 5.1.72

Neglecting the intermolecular many-body contributions is not expected to have a large im-

pact on the Raman intensities for non-polar N2. This protocol is very similar to ones that

proved effective in previous simulated Raman studies of high-pressure nitrogen and carbon

dioxide phases.114,155

Finally, fragment-based calculations were performed to refine the unit cell vol-

umes of selected crystal structures. These calculations combined complete-basis-set MP2

monomer and dimer fragments with a periodic Hartree-Fock/pob-TZVP basis treatment of

the long-range and many-body terms using a protocol described previously.155 However, the

periodic Hartree-Fock calculations with the Gaussian basis set proved difficult to converge

above ∼30 GPa of pressure. Accordingly, data computed at 0, 2, 4, 6, 8, 10, 15, 20, 25, and

30 GPa was fitted to a Murnaghan equation of state,

H(V ) = H0 +
B0V

B
′
0

[
(V0/V )B

′
0

B
′
0 − 1

+ 1

]
− B0V0

B
′
0 − 1

(5.2)

where the enthalpy (H0), volume (V0), bulk modulus (B0), and its first pressure derivative

(B
′
0) at zero pressure are fitting parameters. The limited pressure range potentially limits

the reliability of the equation of state at higher pressures.
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5.3 Results and Discussion

5.3.1 Lattice constants for known crystalline phases of nitrogen

To assess the level of agreement one should expect for high pressure nitrogen phases

with the DFT model used here, structure optimizations were carried out under experimen-

tal pressure conditions. When lattice constants were available at multiple pressures, the

calculations were performed at each. Table 5.1 summarizes the results of these calculations

which were used to generate Figure 5.11.

5.3.2 Crystal structure prediction and structure ranking

The AIRSS search generated 32 unique molecular structures. Tables 5.2-5.4 sum-

marize the crystal structures for the 22 lowest-enthalpy ones, which lie within 40 kJ/mol of

the most stable structure. They were optimized with B86bPBE-XDM at 80 GPa.
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Table 5.1: Comparison between predicted and experimental lattice constants for several known phases of nitrogen and two
ζ-phase candidates.

Phase Experimental Pressure Experiment Predicted
Reference (GPa) a (Å) b (Å) c (Å) a (Å) b (Å) c (Å)

α Ref 145 0 5.644 5.644 5.644 5.626 5.626 5.626
Ref 20 0.269 5.495 5.495 5.495 5.467 5.467 5.467

γ Ref 146 0.4 3.957 3.957 5.109 3.899 3.899 5.166
ε Ref 21 5.4 8.208 8.208 11.362 8.179 8.179 11.448

Ref 21 7.8 8.020 8.020 11.104 7.974 7.974 11.199
Ref 21 9.8 7.859 7.859 11.029 7.840 7.840 11.035
Ref 147 16.3 7.605 7.605 10.622 7.529 7.529 10.661
Ref 147 27.6 7.241 7.241 10.261 7.192 7.192 10.252

λ Ref 18 34 3.051 3.066 5.705 2.951 2.916 5.638
ι Ref 22 56 9.899 8.863 8.726 9.794 8.622 8.919
ζ Ref 23 (vs #12) 90 6.533 2.574 6.844 6.331 2.740 6.802

Ref 23 (vs #19) 6.407 2.768 6.713
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Table 5.2: The unit-cell parameters and atomic positions of AIRSS structures #1–#9, optimized at 80 GPa with B86bPBE-
XDM. Atomic positions are reported in fractional coordinates. The remaining atoms can be generated via the appropriate space
group symmetry operations.

Structure Space a (Å) b (Å) c (Å) Atoms Multiplicity Wyckoff x y z Relative

group position Enthalpy (kJ/mol)

#1 (PN1) P212121 2.691 7.645 2.690 N1 4 a 0.71652 0.85079 0.69430 0.000

N2 4 a 0.44416 0.89922 -0.03356

#2 (A1) Pbcn 2.671 4.240 9.793 N1 8 d 0.86705 0.77493 0.29285 0.840

N2 8 d 0.36717 -0.00143 0.45712

#3 P212121 3.939 10.489 2.704 N1 4 a 0.39411 -0.09163 -0.00113 6.927

N2 4 a 0.52930 -0.03296 0.72548

N3 4 a 0.31950 0.71407 0.78261

N4 4 a 0.45401 0.65851 0.49886

#4 Cmcm 3.769 3.867 7.703 N1 8 f 0.00000 0.86637 0.02453 8.699

N2 8 g 0.14553 0.41735 0.25000

#5 (B1) Immm 2.612 3.064 3.474 N1 4 i 0.00000 0.00000 0.84132 9.131

#6 Cmca 3.133 4.439 8.049 N1 8 f 0.00000 0.07366 0.16211 10.692

N2 8 f 0.00000 0.28296 0.08878

#7 Cmca 3.164 4.549 3.913 N1 8 f 0.00000 0.10709 0.56510 11.559

#8 Pbcm 2.659 10.561 3.989 N1 4 d 0.69672 0.38740 0.25000 11.849

N2 4 d -0.03286 0.46631 0.25000

N3 4 d 0.45280 0.13643 0.25000

N4 4 d 0.18445 0.21571 0.25000

#9 (B8) Pnma 5.294 7.952 2.664 N1 4 c 0.27949 0.25000 0.14449 12.430

N2 4 c 0.12220 0.25000 0.87491

N3 8 d 0.42125 0.50077 0.13418
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Table 5.3: The unit-cell parameters and atomic positions of AIRSS structures #10–#15, optimized at 80 GPa with B86bPBE-
XDM. Atomic positions are reported in fractional coordinates. The remaining atoms can be generated via the appropriate space
group symmetry operations.

Structure Space a (Å) b (Å) c (Å) Atoms Multiplicity Wyckoff x y z Relative

group position Enthalpy (kJ/mol)

#10 P21212 5.109 8.048 2.730 N1 4 c 0.50974 0.21684 0.27142 14.338

N2 4 c 0.41983 0.29346 0.55979

N3 4 c 0.70542 0.44798 -0.05029

N4 4 c 0.79992 0.52278 0.23569

#11 Pbca 5.043 5.272 4.229 N1 8 c 0.44239 0.21205 0.35139 14.434

N2 8 c 0.21099 -0.06439 0.84756

#12 P212121 6.820 2.698 6.1760 N1 4 a 0.41702 0.54361 0.40282 14.744

N2 4 a 0.53885 0.79864 0.43667

N3 4 a 0.21364 0.87923 0.17781

N4 4 a 0.14210 0.13636 0.28932

#13 Abm2 7.859 3.607 3.981 N1 8 d 0.87479 0.59751 0.24224 15.006

N2 4 c 0.65128 0.25000 0.18565

N3 4 c 0.59954 0.25000 0.44201

#14 Pnma 9.135 4.693 2.624 N1 4 c 0.28847 0.25000 0.76621 16.317

N2 4 c 0.19244 0.25000 0.51267

N3 8 d 0.04200 -0.03174 0.86125

#15 Pbca 4.965 4.514 5.074 N1 8 c 0.64484 -0.03657 0.66468 17.507

N2 8 c 0.57989 0.86590 0.85244
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Table 5.4: The unit-cell parameters and atomic positions of AIRSS structures #16–#22, optimized at 80 GPa with B86bPBE-
XDM. Atomic positions are reported in fractional coordinates. The remaining atoms can be generated via the appropriate space
group symmetry operations

Structure Space a (Å) b (Å) c (Å) Atoms Multiplicity Wyckoff x y z Relative

group position Enthalpy (kJ/mol)

#16 Pbcn 5.286 5.088 4.222 N1 8 d 0.62070 0.83839 0.04342 18.335

N2 8 d 0.80678 -0.08434 0.11183

#17 P212121 4.331 4.396 5.977 N1 4 a 0.40427 0.82407 0.03469 18.924

N2 4 a 0.42697 0.82940 0.21731

N3 4 a -0.04166 0.13154 0.10095

N4 4 a 0.11821 0.31556 0.14516

#18 Pna21 4.287 5.985 4.431 N1 4 a 0.47232 0.10179 0.53304 19.038

N2 4 a 0.64689 0.15183 0.70054

N3 4 a 0.56392 0.54126 0.71839

N4 4 a 0.55523 0.71260 0.63009

#19 P21212 6.624 6.298 2.720 N1 4 c 0.46958 0.67013 0.72292 21.374

N2 4 c 0.58365 0.72498 0.45923

N3 4 c 0.76236 0.47044 0.19221

N4 4 c 0.85074 0.55757 -0.08383

#20 Cmmm 5.001 6.501 3.525 N1 8 p 0.28481 0.32980 0.00000 25.659

N2 4 j 0.00000 -0.08510 0.50000

N3 4 l 0.00000 0.50000 0.34502

#21 Pnna 4.799 9.206 2.604 N1 8 e 0.55339 0.54119 0.38385 27.828

N2 8 e 0.71397 0.29793 0.87568

#22 Fddd 2.388 6.175 7.885 N1 16 f 0.12500 0.71365 0.12500 39.550
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As mentioned in the text, structure A2 was not found in the Z = 8 search, but the

closely related structure #3 was found. Figure 5.1 compares the two structures. Structure

A2 overlays almost perfectly with the right half of the structure #3 cell in Figure 5.1.

However, the left half of structure #3 is related to the right half via two-fold screw rotation,

rather than the simple translation it would be in a Z = 8 supercell of A2. Because structure

#3 is about 5 kJ/mol more stable than A2, it seems likely that this structure was found

preferentially in the AIRSS search.

Figure 5.1: Overlay of structure A2 (red) and #3 (blue). They two are virtually identical
in half the cell, but differ in the symmetry operations relating the other half of the cell.

5.3.3 Comparison of x-ray diffraction patterns and Raman spectra

Simulated powder x-ray diffraction (PXRD) and Raman spectra were generated

for each the 22 lowest-enthalpy candidate. Figures 5.2 and 5.3 present the complete set of

simulated spectra.
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Figure 5.2: Comparison between predicted and experimental (a) powder X-ray diffraction
pattern (λ=0.3683 Å) and (b) Raman spectrum for nitrogen phase ζ.
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Figure 5.3: Comparison between predicted and experimental (a) powder X-ray diffraction
pattern (λ=0.3683 Å) and (b) Raman for nitrogen phase ζ.
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5.3.4 Equation of state for phase ε

For comparison with phase ζ data, structure optimizations were also performed

for phase ε. The periodic planewave DFT were carried on at the same B86bPBE-XDM

level of theory at 0, 2, 4, 6, 8, 10, 15, 20, 40, 60, 80, 100, 120, and 150 GPa. Figure 5.4

compares the predicted and experimental equations of state. Similar to what was found

for the ζ phase, the DFT calculations underestimate the molar volume, especially at higher

pressures.
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Figure 5.4: Comparison of the B86bPBE-XDM predicted equation of state against experi-
mental data for nitrogen phase ε.
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5.3.5 Symmetry breaking of structure #19

To eliminate a small imaginary vibrational frequency for structure #19 found with

the MP2-based Raman frequencies in the DFT unit cell, a 1-D scan was performed along

the imaginary mode in order to find the local minima. This process discovered a new pair

of minima that lie ∼0.3 kJ/mol below the original structure. These structures result from

a symmetry breaking that lowers the symmetry from P21212 to P2. Figure 5.5 plots the

energy along this symmetry-breaking coordinate.
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Figure 5.5: At 30 GPa, structure #19 breaks symmetry slightly, relaxing from P21212 to
P2 symmetry and lowering the enthalpy by ∼0.3 kJ/mol).
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5.3.6 Structures #12 and #19 as candidates for phase κ

Given the similarity of the experimentally reported lattice constants between phase

ζ and κ, atomic coordinate of structure #12 and #19 were fitted into the experimentally

reported cells23 for phase ζ at 80 GPa and κ at 130 GPa. For orthorhombic ζ, the atomic

coordinates were fitted into the cell with lattice parameters a=6.85 Å, b=6.51 Å, c=2.58 Å.

For monoclinic κ, the atomic coordinates were fitted into the cell with lattice parameters

a=6.92 Å, b=6.20 Å, c=2.29 Å, and β = 91.8◦. The structures were then relaxed with DFT

subject to fixed lattice constants.

Structure #12 changed only slightly upon relaxation in the κ cell, with an rmsd151

of only 0.2 Å relative to the original 80 GPa structure for the 15-molecule cluster. Structure

#19 changed considerably more, and the only 8 out of 15 molecules overlapped with the

original coordinates when using distance and angle tolerances of 20% and 20◦ via Mercury’s

Packing Similarity feature102. The structure of #12 within the κ lattice parameters is shown

in Figure 5.6. CIF files for both structures #12 and #19 in the κ unit cell are provided

separately.

Comparison of the simulated and experimental x-ray diffraction patterns are shown

in Figure 5.7. While neither structure #12 nor #19 is a perfect match for the experimental

κ phase data, there are a number of similarities between #12 and experiment in particular.

These results make #12 an interesting candidate for κ nitrogen, though more experimental

data would be needed before drawing further conclusions.
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Figure 5.6: Structure #12 optimized within the experimental κ phase lattice parameters at
130 GPa.
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Figure 5.7: Comparison of the simulated powder X-ray diffraction patterns of structures
#12 and #19 before and after constraining the lattice constants to match the experimentally
reported values. All spectra employ a wavelength of λ = 0.3683 Å.
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5.3.7 Crystal energy landscape

Nearly 1,300 structures with orthorhombic space groups were generated randomly

for the AIRSS search. After initial B86bPBE-XDM relaxation at 80 GPa of external pres-

sure with the modest 3×3×3 k-point grid, about half of the random structures optimized

to network covalent/polymeric forms. Those structures were discarded from this study due

to (1) their significantly higher enthalpies compared to molecular forms at 80 GPa and (2)

because all experimental evidence suggests ζ nitrogen is a molecular phase.23,24,111,112,141

Space group symmetry was not enforced during the relaxations. Of the 636 remaining

molecular structures, 553 relaxed orthorhombic space groups. The other 83 relaxed to

monoclinic, triclinic, or tetragonal structures and were discarded. After clustering based on

crystal packing similarity, 34 unique molecular crystal structures remained. Each of these

34 structures was generated multiple times during the AIRSS search, and several of them

were generated tens of times.
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Figure 5.8: Predicted crystal energy landscape for orthorhombic molecular N2 phases at 80
GPa. Structures that have been reported in earlier structure prediction studies are shown in
orange, while candidates in blue are new structures discussed in detail below. The enthalpy
and volume for the optimized ε phase is shown for comparison, along with the reported
molar volume of phase ζ.

The crystal structures of these 34 candidates were subsequently refined with the

denser 6×6×6 k-point grid. This additional relaxation caused two more pairs of structures

to coalesce, leaving 32 unique structures. For convenience, these structures will be referred

to by number in order of increasing enthalpy, with Structure #1 being the most stable.

19 of these 32 predicted structures lie within 25 kJ/mol of Structure #1 at the B86bPBE-

XDM level of theory, as shown in the crystal energy landscape plotted in Figure 5.8. The

remaining structures have even higher relative enthalpies and seem very unlikely to occur

at this pressure experimentally. Figure 5.9 shows selected structures that will be discussed
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in detail below.

(a) PN1 (b) A1 (c) B1

(d) A2 (e) B8 (f) #12

(g) #19

Figure 5.9: Selected candidate crystal structures discussed in the text, as optimized with
DFT at 80 GPa.
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From Figure 5.8, it is clear that the higher-density structures are generally more

stable, as one expects under high external pressures. It is also notable that the DFT-

predicted structures underestimate the experimental volume by up to 4% at 80 GPa. This

volume underestimation extends across a broad pressure range, as seen from the equations

of state plotted in Figure 5.10.

However, the volume errors here do not indicate that the predicted structures are

inconsistent with experiment. Similar B86bPBE-XDM volume underestimation is seen for

the ε (Section 4 5.3.4) and λ N2 phases155 as well. That study showed how refining the

geometries with correlated wave function methods improved the agreement of the predicted

structures with the experimental molar volume, and similar results are obtained here. Fig-

ure 5.10 plots Murnaghan equations of state for three candidate structures (B8, #12, #19)

that were fitted to predictions from the same fragment-based MP2/CBS + pHF approach

used in Ref 155. Subject to the caveats noted in the Methods section about their accuracy

at high pressure, the MP2 results suggest that the candidate structures here do exhibit

molar volumes that are consistent with the experimental data for phase ζ.
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Figure 5.10: Comparison of predicted equations of state for all predicted structures against
experimental data for nitrogen phase ζ. Dashed lines correspond to the B86bPBE-XDM
predicted equations of state for all candidate structures from Figure 5.8, with the lines
for structures B8, #12 and #19 highlighted in green, blue, and red. Solid lines show the
new equation of state for the selected structures after fragment-based MP2/CBS + pHF
refinement.

The 32 unique structures generated here include several structures that were iden-

tified in previous crystal structure prediction studies of nitrogen. Structure #1 corresponds

to the 4-molecule P41212 structure found by Pickard and Needs.42 They also found it to be

the most stable structure in this pressure regime. It will be referred to as structure PN1 for

the remainder of the present work. Structure #2 matches the four-molecule Pbcn structure

of Pickard and Needs42 and what Hooper et al157 called structure A1. The search here

also found structures corresponding to Hooper et al’s two-molecule Immm B1 (#5) and

eight-molecule Pnma B8 (#9) structures.

The Z = 8 search did not discover a supercell corresponding to the A2 structure

(P212121, Z = 4) from Hooper et al. This does not reflect any fundamental problem of
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the AIRSS search algorithm: a Z = 4 search in the P212121 space group found A2 readily.

Rather, the larger Z = 8 cell used here allows the closely related but more stable structure

#3 to form instead. When compared against a Z = 8 supercell of A2, half of the structure

#3 cell is virtually identical to A2, while the other half is related via a two-fold screw

axis instead of simple translation (see Section 5.3.3). Because Structure #3 lies 5 kJ/mol

lower in energy than A2, it was presumably found preferentially in the Z = 8 search. Both

structures are included in Figure 5.8.
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Figure 5.11: Comparison between predicted and experimental lattice constants for several
known phases of nitrogen and two ζ-phase candidates. The calculation were performed
using B86bPBE-XDM with 6×6×6 k-point grid at the experimental pressure. Where ex-
perimental data was available at multiple pressures, errors are shown as computed for each
pressure. See Table 5.1 for details.
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Table 5.5: Comparison of the B86bPBE-XDM lattice constants for several predicted structures compared to the experimentally
reported values for ζ nitrogen from Ref 23. Only structures #12 and #19 exhibit lattice parameters that are similar to the
experimental ones.

Lattice PN1 A1 B1 B8 #12 #18 #19 Expt
constants P41212 Pbcn Immm Pnma P212121 Pna21 P21212 (Ref 23)

80 GPa
a (Å) 2.690 4.241 10.450 5.294 6.176 4.287 6.298 6.507
b (Å) 5.382 2.671 3.474 7.952 2.698 5.985 2.721 2.578
c (Å) 7.645 9.793 3.064 2.664 6.820 4.431 6.624 6.846

90 GPa
a (Å) 2.658 4.185 10.473 5.241 6.042 4.237 6.217 6.533
b (Å) 5.318 2.639 3.440 7.848 2.658 5.929 2.685 2.574
c (Å) 7.556 9.696 2.972 2.630 6.808 4.370 6.558 6.844
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From Figure 5.8, PN1 and A1 are considerably more stable enthalpically than

any of the other predicted structures. However, as shown in Table 5.5, none of the afore-

mentioned structures exhibit lattice parameters that are similar to the experimentally re-

ported ones.23 Looking through the complete set of structures, we find two structures, #12

(P212121) and #19 (P21212), which have lattice constants in good agreement with the

experimentally reported lattice constants. The lattice parameters for structure #19 match

experiment to within 0.2 Å, while those for #12 match within 0.3 Å. Figure 5.11 com-

pares the errors between the predicted and experimental lattice constants for several other

known N2 phases computed with the same DFT method. This figure shows that the lattice

constant agreement for Structures #12 and #19 relative to experiment is consistent with

what is found for other high-pressure phases like ε, λ, and ι. The space groups of these two

structures also match space groups that were originally suggested for ζ nitrogen,111 even if

subsequent work identified an alternative space group.23 None of the other candidate struc-

tures generated in the search here appear viable based on lattice constants (See Section

2).

While the lattice constant agreement for structures #12 and #19 is encouraging,

their enthalpies lie 15 and 21 kJ/mol higher than structure 1, respectively. For crystalliza-

tion from solution at ambient conditions, the typical energy window for polymorphism is

∼10 kJ/mol,136 and structures lying more than 10 kJ/mol above the most stable structures

are deemed unlikely to crystallize experimentally.162 The kinetics of high-pressure solid-

state phase transitions differ considerably from those of solution-phase crystallizations and

can depend on the sample history, but crystal forms lying far outside the 10 kJ/mol win-
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dow would still seem unlikely to occur experimentally. The stabilities of various candidate

structures will be discussed in more detail below.
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Figure 5.12: (a) Simulated powder x-ray diffraction patterns at 80 GPa (λ = 0.3683 Å) and
(b) predicted Raman spectra at 30 GPa for selected candidate structures, compared against
the experimental data for ζ N2.

23,24 See Section 5.3.3 for the complete set of simulated
spectra.
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5.3.8 Simulated x-ray diffraction and Raman spectra

Unit cell representations are not unique, and simple comparison of lattice pa-

rameters may not be sufficient to determine crystal structure similarity. Accordingly, the

simulated and experimental powder X-ray diffraction (PXRD) patterns are compared for

all candidate structures shown in the crystal energy landscape (Figure 5.8). Selected ex-

amples are shown in Figure 5.12a; all others can be found in Section 5.3.3. The simulated

diffraction patterns for PN1 and B1 clearly differ significantly from experiment, as do many

of the other ones shown in SI. Structures A1, B8, #12, #18, and #19 exhibit some PXRD

features in common with experiment with regard to peak position and, to a lesser extent,

peak intensity, though none is a clear match. The PXRD comparison is complicated by

the fact that experimentally observed peak intensities can be problematic and sometimes

depend on sample history in high-pressure molecular systems like ζ N2.

Further insight is gained by simulating Raman spectra for the candidate struc-

tures and comparing them against the low-temperature (32 K) experimental spectrum at

30 GPa.24 Selected species are shown in Figure 5.12b; all others can be found in the Sec-

tion 5.3.3. The DFT underestimation of the molar volumes inhibits intermolecular vibra-

tions and tends to shift the lattice phonon modes toward higher frequencies. For compari-

son, consider phase ε. Similar to the ζ-phase candidate structures here, the molar volume

of phase ε is underestimated across the pressure range (Section 5.3.4), and this leads to

considerable blue shift in the predicted Raman spectrum. Testing in smaller unit cells sug-

gests that the small MP2/aug-cc-pVDZ basis set used in computing the frequencies also

contributes to the frequencies being overestimated. Using the structure predicted at 20
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GPa instead of 30 GPa increases the molar volume and shifts the Raman spectrum toward

the red, improving the agreement between the predicted peaks and experimental Raman

spectra considerably (Figure 5.13a).
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Figure 5.13: (a) Reducing the pressure used to compute the predicted spectrum to 20
GPa improves the agreement between theory and experiment considerably for the known ε
phase. (b) Comparison of the 20 GPa spectra predicted for structures B8 and #19 against
the unknown ζ phase spectrum at 30 GPa. Experimental spectra at 293 K for ε and 32 K
for ζ taken from Ref 24.

For the ζ phase candidates, the vast majority of the predicted structures exhibit

Raman spectra that are clearly inconsistent with the experimental spectrum, even if one

similarly corrects for the artificial blue shift. Structures such as PN1, A1, B1, and A2

exhibit far fewer Raman-active modes than the experimental spectrum, making them poor

candidates for phase ζ. Structure #12 has more Raman-active modes than those others,

though the peaks are shifted much too far to the blue and would lack any significant Raman
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activity below 200 cm−1 even after applying a red shift.

Only three of the structures considered here show plausible resemblance to the

experimental Raman spectrum: B8, #18, and #19. Structure #18 has several peaks in

excellent agreement with experiment, such as the trio of peaks just above 300 cm−1 and

the high-intensity modes around 450 cm−1 (Figure 5.12b). On the other hand, it lacks the

higher-intensity mode(s) around 225 cm−1. Red-shifting the structure #18 spectrum using

the 20 GPa structure would only reduce agreement further.

The Raman spectra of both B8 and #19 appear shifted too far to the blue, but

using the spectrum predicted at 20 GPa instead of 30 GPa improves the agreement with

experiment in both cases (Figure 5.13b). The shifted B8 spectrum exhibits excellent agree-

ment with the higher-frequency end of the experimental spectrum, particularly above 300

cm−1. On the other hand, it exhibits little appreciable Raman activity in the ∼100–200

cm−1 region, in clear contrast to the experimental spectrum.

The shifted spectrum for Structure #19 exhibits some agreement with experiment

(Figure 5.13b), including the pair peaks around 100 cm−1 in the experiment that appear

near 150 cm−1 in the predicted spectrum, plus a high density of peaks in the ∼300–400

cm−1 region. However, structure #19 exhibits clear disagreements in other portions of the

spectrum, even after the red shift. Interestingly, the P21212 Structure #19 initially had one

imaginary phonon frequency after fragment-based MP2 geometry optimization. Further

relaxing the structure along this imaginary coordinate lowers the symmetry to P2 and

stabilizes the structure by 0.3 kJ/mol (See Section 5.3.5). This shallow double-well potential

could introduce appreciable anharmonicity into the phonon modes that is not accounted for
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here. While the monoclinic P2 symmetry is inconsistent with the experimentally inferred

space groups, the barrier is so low that the two structures could readily interconvert (or

ground state might even lie above the barrier between the two P2 states), meaning that

system could adopt the P21212 structure on average.
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Figure 5.14: Comparison of the simulated powder X-ray diffraction patterns of structures
#12 and #19 before and after constraining the lattice constants to match the experimentally
reported values. All spectra employ a wavelength of λ = 0.3683 Å.

Given the apparent promise of structures #12 (based on lattice parameters) and

#19 (lattice constants, space group, PXRD, and Raman), we examine the impact of con-

straining the lattice constants of those structures to equal the experimental lattice constants

reported at 80 GPa and then relaxing the atomic positions. Figure 5.14 shows that con-
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straining the lattice constants in this manner improves the agreement with the experimental

peak positions considerably, as one would expect, though the intensity patterns still differ

somewhat (especially for the experimental peak near 11.5◦). Of the two structures, Struc-

ture #19 gives the closer match for the experimental PXRD spectrum.

As an aside, we note that the structure of κ nitrogen is also unknown, but prelim-

inary fitting to the experimental diffraction data at 130 GPa suggested a monoclinic cell

with lattice parameters a=6.92 Å, b=6.20 Å, c=2.29 Å, and β = 91.8◦.23 Because these

values are also quite similar to the constants predicted for structures #12 and #19, anal-

ogous constrained optimizations were performed on these two structures with the κ lattice

parameters at 130 GPa. As described in Section 5.3.6 placing structure #12 in the exper-

imentally reported κ lattice parameters and relaxing it altered the structure only slightly

and produced a simulated x-ray diffraction pattern with some similarities to the experi-

mental data. More experimental data would be helpful to assess the structure further, but

structure #12 could be worth pursuing for phase κ as well.

5.3.9 Predicted enthalpies

Finally, the pressure-dependent stabilities of these candidate phases relative to

several experimentally known phases are considered. Experimentally, the ζ phase is formed

by compressing ε N2 above ∼60 GPa at room temperature, or at 25 GPa at low tem-

peratures.23,24,111,112,156 Around 110–130 GPa and 2000 K, ζ nitrogen transforms to the

polymeric cubic gauche (cg) phase.150? ? The λ phase18 has proved more difficult to form

kinetically, but it overlaps with ε, ζ and several other phases and is believed to be more

stable than many of those throughout much of the lower-pressure regions of the phase
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Figure 5.15: DFT enthalpies versus pressure for the predicted candidate structures and
several experimentally known phases. Colored lines correspond to the key structures; dashed
gray lines correspond to other predicted structures from the CSP landscape which are not
discussed in detail.

Figure 5.15 compares the B86bPBE-XDM enthalpies of the candidate structures

predicted here and several experimental phases relative to phase ε. These enthalpies lack the

vibrational free energy contributions that impact phase stability, but they can still provide

helpful insights into the stability regimes of the different phases. Typical vibrational free

energy contributions to polymorph energy differences rarely exceed 2 kJ/mol for organic

crystals at ambient conditions, for example.136

Several features are notable in Figure 5.15. First, λ is indeed found to be more

stable than ε throughout for all pressures considered here. Moreover, structures A1 and

PN1 are also more stable than the ε phase over the 10–120 GPa range, and they become
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increasingly stabilized at higher pressures. So while A1 and PN1 are not experimentally

known and are spectroscopically inconsistent with ζ nitrogen, their excellent stability raises

the prospect that they might be realized experimentally in the future.

Second, the polymeric cg phase becomes more stable than ε around 60 GPa. This

predicted transition pressure is consistent with earlier theoretical studies,42,116,137? ? ,138 but

it is inconsistent with the experimental transition happening around ∼110–130 GPa.150? ?

This discrepancy likely arises from a mixture of factors: (1) The entropic effects neglected

here stabilize the molecular phases considerably (the entropic difference between molec-

ular and non-molecular phases can be much larger than between two different molecular

phases).116 Their inclusion would likely shift the predicted thermodynamic transition point

to somewhat higher pressures. (2) The experimentally observed transition temperature and

pressure likely reflect the conditions necessary to overcome the kinetic activation barrier, as

evidenced by the fact that the transition pressure varies with the heating method.150? ?

Third, Structures #12, #18, and #19 become increasingly less stable relative to

ε nitrogen as the pressure is increased to 120 GPa (though the slope of the enthalpy curve

suggests that Structure #19 might begin stabilizing relative to ε shortly beyond 120 GPa).

If one of those structures did correspond to the ζ phase, there would not be any obvious

thermodynamic preference to drive the ε→ ζ transition near the 25–60 GPa experimental

phase transition pressures (depending on temperature). It seems unlikely that the neglected

vibrational free energy effects would dramatically reduce the stability difference.

Fourth, B1, A2, and B8 are the only candidates discussed above which become

more stable than ε at high pressures. For B1, this occurs around 70 GPa, while for A2
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and B8 it occurs just before 120 GPa. These latter two transitions occur well after the

regime where cg becomes thermodynamically preferred, though again, that may not be a

problem if the experimental transition to the cg phase is kinetically controlled. On the other

hand, they also occur well after the experimental ε → ζ transition. However, stabilizing

those forms by ∼2–3 kJ/mol relative to ε would be sufficient to bring the predicted ε → ζ

transition back to the appropriate pressure regime. That amount is plausibly within the

errors one might expect from the combination of GGA-type DFT functionals and neglecting

entropic contributions.

Given all these results, what is the structure of ζ nitrogen? Several of the struc-

tures considered here exhibit features that might make them viable candidates. At the

same time, each displays some inconsistencies versus experiment that argue against that

candidate being the correct structure. PN1 and A1 are clearly the most stable structures

identified here (and in previous work), and they have not been ascribed to any experimental

phase. However, their spectroscopic properties are clearly inconsistent with experimental

observations for the ζ phase. Structures B1 and A2 similarly fail to reproduce the spec-

troscopic observations. Structure #12 agrees well with the experimental lattice constants,

though its Raman spectrum in particular appears to be a poor match for experiment. It

is also considerably less stable than ε nitrogen. Structure #18 has some Raman features

that are consistent with experiment, but the powder X-ray diffraction spectrum and poor

stability argue against it. None of these structures appears to be an appropriate candidate.

Structures B8 and #19 are the best two candidates considered here. Both exhibit

plausible simulated X-ray diffraction data and share several features in common with the
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experimental Raman spectrum (though they each exhibit discrepancies with the Raman

spectrum as well). The lattice constants for Structure #19 are in good agreement with ex-

periment, and its P21212 symmetry matches one of space groups suggested in earlier work

on the ζ phase.111 On the other hand, the enthalpy of #19 is far higher than one expects for

a viable structure. Even if entropy stabilizes structure #19 relative to the ε phase, it would

likely be too small of a contribution to achieve a phase transition in the relevant pressure

regime. B8 is considerably more stable than #19 and even eventually becomes more stable

than ε at high pressure, though the predicted transition pressure appears to be unrealisti-

cally high. Accepting the B8 structure would also require an alternative explanation for the

low-frequency Raman bands in the ∼100–200 cm−1 region that are absent in its simulated

spectrum.

5.4 Conclusions

The AIRSS crystal structure prediction approach was employed to search for crys-

tal structures that are consistent with the experimentally reported structural and spectro-

scopic data for the ζ phase of nitrogen. The structure search did not definitively identify

the structure of the ζ phase, but candidates such as PN1, A1, A2, and B1 that have been

suggested previously and a number of new structures predicted here can be ruled out based

on their spectroscopic properties. The most promising candidates examined here are B8

and #19, though neither gives a perfect match for the experimentally observed properties.

On the other hand, perhaps these two candidates would provide promising starting points

for refining the experimental x-ray diffraction data. That strategy proved helpful in solving
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the structure of λ nitrogen, for example.18 The possible connection between structure #12

and the κ phase of nitrogen was also raised, though too little experimental data is available

to draw firm conclusions.

If none of these candidates can account for the entire body of experimental evi-

dence, then what is the true ζ structure? After multiple independent structure prediction

searches in the literature, it seems unlikely that there exists another low-energy orthorhom-

bic structure with Z ≤ 8 that has been missed. The possibility of an incorrect interpretation

of the experimental diffraction data cannot be ruled out, though that data too has already

been examined in a number of studies.23,111,112 Despite reaching no definitive structural

determination for phase ζ, the ability to rule out a number of proposed candidates here

demonstrates once again how using the combination of crystal structure prediction and

simulated spectroscopy is far more powerful than pure crystal structure prediction alone.
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Chapter 6

Conclusions

In this dissertation, we presented the computational approach to study high-

pressure polymorphs by combining crystal structure prediction with spectroscopy. We

demonstrated its usefulness to solve chemical problems for solid carbon dioxide and nitrogen.

HMBI provided high-accuracy for energy and able to accurately reproduce experimentally

observed structural, mechanical, and spectroscopic properties for number of known-phase

polymorphs . With distinct spectroscopic characterization, we were able to suggestion that

carbon dioxide phase III and VII are identical. HMBI can also be used for energy ranking

as it could search and confirmed crystal structure of nitrogen phase λ. For phase ζ, we were

able to eliminate some candidate structures and propose new ones, which could help lead

to the eventual discovery of the true structure.

On the methodological side, HMBI is a valuable tool to study crystal structures,

but there is room to improve its robustness. First, we have many-body treatment issues for

structure refinement approach. The structure refinement accelerates structural prediction
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However, the many-body treatment wasn’t accurate enough to describe across pressure

range resulting in inaccuracy of prediction at high pressure regime. The AMOEBA many-

body treatment was typically parameterized at ambient pressure and wasn’t able to give

correct interaction description at high pressure. On the other hand, all ab initio method

could be independent to external pressure. DFT with dispersion correction appeared to

overbind lattice energy leading to under predict crystal volume at high pressure. Periodic-

HF gave the best prediction but we could not converge the self-consistent field equations

in large basis sets at high pressure. Thus, the periodic HF many-body treatment in this

work was performed by extrapolation of the enthalpy-volume curves toward high pressures,

instead of interpolation. The identification of large basis sets with better convergence at

high pressures is needed to improve accuracy.

Second, we need faster Raman prediction. With faster Raman prediction, it may be

practical to perform Raman simulation to assist crystal structure prediction for pharmaceu-

tical molecules. Raman intensities are obtained from derivatives of the polarizability tensor.

The polarizability derivative calculation is performed via analytical approach. Computing

time could be reduced by implementing machine learning scheme to acquire this derivative.

Lastly, anharmonicity can be implemented to HMBI to improve spectroscopy analysis. We

found a symmetry breaking issue with the key structures during crystal structure predic-

tion for phase ζ nitrogen. The inability to access anharmonicity precisely may cloud the

judgement regard to spectroscopy analysis. With this improvement, we could revisit the

crystal structure search for nitrogen phase ζ.

For the future work, we should search for crystal structure of solid nitrogen phase κ
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and θ. These structures remain unresolved experimentally, and theory could help. However,

more experimental spectroscopic data would facilitate this process. We should also continue

explore small molecular crystals including H2, He, H2O, CH4, and such. These fundamen-

tal crystals are important in astronomy, biology, and environmental science. Their phase

diagrams are rich and complex. With nature of the compound, they are hard to study in

their solid form experimentally.163 Majority of work that been done computationally were

employed using DFT, which may lack the most important long-range interactions for these

molecular systems. For example, hydrogen is the most abundant molecule in the universe.

Four experimentally well-established phases including phase I, II, III, and IV. Despite DFT

crystal structure search, crystal structures of phases II and III are unknown. Next, we could

study flexible molecules by performing crystal structure prediction aiding by Raman spec-

tra analysis. Molecules as flexible as Dalcetrapib, with 10 torsional degree of freedom, are

most likely to have competitive crystal energy landscape.38 Ideally, fast Raman prediction

is needed to make the narrow down candidate more efficient. It could help targeting crystal

structure for pharmaceutical molecule where the energy ranking are ambiguous.
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[28] José A Flores-Livas, Lilia Boeri, Antonio Sanna, Gianni Profeta, Ryotaro Arita, and
Mikhail Eremets. A perspective on conventional high-temperature superconductors
at high pressure: Methods and materials. Physics Reports, 856:1–78, 2020. ISSN
0370-1573. doi: https://doi.org/10.1016/j.physrep.2020.02.003. URL http://www.

sciencedirect.com/science/article/pii/S0370157320300363.

[29] Nobuhiko Takeichi, Hiroshi Senoh, Tomoyuki Yokota, Hidekazu Tsuruta, Kenjiro
Hamada, Hiroyuki T Takeshita, Hideaki Tanaka, Tetsu Kiyobayashi, Toshio Takano,
and Nobuhiro Kuriyama. “Hybrid hydrogen storage vessel”, a novel high-pressure
hydrogen storage vessel combined with hydrogen storage material. International
Journal of Hydrogen Energy, 28(10):1121–1129, 2003. ISSN 0360-3199. doi: https:
//doi.org/10.1016/S0360-3199(02)00216-1. URL http://www.sciencedirect.com/

science/article/pii/S0360319902002161.

[30] Hirotomo Nishihara, Peng-Xiang Hou, Li-Xiang Li, Masashi Ito, Makoto Uchiyama,
Tomohiro Kaburagi, Ami Ikura, Junji Katamura, Takayuki Kawarada, Kazuhiko
Mizuuchi, and Takashi Kyotani. High-Pressure Hydrogen Storage in Zeolite-
Templated Carbon. The Journal of Physical Chemistry C, 113(8):3189–3196, feb
2009. ISSN 1932-7447. doi: 10.1021/jp808890x. URL https://doi.org/10.1021/

jp808890x.

[31] Yury Gogotsi, Cristelle Portet, Sebastian Osswald, Jason M Simmons, Taner
Yildirim, Giovanna Laudisio, and John E Fischer. Importance of pore size in high-
pressure hydrogen storage by porous carbons. International Journal of Hydrogen
Energy, 34(15):6314–6319, 2009. ISSN 0360-3199. doi: https://doi.org/10.1016/
j.ijhydene.2009.05.073. URL http://www.sciencedirect.com/science/article/

pii/S0360319909008015.

[32] Jinyang Zheng, Xianxin Liu, Ping Xu, Pengfei Liu, Yongzhi Zhao, and Jian Yang.
Development of high pressure gaseous hydrogen storage technologies. Interna-
tional Journal of Hydrogen Energy, 37(1):1048–1057, 2012. ISSN 0360-3199. doi:
https://doi.org/10.1016/j.ijhydene.2011.02.125. URL http://www.sciencedirect.

com/science/article/pii/S0360319911005283.

[33] F J Manjón, R Vilaplana, O Gomis, E Pérez-González, D Santamaŕıa-Pérez, V Maŕın-
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