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Abstract

The study of reactions and molecules involved in the formation of prebiotic

molecules

Through my time in graduate school, I have worked on three di↵erent gas phase spec-

troscopy research projects, performed on three unique and di↵erent apparatuses, all with

astronomical relevance. At the center of these projects is the question, how life came

to be on Earth. My research aims to help answer this question by studying reactions

and molecules involved in the formation of complex organic molecules (COMs), which are

thought to have been involved in the prebiotic/biotic chemistry on Earth and provided

much of the organic material in the solar system.

To learn about the formation of COMs, it is necessary to learn about the formation

of small molecules that may have played a role in the formation of COMs (project 1),

be able to detect these molecules using radio telescopes (project 2), and learn about the

environments where they are found (project 3).

Small molecules, such as CO, which may have played a role in the formation of COMs,

are thought to have formed in the interstellar medium (ISM) through ion-molecule reac-

tions since these reactions are barrierless and exothermic. To better understand these

reactions, my first project was to study 2 ion-molecule reactions. Specifically, I studied

the chemical reactivity of vanadium cations with methane and with water as a function

of the quantum spin-orbit electronic state of the vanadium cation as well as a function of

the center of mass collision energy. The vanadium cation, which is a relevant example for

understanding ion reactions in general, was prepared into thirteen electronic states. The

vanadium was ionized by two-color vis-UV lasers and prepared into the desired quantum

spin-orbit electronic state through a pulsed field ionization-photoion process, then passed

through two quadrupoles and two octupoles into the reaction chamber filled with either

methane or water, and the formed products were detected by a modified mass spectrom-

eter. From this, the reaction channels at di↵erent center of mass collision energies were
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determined. The triplet state was shown to be more reactive than the quintet states for

both methane and water, while the J-state was found to have no influence on reactivity.

While ion-molecule reactions are able to form small molecules found in the ISM, they

have not been able to form larger molecules such as COMs. A proposed reaction pathway

to form COMs is through radical-neutral and radical-radical reactions occurring on icy

grain mantels in space. In order to predict what reactions may occur in space, it is

necessary to know what radicals and other molecules may be in the ISM. Radio telescopes,

such as the Atacama Large Millimeter Array (ALMA), can detect the rotational spectra

of molecules in space, but without a database to compare to, few complex radicals have

been identified. To obtain the rovibrational spectra of radicals thought to be in the ISM,

as my next project, I designed a technique and instrument that combines cavity-enhanced

frequency modulation spectroscopy with an alternating current magnetic field generated

by a solenoid. This produced a sensitive, radical-selective, and Doppler-free technique

that can measure rovibrational transitions of radicals with an accuracy and precision of

better than 1 MHz. This technique has been named Noise Immune Cavity Enhanced

Optical Heterodyne Zeeman Modulation Spectroscopy (NICE-OHZMS).

Since it is proposed that COMs may form on icy mantles of dust grains, my final project

looked at how molecules in the icy mantles, specifically water, may a↵ect the reactivity

and ionization energy of molecules embedded in these icy mantles. Complex organic

molecules, such as alcohols, are thought to freeze onto these icy mantles surrounding dust

grains where vacuum ultraviolet (VUV) light in the ISM can photoionize these molecules,

forming radical cations that may be involved in the production of precursors to life. To

better understand how water may a↵ect ethylene glycol, which has been detected in

the ISM and may embed onto these icy mantles, the fundamental interactions between

ethylene glycol and water were investigated by studying ethylene glycol water clusters.

As a comparison with ethylene glycol, two other diol water cluster systems were studied,

specifically, 1,2-propylene glycol water clusters and 1,3-propylene glycol water clusters.

The experiments were performed by forming a supsersonic molecular beam of water and

the diol of interest, ionizing this with tunable vacuum ultraviolet radiation from the
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Advanced Light Source synchrotron, and detecting the ionized clusters using reflectron

time of flight mass spectrometry. The ionizing radiation was scanned over a range of

photon energies so as to provide information about the formed clusters at these photon

energies and, from this, determine the appearance energy of the clusters. Clusters of both

diol fragments along with unfragmented diols with water were detected and some have

been visualized theoretically. It was found that the addition of the methyl group and the

location of the methyl group a↵ected the energy needed to form fragment clusters. Using

theory, for certain clusters ionization energies and appearance energies were calculated.

Through these three projects, I have had the opportunity to perform both theory

calculations and experiments and learn about di↵erent instruments while making a small

contribution to the pursuit of how life came to be on Earth.
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Chapter 1

Background

What is the origin of life? The pursuit of answering this fundamental question has led to a

host of di↵erent types of research in a multitude of environments ranging from seemingly

inhospitable environments on Earth all the way to the interstellar medium (ISM). The

interstellar medium is a rich and diverse environment containing both atomic gas and

molecules. These molecules range from ions to neutral molecules to radicals, which are

species with an unpaired electron.

These molecules, in the ISM, can be identified via radio astronomical observations from

radio telescopes. Radio telescopes, as their name implies, are telescopes that detect radio

waves. The incoming wave is detected by several parabolic antennas acting together as one

telescope, resulting in the ability to observe very weak signals. This signal is then amplified

and recorded. One such radio telescope is the Atacama Large Millimeter/submillimeter

Array (ALMA), located in the desert in Chile and composed of 66 antennas working

together. ALMA is able to detect waves spanning between radio and infrared due to

being located at the most arid desert with the clearest skies and at high altitude [5].

Figure 1.1. An image of the Atacama Large Millimeter/submillimeter Array (ALMA)
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One important class of molecules detected by these radio telescopes are carbon contain-

ing molecules with at least six or more atoms referred to as complex organic molecules

(COMs). These molecules may have contributed to the prebiotic/biotic chemistry on

Earth and are thought to have provided much of the organic material in the solar system.

One such molecule is glycolaldehyde (CH2(OH)(CHO)), which has been detected near

class 0 protostellar binary source IRAS 16293-2422, and near Galactic Center source Sgr

B2(N) as well as near other hot cores. While no amino acids have been detected in the

ISM, they have been found on meteorites and comets [6]. By understanding the formation

of COMs, the formation of the solar system and answers to the origin of life can be better

understood.

To learn about the formation of COMs, it is necessary to understand the molecules

involved in the reactions producing COMs as well as to learn about how other molecules

in the environment a↵ect these reactions. The formation of small molecules such as

CO and H2O in the abundances found in dense molecular clouds has been accomplished

through gas phase ion molecule reactions [7]. Many of these reactions are barrierless and

exothermic and so could occur in the cold conditions of the ISM. These ion-molecule

reactions alone would not be able to form complex organic molecules.

One theorized formation mechanism of COMs is through radical-neutral and radical-

radical reactions occurring between molecules embedded onto the surface of icy grain

mantles which form around dust grains [8]. Along with water, these icy mantles contain

molecules such as CO2 and CH4, which when clustered around embedded molecules may

a↵ect their reactivity and ability to form COMs. Some dust grains reside in dark clouds

and prestellar cores where the temperature is as low as 10K. In this case, hydrogen atoms

in the grain are the most mobile species and so very likely to be involved in reactions

with atoms, such as O, C, and N, or simple molecules, such as CO, that absorb onto

the grain. Molecules formed through these reactions may undergo cosmic ray induced

UV photolysis forming radicals which then further react. These processes can be better

understand through cluster experiments involving the species in the icy mantles, some of

which have been preformed and are discussed in this thesis.
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One proposed COM formation nondi↵usive reaction mechanism involves the reaction

of newly formed radicals with nearby species on dust grains. This proposed reaction

mechanism predicts the production of species in the rough abundance for which they

have been detected in the gas phase. The formation of the radical produces enough

energy to overcome the activation barrier needed for reaction with a stable species. Using

this model, the reaction for the oxygen containing COMs acetaldehyde, methyl formate,

and dimethyl ether has been predicted as shown in the reactions below, where * indicates

an excited species [6].

Acetaldehyde:

H + CH2 �! CH⇤
3

CH⇤
3 + CO �! CH3CO

H + CH3CO �! CH3CHO

Methyl Formate:

H +H2CO �! CH3O
⇤

CH3O
⇤ + CO �! CH3OCO

H + CH3OCO �! CH3OCHO

Dimethyl Ether:

H + CH2 �! CH⇤
3

CH⇤
3 +H2CO �! CH3OCH2

H + CH3OCH2 �! CH3OCH3

All three of the above COMs have been detected in presterllar cores including L1689B,

L1544, and B1-b and in the cold outer envelopes of protostars [6].

In order to propose possible COM reactions, it is necessary to know what molecules

exist in the ISM. This requires two things. Firstly that a radio telescope can detect
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the signal from the radical or neutral molecule, and secondly that there is a database

containing an expansive collection of laboratory rotational spectra of radical and neutral

molecules. To date, of the molecules detected and identified, roughly 30% are radicals

[9], and of these detected radicals all are either linear carbon chains or contain fewer than

6 atoms. This lack of detection of complex radicals is likely due to a lack of laboratory

spectra, making their identification especially challenging. It is possible to determine the

rotational spectra directly using microwave spectroscopy or indirectly from the rotational

fine structure in the vibrational bands of the molecule using rovibrational spectroscopy,

but these spectroscopy methods have severe limitations. To solve this problem, a new lab-

oratory technique for wideband indirect rotational spectroscopy has been created which

will allow for the determination of accurate rest frequencies of the transitions of complex

radicals within the detection bands of the radio telescope ALMA, allowing for their de-

tection. With the knowledge of what molecules are in the ISM, cluster experiments on

these molecules can be performed giving insights into the formation processes of COMs.

This thesis covers three general projects that aim to fill some of the gaps mentioned

above and ultimately shed some light on the formation of life using various spectroscopic

techniques. The first project performed utilized a visible-ultraviolet laser pulsed field

ionization photoion detection method to perform two ion molecule reactions, discussed in

detail in chapter 2. While these two ion molecule reactions may not be of direct astro-

nomical interest, the general findings of these may be applicable to astrochemistry. The

next project introduces a new technique, referred to as Noise Immune Cavity Enhanced

Optical Heterodyne Zeeman Modulation Spectroscopy (NICE-OHZMS), and discusses the

early trouble shooting involved in getting this technique set up. This technique is being

realized by adding Zeeman modulation to an existing mid-infrared sub-Doppler spectrom-

eter producing a radical-selective, Doppler free spectrometer. This is covered in chapters

3 through 5. The final project, covered in chapter 6, looks at the photoionization by

synchrotron vacuum ultraviolet light of gas phase clusters of alcohols and water to learn

how water in the icy mantles surrounding dust grains alters the reactivity of embedded

alcohols. The three alcohols examined are 1,2-propylene glycol, 1,3-propylene glycol, and
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ethylene glycol. The findings are contrasted with an earlier investigation studying the

photoionization of glycerol water clusters.

5



Chapter 2

Ion Molecule Work

2.1 Introduction

As was discussed briefly in the introduction chapter, ion-molecule reactions may be in-

volved in the formation of small molecules in the ISM due to these reactions typically

being barrierless and exothermic. These reactions also play a role in catalysis [10], water

splitting [11] and other energy and environmental fields.

To make a contribution to the understanding of these reactions, two such reactions

were performed between vanadium cations and two small neutral molecules, water and

methane. The vanadium cation was prepared into the following quantum spin-orbit elec-

tronic states: V +[a5DJ(J = 0, 2)], V +[a5FJ(J = 1, 2)], V +[a3FJ(J = 2, 3)]. Through

these reactions, the absolute integral cross section for the reaction was determined as

a function of the center of mass collision energy as well as the electronic state of the

vanadium cation.

Methane is an important molecule both on Earth and in space. In space, it is found

on Mars and Titan and is an important carbon containing ice in comets and interstellar

space [12]. On Earth, it is the most widespread alkane, is a major green-house gas [13],

and is an intermediate in the production of methylene radical, methanol, and H2 [14].

The current process for methane activation and reaction to other hydrocarbons is via the

Fischer-Tropsch process [14] which is expensive and energy intensive. New, less expensive

and energy intensive pathways for methane activation are desired and could be applied to
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larger hydrocarbons. Transition metals have been shown to e�ciently break the C-C and

C-H bonds of alkanes [15] making these useful for alkane activation. Cross sections and

reaction pathways for vanadium cation methane ion-molecule reactions have been studied

previously by the Armentrout group [16], but the electronic state of the vanadium cation

was unknown. Through our experiments, the activation of methane as a function of spin

orbit electronic state of the vanadium cation can be better understood. Building o↵ of

these results, better activation pathways for both methane and larger alkanes can be

developed.

Another important molecule is H2, which is an ideal energy carrier. Current production

of H2 is through water splitting, but this is costly as it uses trace-metal catalysts. Using

non-trace metals, such as transition metals, would provide a lower cost method for this

production [17]. By reacting water with vanadium cation prepared into a specific spin

orbit electronic state, the e↵ect the state the cation has upon the reactivity water can be

better understood and this knowledge can be applied to producing better catalysts.

The instrument used for these ion-molecule reactions as well as the results of these

reactions are discussed in this chapter.

2.1.1 Ion-Molecule Instrument

A schematic of the ion-molecule instrument is shown in figure 2.1. The instrument, which

Figure 2.1. A schematic of the ion-molecule instrument used to determine the absolute
integral reaction cross sections for the reactions between vanadium cation and the small
neutral molecules water and methane.

will be analyzed from right to left following the direction of molecular beam travel, begins

with the laser ablation source. Here, a plasma of neutral and charged vanadium atoms are

generated through ablation of a vanadium metal rod by the second harmonic (532 nm) of a
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pulsed Nd:YAG laser. These vanadium atoms are seeded into a pulsed supersonic Helium

molecular beam moving through the instrument. At this point only neutral vanadium

cations are desired, these will later be ionized into a set spin orbit quantum state, and so

the charged vanadium atoms are removed by a DC electric field. The neutral vanadium

molecular beam enters the photoexcitation region, which is the region containing ion

lenses, shown in figure 2.2. In this region the neutral vanadium is excited into the desired

Figure 2.2. A schematic of the photoexcitation region showing the three key ion lenses,
E1, I1, I2, and the ions formed, unwanted prompt ions and the desired pulsed field
ionization photo ions (PFI-PI).

spin orbit state and then ionized. This process begins with excitation by a visible laser,

!1, followed by excitation by a UV laser, !2, into a high-n (n � 60) Rydberg state, as

outlined in figure 2.3. Both laser beams are produced by dye lasers which are pumped by

Figure 2.3. A schematic of the laser excitation of neutral Vanadium into the selected
spin orbit states. !1 is the visible laser and !2 is the UV laser.
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pulsed Nd:YAG lasers. Through this excitation process, some of the Vanadium atoms are

ionized without state selection, referred to as prompt ions. To separate these ions from

the neutral excited vanadium atoms, a 2.0 eV pulsed electric field is applied to ion lens,

E1, for 2 µs. This electric field retards the prompt ions thereby creating separate clumps

of neutral excited vanadium atoms followed by charged ions. 10 ns after turning o↵ the

electric field from E1 a second 41.7 eV pulsed electric field is applied for 0.75 µs to ion lens

I1. This electric field pulsed-field ionizes the excited neutral vanadium atoms producing

electronic state selected vanadium cations in the following quantum spin-orbit coupled

J states V +[a5DJ(J = 0, 2)], V +[a5FJ(J = 1, 2)], V +[a3FJ(J = 2, 3)]. The duration of

this electric field is determined by the amount of time it takes for the ions to leave the

photoexcitation (PEX) region. The electric field must be turned o↵ before these ions

leave the PEX region so that all state selected ions have the same kinetic energy. The

prompt ions have a lower kinetic energy than the state selected ions, due to the first

electric field, and so lag behind the state selected ions. By applying a small positive

DC voltage to ion lens I2 after the state selected ions have passed through this ion lens,

the prompt ions are removed from the molecular beam. Now only spin orbit electronic

state selected vanadium cations, moving with a specific laboratory kinetic energy (Elab),

and helium atoms are contained in the molecular beam. This beam is directed through

the quadrupole mass filter, which acts as an ion focusing lens, into the MCP detector,

which basically acts as another quadrupole, through the radio frequency octopole ion

guide which contains the reaction gas cell filled with the neutral molecule of interest,

either water or methane. The typical pressure of the neutral molecules inside the gas cell

is 2.0x10�4 Torr and is monitored by an MKS Baratron. The laboratory kinetic energy

is converted into center of mass collision energy (ECM) using equation (2.1)

ECM = Elab[
M

m+ +M
] (2.1)

where M is the mass of the neutral molecule and m+ is the mass of the vanadium cation.

All reactions are performed in the center of mass collision energy range 0.1 - 10.0 eV. The

products from the reaction gas cell are directed through another quadrupole mass filter

and directed to an ion detection system composed of a modified Daly Type Ion Detector.
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This detector has been modified by replacing the photomultiplier-scintillation assembly

with a dual set of microchannel plate ion detectors. From this, the absolute integral

reaction cross sections, �, were determined by comparing the intensities of the reactant

vanadium cation with those of the products using a thin target ion-neutral scattering

scheme, as shown in equation (2.2),

� =
kT

P l
ln(

I + i

I
) (2.2)

where k is the Boltzmann constant, T is temperature in Kelvin, P is the pressure of the

neutral reactant in the gas cell, l is the length of the gas cell, I is the intensity of the

reactant vanadium cation, and i is the intensity of the product.

2.1.2 Vanadium Cation plus Water Results

For the reactions between state selected vanadium cations and neutral water molecules

three product channels were observed for each vanadium reactant state and are V O++H2,

V H+ + OH, and V OH+ +H, resulting in a total of nine reactions. These reactions are

shown in equations (2.3) through (2.11) accompanied by the threshold energies of reaction

(ET ) for some of the reactions.

V +(a3FJ) +H2O �! V O+ +H2, ET = �2.0± 0.1 eV (2.3)

V +(a5FJ) +H2O �! V O+ +H2, ET = �1.2± 0.1 eV (2.4)

V +(a5DJ) +H2O �! V O+ +H2, ET = �0.9± 0.1 eV (2.5)

V +(a3FJ) +H2O �! V H+ +OH,ET = 1.3± 0.1 eV (2.6)

V +(a5FJ) +H2O �! V H+ +OH,ET = 2.2± 0.1 eV (2.7)

V +(a5DJ) +H2O �! V H+ +OH,ET = 2.6± 0.1 eV (2.8)

V +(a3FJ) +H2O �! V OH+ +H (2.9)

V +(a5FJ) +H2O �! V OH+ +H,ET = 0.4± 0.1eV (2.10)

V +(a5DJ) +H2O �! V OH+ +H,ET = 1.0± 0.1 eV (2.11)
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As an example of the obtained mass spectra, two of the experimentally obtained mass

spectra are shown in figure 2.4 for the reaction V +(a3F2) + H2O. Similar mass spectra

were observed for the reactions between the other spin orbit electronic states of vanadium

and water. Panel a shows the mass spectrum of V +(a3F2) and panel b shows the mass

Figure 2.4. Panel a shows the mass spectrum of V +(a3F2) and panel b shows the mass
spectrum of V +(a3F2) + H2O products. To better show the peaks, a portion of the
spectrum, shown in red, has been magnified (x20) and shifted up by 20.

spectrum of the product channels of the reaction V +(a3F2)+H2O. Panel a was obtained

with an empty gas cell while panel b was obtained by filling the gas cell with water

to a pressure of 2.0x10�4 Torr. Panel b has 2 peaks more than panel a indicating the

production of the two products, V H+ at m/z = 52 and V OH+ at m/z = 68, formed

through the reaction. The increased height of the V O+ peak indicates that this is also a

product of the reaction. The intensities of the two vanadium cation peaks, shown in both

spectra at m/z = 50 and 51, are consistent with the natural abundance of the two most

abundant isotopes of vanadium.

From these reactions, the absolute integral cross sections were determined as a func-
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tion of center of mass energy and are shown in figure 2.5 with di↵erent curves for the

reactants prepared with di↵erent spin multiplicity. Based upon the cross sections, it can

Figure 2.5. The absolute integral cross sections from the reactions be-
tween V +(a3F2, a5F1, a5D0) and water forming the three product channels,
V O+, V H+, V OH+. These were observed in the ECM range 0.1 - 10.0 eV.

be determined if the reaction is exothermic as in figure 2.5 panels a through c, and blue

line in g, where the cross section decreases with increasing ECM , or endothermic as in

figure 2.5 panels d through f and h and i, where the cross section increases with increasing

ECM . The results of the exothermic reactions follow the Langevin-Gioumousis-Stevenson

(LGS) orbiting model, which would indicate that the reactions are governed by attractive

potential energy surfaces occurring through reaction complex measurements at low ECM .

In the case of the endothermic reactions, ET was determined based upon the ECM

threshold, and found to be positive. Given that the exothermic reactions do not have

distinct ECM thresholds, ET was determined based upon the known 0 K heats of formation

of the chemical species involved as well as the dissociation energy for the products. The

determined ET values are found to be consistent with the known electronic energy spacings
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of the spin-orbit electronic states a5D0, a5F1, and a3F2.

As can be seen in figure 2.5 panels a, d, and g, the cross sections for the products

produced by the triplet vanadium cation are at least four orders of magnitude higher

than those produced by the quintet vanadium cations. The heightened reactivity of

triplet vanadium cation with water indicates a spin multiplicity preference. There is also

a product preference given that the cross section for V O+ is larger than for the other

products. The proposed reaction mechanism in the heat of formation scale is shown in

figure 2.6. The reactants are shown on the left, with black indicating a quintet state and

Figure 2.6. The proposed reaction pathways for the V ++H2O reaction system. In the
left column are the reactants, in the middle are the quintet and triplet intermediates,
and on the right are the possible product channels. Red indicates a triplet state, black
a quintet state, and blue indicates a product that could form from either a triplet or
quintet state.

red indicating a triplet state. In the middle are the intermediates, with the same coloring

as the reactants. On the right are the proposed products. Here, as before, red indicates a

triplet state and black a quintet state. Blue indicates that the product could form from

either a triplet or quintet reactant. Given that V O+ is the dominant species and the

energetics of the excited states are known, excited V O+ products are included in figure

2.6.
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Two reaction intermediates are proposed to play a role in the vanadium cation water

reaction, each of these in both quintet and triplet states. The energy positions of these

intermediates were calculated using DFT. The C2V V +OH2 intermediate is thought to

form through a charge-dipole and induced dipole attraction between V + and H2O. Since

the oxygen in water has a net negative charge, the V + ion will preferentially attack the

oxygen atom rather than the hydrogens of water forming a strong, 6 eV [18], V O+ bond,

weakening the OH bond of the V +OH2 intermediate and forming the product V O++H2.

The HV +OH intermediate is thought to form when V + is inserted into one of the OH

bonds of a water molecule. This forms two new bonds, V + �H and V + �OH, which are

both energetically favorable, giving rise to the V H+ and V OH+ products.

In figure 2.5 panel a and somewhat in panels b and c it can be seen that V O+ is

preferentially formed over V H+ and V OH+. V +OH2(a5) being 2.3 eV lower in energy

than HV +OH(X5) and forming V O+ could potentially explain some of the preference

for V O+, but given that V O+(z5⌃�) is over 2 eV above the quintet vanadium reactants

this reaction is not favored. In order to form the lower energy triplet V O+ from a quintet

product, a quintet-to-triplet spin crossing would be needed, and this is clearly a weak

crossing given the low cross sections in panels b and c. Given all this, the formation of

the products from the quintet reactants is not favorable when compared with the triplet

reactant. Reactant V +(a3F2) forms the triplet intermediates without preference since

both are at similar energies. From there, these intermediates can form the three triplet

products, with much higher cross sections (panels a, d, g) than the products formed

from the quintet reactants. This favored formation of product with the same spin as the

reactant indicates that total electron spin conservation is highly favored in this reaction.

The reactant vanadium cations were not only prepared with di↵erent spin multiplies,

but also in di↵erent J states. Product cross section curves obtained from reactants with

di↵erent J states, V +(a3F2,3, a5F1,2, a5D0,2), are shown in figure 2.7. No J-state depen-

dence is found and therefor no J-state e↵ects on the chemical reactivity of V + with H2O,

as indicated by the almost identical curves for the same products formed from reactants

with di↵erent J-states. This means that there is a weak coupling between electron spin
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Figure 2.7. Cross section curves for the three products produced from the reaction
between V +(a3F2,3, a5F1,2, a5D0,2) and H2O. These curves indicate no J-state depen-
dence for this reaction.

and orbital angular momenta in V +.

The di↵erence in reactivity between the various electronic states of vanadium cation

is therefore attributed to the di↵erence in electron spin or multiplicity rather than J state

[19]. The findings of no J-state dependence and a weak quintet-to-triplet spin crossing

are consistent with the results from the previously performed reaction between quantum

electronic state selected V + and D2 [20] and CO2 [21].

2.1.3 Vanadium Cation plus Methane Results

Similar to the vanadium cation plus water reaction, the absolute integral cross sections

for the reaction between V +[a5DJ(J = 0, 2), a5FJ(J = 1, 2), a3FJ(J = 2, 3)] and methane

were determined in the center-of-mass collision energy range (ECM) 0.1 to 10.0 eV. The

three observed product channels are V H++CH3, V CH+
2 +H2, and V CH+

3 +H. Forma-

tion reactions for the ground state vanadium cation are shown in reactions (2.12) through

(2.14), the excited states (V +[a5DJ(J = 2), a5FJ(J = 1, 2), a3FJ(J = 2, 3)]) would un-
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dergo similar reactions to form these products.

V +(a5D0) + CH4(X
1A1) �! V H+(X4�) + CH3(X

2A2”), ET = 1.9± 0.1 eV (2.12)

V +(a5D0) + CH4(X
1A1) �! V CH+

2 (X
3A1) +H2(X

1⌃+
g ), ET = 1.2± 0.1 eV (2.13)

V +(a5D0) + CH4(X
1A1) �! V CH+

3 (X
4B1) +H(2S1/2), ET = 1.8± 0.1 eV (2.14)

The apparent threshold energies of reaction (ET ) are determined either directly or in-

directly by ECM threshold measurements. As is indicated by the positive ET , reactions

(2.12) through (2.14) are endothermic. Two of the mass spectra, taken with ECM = 2.0eV ,

are shown in figure 2.8. Similar mass spectra were obtained for the other spin orbit elec-

tronic states of vanadium.

Figure 2.8. Panel a shows the mass spectrum of V +(a3F2) and panel b shows the mass
spectrum of V +(a3F2) + CH4 products. To better show the peaks, a portion of the
spectrum, shown in red, has been magnified (x15) and shifted up by 20.

Panel a shows the mass spectrum of V +(a3F2) and panel b shows the mass spectrum

of the product channels for the reaction V +(a3F2) + CH4. Panel a was obtained with

an empty gas cell while panel b was obtained by filling the gas cell with methane to a
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pressure of 2.0x10�4 Torr. In panel a, three ion peaks are observed and are assigned to

50V + with m/z = 50, 51V + with m/z = 51, and V O+ with m/z = 67. The intensities

of the vanadium cation ion peaks are consistent with the natural abundances of these

vanadium isotopes. The six ion peaks seen in panel b are attributed to 50V + with m/z =

50, 51V + with m/z = 51, V H+ with m/z = 52, V CH+
2 with m/z = 65, V CH+

3 with m/z

= 66, and V O+ with m/z = 67. Note that there is no peak for the formation of V CH+

ion. V CH+
4 has the same m/z value as V O+, but given that the intensities of V O+ in

panels a and b are similar, this peak in panel b can be attributed to V O+ forming through

a reaction between reactant V + and trace O2 or H2O.

The absolute integral cross sections for the observed products determined as a function

of the center of mass energy are shown in figure 2.9 for reactants prepared with di↵erent

spin multiplicities. The cross section for V CH+
3 produced by V +(a5F1) + CH4 is below

the detection limit and so no cross section curve for this product was obtained. For

Figure 2.9. The absolute integral cross sections from the reactions be-
tween V +(a3F2, a5F1, a5D0) and methane forming the three product channels,
V H+, V CH+

2 , V CH+
3 . These were observed in the ECM range 0.1 - 10.0 eV. Pan-

els b, c, e, f, h show magnified views of some of the cross section curves.
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this reaction, all product channels are endothermic, as indicated by the cross section

increasing with increasing ECM to a point where it then may start to decrease. As the

cross section curves show, the initial state of the vanadium cation makes a huge di↵erence

in the reactivity and size of the cross section. The triplet reactant ion, V +(a3F2), is

substantially more reactive than the quintet reactant ions, V +(a5D0, a5F1). This trend

is rationalized by conservation of total electron spin, just as it was with the vanadium

cation water reaction. The proposed reaction mechanism in the heat of formation scale

for the V + + CH4 reaction system is shown in figure 2.10.

Figure 2.10. The proposed reaction pathways for the V ++CH4 reaction system. In the
left column are the reactants, in the middle are the quintet and triplet intermediates,
and on the right are the possible product channels. Red indicates a triplet state, black
a quintet state, and blue indicates a product that could form from either a triplet or
quintet state.

The reactants are shown on the left, with black indicating a quintet state and red

indicating a triplet state. In the middle are the intermediates, following the same col-

oring scheme as the reactants. On the right are the product channels, V H+(X4�) +

CH3(X2A2”), V CH+
2 (X

3A1)+H2(X1⌃+
g ), V CH+

3 (X
4B1)+H(2S1/2) for the reaction V ++

CH4 as well as the dissociative product channels, V +(X5D0) + CH3(X2A2”) + H(2S1/2

and V CH+
2 (X

3A1)+2H(2S1/2). The red product indicates it can only form form a triplet.

All other products are shown in blue indicating that they can form from both triplet and
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quintet reactants.

The two proposed intermediates, V +CH4 and HV CH+
3 , can both form in quintet as

well as triplet states. The V +CH4 intermediate is expected to rearrange into the inserted

HV CH+
3 intermediate due to V + � H having a much weaker bond dissociation energy

than H �CH3. Both triplet intermediates are at a lower energy than the triplet reactant

V +(a3F2) + CH4 that forms them. This results in an exothermic reaction requiring no

electron spin flipping. The quintet reactants can form a quintet inserted intermediate,

thereby conserving total electron spin, but this intermediate is 1.6 eV higher in energy than

the ground state quintet vanadium cation so will be an endothermic reaction. In order for

the quintet reactants to form the triplet product, a quintet to triplet spin-crossing would

be required, making this unfavorable. Both intermediates can form in either the triplet

or quintet states. Focusing on the triplet intermediate, this intermediate can either form

from the triplet reactant or the quintet reactant, though this would require a quintet-to-

triplet spin crossing which is weak. On top of spin crossing, both quintet states are lower

in energy than the triplet intermediate, meaning this pathway has very low reactivity. The

triplet reactant is higher in energy than the triplet intermediates and would require no

spin crossing so this is the dominant mechanism for the product channel V CH+
2 (X

3A0).

This is further supported by panels d, e, and f of figure 2.9, which shows a much larger

cross section curve for the triplet reactant, blue curve in panel d. V H+ and V CH+
3

can form from the quintet intermediate, [HV +CH3](a5), without a quintet-to-triplet spin

crossing if the ECM is high enough to form this intermediate. This can be seen in figure

2.9 panels b, c, and h where cross section starts to increase as ECM increases. At very

high ECM there is a general trend of decreasing cross section. This is most noticeable for

V CH+
2 and V CH+

3 , panels d through h, where the cross section decreases to 0, but can

also be seen in V H+ panels a and b. This trend is attributed to the collision induced

dissociation product channel, shown in reaction (2.15), occurring at ECM � 4.482 eV, as

well as the dissociation of excited V H+, V CH+
2 , CH+

3 .

V +(a5D0) +CH4(X
1A1) �! V +(a5D0) +CH3(X

2A2”) +H(2S1/2), E0 = 4.482± 0.001 eV

(2.15)
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V CH+
2 may also dissociate into V H+ explaining the higher cross sections for V H+ com-

pared with the other products as well as the threshold ECM for V H+ being around the

ECM where V CH+
2 starts to decrease.

In order to see if the J-state played a role in the reactivity of the reactant vanadium

cation with methane, these cations were prepared into di↵erent J states. Product cross

section curves obtained from reactants with di↵erent J states, V +(a3F2,3, a5F1,2, a5D0,2),

are shown in figure 2.11. Just as in the V ++CH4 reaction, no J-state dependence is found

Figure 2.11. Cross section curves for the three products produced from the reaction
between V +(a3F2,3, a5F1,2, a5D0,2) and CH4). These curves indicate no J-state depen-
dence for this reaction.

and therefore no J-state e↵ects on the chemical reactivity of V + with CH4, as indicated

by the almost identical curves for the same products formed from reactants with di↵erent

J-states. This means that there is a weak coupling between electron spin and orbital

angular momenta in V +.

The di↵erence in reactivity between the various electronic states of vanadium cation

is therefore attributed to the di↵erence in electron spin or multiplicity rather than J state

[22].
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The findings of no J-state dependence and a weak quintet-to-triplet spin crossing

are consistent with the results from the previously performed reaction between quantum

electronic state selected V +H2O [19].

2.1.4 Conclusions

Reactions between vanadium cation, prepared into the quantum spin-orbit states a5D0,2,

a5F1,2, a3F2,3, with water and methane, separately, were performed in the center of mass

collision energy range 0.1 to 10.0 eV. For the vanadium cation water reactions, the three

product channels V O+ + H2, V H+ + OH, and V OH+ + H2O were identified. For the

reaction between vanadium cation and methane, the three product channels V H+ +

CH3, V CH+
2 +H2 and V CH+ +H were identified.

In both reactions, the triplet state, a3F2,3, was found to be more reactive than the

quintet states, a5D0,2, a5F1,2, which is attributed to a weak quintet-to-triplet spin crossing

mechanism and therefor a favoring of conservation of total electron spin. In the vanadium

cation methane reaction, an inserted intermediate HV +CH3 also favored the triplet state.

The distinct pathways for the various electronic states is attributed to weak spin-orbit

coupling.

In both reactions, viable pathways to form H2 were shown providing insight into

designing more e↵ective catalyst for H2 formation as well as CH4 activation. This work

is discussed in detail in the published papers given in references [19] and [22].
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Chapter 3

Zeeman Modulation applied to Noise

Immune Cavity Enhanced Optical

Heterodyne Molecular Spectroscopy

(NICE-OHMS)

3.1 Introduction

Ion-molecule reactions can explain the formation of small molecules found in the ISM,

but they alone cannot form complex organic molecules (COMs). [7] Radicals, which

make up about 30% of the known molecules in space, act as probes providing information

about the chemical and physical conditions of the environments they come from. They

are also thought to play a key role in the production of COMs [9]. In order to better

understand the reactions that occurred to form COMs, it is necessary to know what

radicals exist in space. While some radicals have been identified using radio telescopes

such as the Atacama Large Millimeter/submillimeter Array (ALMA), all have either been

linear carbon chains or have contained fewer than 6 atoms. Without the identification

of complex radicals it is di�cult to propose plausible radical reactions. This lack of

identification of radicals in space stems from the lack of reliable laboratory spectra of

complex radicals, due to the di�culty of obtaining such spectra. Laboratory detection of

radicals is made di�cult for a variety of reasons. These challenges begin with the di�culty
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involved in producing radicals and continues from there with issues of radical reactivity

and radical spectra detection. The production of radicals can occur through various

methods. For gas phase spectroscopy, such as that done for astrochemical applications,

useful production methods are UV photolysis, shown in reaction (3.1), where a bond is

broken by UV light [23], discharge, where an electric current passes through a gas forming

a plasma, and abstraction, where a bond is broken by an existing radical.

X�Y
h⌫��! X• +Y• (3.1)

In the process of producing radicals, unwanted species, such as hot radicals and ions,

are produced and unreacted precursor is leftover. In order to selectively determine the

spectra of only the radicals, it is necessary to have a radical selection process that dis-

criminates the spectra of radicals from those of other species. Detecting the spectra of

radicals is made all the more di�cult by the short lifetime of radicals and the unpaired

electron which causes spin-rotation interactions and fine structure splitting resulting in

complex spectral patterns.

The common spectroscopy techniques currently available to determine the rotational

spectra of radicals are pure rotational spectroscopy and rovibrational/rovibronic spec-

troscopy. These techniques have certain advantages, but also disadvantages.

Pure rotational spectroscopy, performed using microwave radiation, is intrinsically

selective, very precise and accurate, and produces spectra with narrow linewidths. The

search for spectral lines begins in the centimeter band looking for transitions between

low-N rotational levels, where N represents the rotational angular momentum quantum

number. The transitions are predicted by ab intio electronic structure calculations, which

may be costly and time-consuming. Searches for radicals predicted in low-abundance to be

in space are best performed at high frequency, high N transitions, to exploit the sensitivity

of radio telescopes such as ALMA. To attain this high frequency data by extrapolating

data from low frequency transitions leads to uncertainty on the order of tens of MHz.

The best way to observe transitions at high frequency is to span multiple frequency

octaves. Most instruments do not have the capability to cover multiple frequency octaves

so multiple instruments are needed and these instruments are often housed at di↵erent
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laboratories increasing the di�culty in obtaining spectra. As an example of this, the

beta cyanovinyl radical, shown in figure 3.1, which is thought to be a possible precursor

for pyridine, has been experimentally detected in the centimeter band region through

its rotational transitions up to N = 4. In order to search for this radical in space using

ALMAs band 6, with a frequency range of 211 through 275GHz, transitions with N = 15 -

20, would be required. It is not possible to reliably predict these experimental transitions

using the existing laboratory data taken at low N [24].

Figure 3.1. Cyanovinyl Radical

With high enough resolution, each line in the vibrational spectrum of a molecule

contains many closely spaced components, due to rotational transitions accompanying

the vibrational transitions and so the rotational spectrum of a radical can be indirectly

determined from this rovibrational spectroscopy. Similarly to rovibrational spectroscopy,

rovibronic spectroscopy indirectly determines the vibrational and rotational spectra of

the molecule from the fine structure in the electronic bands.

These spectroscopy techniques can cover a large frequency range thereby covering a

wide range of rotational levels with a single instrument, but along with this increased

frequency range comes Doppler broadening, which is the broadening of spectral lines oc-

curring when a radiation source is moving towards or away from the observer causing

a frequency shift in the radiation [25]. At infrared wavelengths, those used for rovi-

brational spectroscopy, the linewidths are Doppler broadened to greater than 200 MHz,

which greatly lowers the precision and accuracy of the rest frequencies and therefore

the usefulness of these measurements, such as in the case of astronomical identification,

which cannot be done given the high uncertainty. Because of these limitations traditional

rovibrational spectroscopy is not useful as a means for indirect rotational spectroscopy.

Given these di�culties and the necessity to determine laboratory spectra and from
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this rest frequencies of radicals, a new technique, called Noise Immune Cavity Enhanced

Optical Heterodyne Zeeman Modulation Spectroscopy (NICE-OHZMS), has been devel-

oped. The technique allows for the selective determination of the rovibrational spectra of

radicals and from that the rotational transition frequencies of radicals without the limi-

tation of conventional infrared and microwave spectroscopy, but with the advantages of

both of these types of spectroscopy. This is accomplished by applying Zeeman modula-

tion to the existing technique noise immune cavity enhanced optical heterodyne molecular

spectroscopy, NICE-OHMS. By doing this, a single instrument has been created that can

determine the rest frequencies of radicals through this new Doppler free rovibrational

spectroscopy technique with sub-MHz accuracy and precision.

At its heart, this technique is a laser absorption spectroscopy technique which detects

the absorption and dispersion of light when it interacts with molecules, and in this case

radicals. The rate of absorption and dispersion is governed by the energy density of the

light, ⇢, the population of molecules in the correct energy configuration, N1, and the

Einstein B12 coe�cient, as outlined in equation (3.2) [25]

(
dN1

dt
)abs = N1B12⇢ (3.2)

The energy transition that occurs when light and a radical interact is determined by

the wavelength of the light. When infrared light radiates upon a molecule, a vibrational

transition occurs. The vibrational energy levels are broken up into rotational energy

levels which, if the laser has high enough resolution, allows for rotational vibrational, or

rovibrational, transitions to occur. Rovibrational transisitons are seen with the NICE-

OHZMS technique because the laser used is an infrared laser with high enough resolution.

This technique is being realized by modifying an existing instrument that was previ-

ously used to determine the rovibrational spectra of ions, among them H+
3 , through the

technique noise immune cavity enhanced optical heterodyne velocity modulation spec-

troscopy (NICE-OHVMS). NICE-OHVMS is a highly sensitive, accurate and precise sub-

doppler, ion-selective spectroscopy technique that is the result of the combination of

velocity modulation and the technique noise-immune cavity enhanced optical heterodyne

molecular spectroscopy (NICE-OHMS).
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For the remainder of this chapter, the NICE-OHZMS technique will be analyzed by

dissecting the parts of the technique. This analysis will start by understanding the pieces

making up the technique NICE-OHMS. These pieces are cavity enhancement, optical

heterodyne molecular spectroscopy, and noise immunity. By adding an extra layer of

modulation, spectral discrimination can be obtained. This was initially done with the

technique NICE-OHVMS, which added velocity modulation to NICE-OHMS creating an

ion-neutral discriminator technique. The NICE-OHVMS technique is discussed to better

understand the idea of adding an extra layer of modulation. At the end of the chapter,

zeeman modulation is introduced and added to NICE-OHMS giving a full understanding

of the new technique NICE-OHZMS.

With the technique understood, the parts of the instrument built for the NICE-

OHZMS technique will be walked through in detail in chapter 4. Finally, in chapter

5, the results of the initial testing of the instrument are presented.

3.2 Noise Immune Cavity Enhanced Optical Hetero-

dyne Molecular Spectroscopy

The Noise Immune Cavity Enhanced Optical Heterodyne Molecular Spectroscopy or

NICE-OHMS technique was first realized by June Ye in 1998 [26]. This is a highly

sensitive laser based absorption technique which is best understood by dissecting the

name.

3.2.1 Cavity Enhancement

Cavity enhancement, or CE, is accomplished when the generated plasma or gas of interest

is contained between two mirrors forming a cavity. This increases the length of interaction

between the light and the ions thereby enhancing intracavity power and increasing the

signal and precision. Thinking of the Beer-Lambert Law, given in equation (3.3),

A = ✏lc, (3.3)

where A is the absorption of the sample, epsilon is the molar absorption coe�cient of

the sample, l is the path length, and c is the concentration of the sample, [25] it can
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Figure 3.2. The transmission of the NICE-OHZMS cavity with a mirror reflectivity of
99±0.3%. Multiple modes are shown, the finesse for the largest fringes, TEM00 mode,
is around 166.

be seen that by placing the sample between two mirrors the path length over which the

laser light and sample can interact is increased and therefore the absorption of the sample

is increased. This increased path length, without needing to make the cell meters long,

greatly enhances this technique allowing for the determination of absorption spectra for

samples with a low concentration, such as radicals produced in a plasma. The cavity

mirrors not only increase the path length, but also control the amount of light that is

lost, or leaks out of the cavity. Inside the cavity, the optical energy is stored at resonant

wavelengths forming fringes. The higher the reflectivity of the mirrors, the lower the

loss and the narrower the resonances relative to the frequency distance. The finesse is

determined by dividing the free spectral range, or the fundamental mode spacing, by the

bandwidth, or full width at half-maximum. The transmission of the NICE-OHZMS cavity

with a mirror reflectivity of 99 ± 0.3% is shown in figure 3.2, where the finesse for the

largest fringes, the TEM00 mode, is about 166. Cavity enhancement is a technique used

in other types of spectroscopy such as cavity enhanced absorption spectroscopy and cavity

ring down spectroscopy.

3.2.2 Optical Heterodyne Molecular Spectroscopy

Cavity enhancement is combined with frequency modulation, or FM, to reduce 1/f noise

and then detected via optical heterodyne detection, hence the optical heterodyne portion
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of the technique name, which demodulates the signal. Frequency modulation combined

with heterodyne detection was first introduced by Gary Bjorklund in 1979 as a way

to perform wavelength modulation via phase modulation rather than by using tunable

laser sources. No spectral resolution is lost in the absorption or dispersion spectra when

using a phase modulator rather than a cw dye laser and the absorption and dispersion

features can be detected separately by adjusting the radio frequency beat signals phase

and amplitude. [1] At a very basic level, modulation buries information or signal in a

carrier frequency. In the case of frequency modulation, the carrier frequency is the pump

laser, which is a ytterbium doped fiber laser, discussed in the instrument chapter. This

is phase modulated by the EOM, which is driven by a radio frequency, referred to as the

heterodyne frequency, resulting in 2 side bands, 180o out of phase, on either side of the

pump. The side bands and the pump are passed through the cavity interacting with the

molecule of interest. [1] The molecules absorption coe�cient and index of refraction at the

given carrier frequency attenuates the amplitude, symbolized by �, and shifts the phase,

symbolized by �, of the modulated beam. This modulated beam hits a photodetector

producing an electrical signal which contains two rf beat notes, one from each of the side

bands beating against the carrier buried in the modulation frequency. If the side bands

were equally a↵ected by the absorption of the molecule, either in amplitude or phase,

then the two beat notes would cancel resulting in no rf signal. If the side bands were

unequally a↵ected by the absorption of the molecule then the beat notes would not cancel

resulting in an rf signal, which is highly sensitive to changes in the phase and amplitude.

In order to extract the signal from the modulation frequency, the modulated beam is

mixed with the rf heterodyne frequency, keeping only the DC component resulting in the

demodulated absorption and dispersion signals, shown in equation (3.4), where � is the

modulation index, ⌦ is the modulation frequency, or heterodyne frequency, and E0 is the

amplitude of the carrier frequency.

I(t) =
cE2

0

8⇡
e�2�[1� ��(�)cos⌦t+ ��(�)sin⌦t] (3.4)

Assuming the heterodyne frequency, ⌦, is large compared with the frequency of the car-

rier, the in-phase component, cosine component of equation (3.4), is proportional to the
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absorption of the molecule of interest while the quadrature component, sine component

in equation (3.4), is proportional to the dispersion of that molecule. These signals are

shown in figure 3.3. [1] By encoding the signal in a radio frequency, which is a region

Figure 3.3. This figure, taken from G.C. Bjorklund’s Frequency Modulation (FM)
Spectroscopy paper [1], shows the absorption and dispersion occurring when a molecule
has interacted with a modulated beam and the the rf signal has been demodulated
leaving behind these signals.

with low noise, the noise level is reduced thereby increasing the signal-to-noise ratio. On

top of that, by burying the signal at high frequency, 1/f noise is minimized leaving only

white noise.

When frequency modulation is performed using an electro-optic modulator, such as

is done in the NICE-OHZMS technique, a second type of undesired non-zero amplitude

modulation called residual amplitude modulation (RAM) is imprinted onto the laser. It

has been found that the amount of RAM can be adjusted by the optical layout and

removed by a feedback control system [27].

Frequency modulation is a common noise removal technique used in radio broadcasting

as well as molecular absorption measurements [28] and laser frequency stabilization [29].

3.2.3 Noise Immunity

By combining cavity enhancement with frequency modulation and optical heterodyne

detection a technique is realized which is immune to the amplitude noise caused by the

jitter of the laser frequency compared with the cavity resonance frequency. This noise

immunity occurs only if the 2 FM sidebands and carrier, making up the FM triplet, are

on resonance with the cavity, meaning the modulation frequency is an integer multiple
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of the free spectral range of the cavity. If the modulation frequency is o↵ of the free

spectral range, then the FM triplet samples the same portion of the cavity mode resulting

in no beat signal. By implementing frequency modulation with cavity enhancement, this

technique does not su↵er from lock noise like previous techniques such as Cavity-Enhanced

Velocity Modulation Spectroscopy (CE-VMS) did.

Cavity-enhancement was first combined with frequency modulation by Jun Ye, et. al in

1998. They performed ultrasensitive molecular overtone spectroscopy on HCCD, HCCH,

and CO2 molecules to obtain their sub-Doppler overtone resonances [26]. Since then, this

technique has been modified in many ways with some examples being the addition of a

mid-Infrared OPO [30] and the addition of a fiber-coupled single sideband modulator to

better control laser frequency [31].

Since this initial combination of cavity enhancement and frequency modulation, this

highly sensitive technique has been combined with additional modulation to discriminate

the spectra of certain molecules from spectra of others. This was first done to determine

the spectra of ions, with the technique NICE-OHVMS. The NICE-OHVMS technique has

similarities to our technique, NICE-OHZMS, so NICE-OHVMS will be analyzed below

before getting into NICE-OHZMS.

3.3 Noise Immune Cavity Enhanced Optical Hetero-

dyne Velocity Modulation Spectroscopy

Noise Immune Cavity Enhanced Optical Heterodyne Velocity Modulation Spectroscopy

or NICE-OHVMS adds an extra layer of modulation, specifically velocity modulation, to

NICE-OHMS to create a technique that can discriminate between the spectra of ions and

all other molecules.

Velocity modulation was first performed by Richard Saykally in 1983 and became a

leading ion spectroscopy technique because of its ability to discriminate between ions

and much more abundant neutral molecules in plasmas. This technique is performed

by applying an alternating electric field, which is assumed to be sinusoidal and has a

magnitude given by E, to a glow discharge inside a cell. This produces a cathode at one
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end of the cell and an anode at the other with an AC plasma in between, containing ions

and other species. In most situations, only the ions are attracted to the cathode, while

the other species in the plasma are una↵ected by the polarity of the cell. While there have

been cases where the neutral molecules are a↵ected by the AC electric field, these will be

ignored in this discussion because they are uncommon. Since the plasma is produced by

an AC electric field, the polarity of the cell changes and the average velocity of the ions

changes with the same frequency, given in equation (3.5), while the average velocity of the

neutral molecules remains unchanged. In equation (3.5) K represents the ion mobility.

v(t) = KEcos(2⇡t) (3.5)

When a laser beam passes through the cell, the absorption profiles of the ions undergo an

oscillatory Doppler shift, at the frequency of the AC electric field. The Doppler shifted

velocity is given in equation (3.6), where the velocity modulation amplitude is represented

by vma and the shift over time in the line center results in the transformation given in

(3.7) where �(v) represents the frequency detuning due to transition frequency shifting.

vmod(t) = vmacos(2⇡t) (3.6)

�(v, t) �! �(v + vmod(t)) (3.7)

The detected Doppler shifted signal is demodulated resulting in the spectrum of the ion

given in equation (3.8) where the demodulation was done using a Fourier filter, as is done

in a lock-in amplifier.

�vms(v) =

Z 1/2

�1/2

�(v, t)cos(2⇡t)dt (3.8)

One downside to this technique is the derivative-like line shape, which makes it di�cult

to determine accurately the line strengths, line widths and the modulation depths. [32]

The technique NICE-OHVMS was first demonstrated by Professor Benjamin McCall’s

group in 2011. By performing velocity modulation along with frequency modulation inside

a cavity, resulting in a very long path length and reduced noise, it is possible to obtain

spectra with sub-Doppler resolution and ion-neutral discrimination. [33]

Following the lead of adding an extra layer of modulation to NICE-OHMS to dis-

criminately look at one type of molecule, we decided to design a technique that could
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discriminate between the spectra of radicals and closed shell molecules by combining

Zeeman modulation with NICE-OHMS.

3.4 Noise Immune Cavity Enhanced Optical Hetero-

dyne Zeeman Modulation Spectroscopy

By combining Zeeman modulation with NICE-OHMS the technique Noise Immune Cavity

Enhanced Optical Heterodyne Zeeman Modulation Spectroscopy or NICE-OHZMS was

created allowing for the determination of Doppler-free rovibrational transitions of radicals

with sub-MHz precision and accuracy and without contamination of much more abundant

closed shell molecules. The accuracy of the rovibrational transitions results from the

frequency comb and the precision results from lamb dips in the absorption spectra. A

lamb dip, shown pictorially in figure 3.4, results when the incident radiation is tuned

to the absorption peak. In this case, the only molecules that can absorb the beam are

those with velocity in the direction perpendicular to the travel of the beam, or molecules

with no Doppler shift. Upon first pass of the light, these non-Doppler shifted molecules

absorb the light causing excitation and so fewer molecules absorb light upon subsequent

passes of the light resulting in a reduction in intensity. If the radiation frequency is higher

than the absorption peak, then the light is only absorbed by molecules traveling with the

correct velocity parallel to the light. This will occur on both the first and second passes of

the light resulting in a double dose of absorption. The highest absorption, seen in figure

3.4, occurs at frequencies right above and below the absorption peak and less absorption

occurs at the exact frequency of the peak [25].

Through the use of combination di↵erences and Hamiltonian fitting the pure rota-

tional rest frequencies of the radical of interest can be determined from the rovibrational

transitions.

The technique has been realized by adding an AC audio amplified solenoid to the

typical NICE-OHMS set up producing an alternating magnetic field and therefore Zeeman

modulation.
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Figure 3.4. This figure shows simulated Zeeman modulation spectra with magnetic
fields of 2 and 30 Gauss. Each spectrum contains 3 lamb dips (shown in the middle
and on either side of this middle lamb dip). The lamb dip allows for the precise
determination of the transition frequency.

3.4.1 Zeeman Modulation

Zeeman modulation utilizes the Zeeman e↵ect to bury a signal in a carrier frequency,

which in this case is the frequency driving a magnetic field. When a magnetic dipole

moment is exposed to an external magnetic field, B, the energy of that magnetic moment

is altered as shown in equation (3.9),

�E = �µzB (3.9)

where µz is the orbital angular momentum of an electron around the z-axis, given in

equation (3.10).

µz = � eh̄

2me
Ml = �µBMl (3.10)

Here µB is the bohr magneton and Ml is the quantum number for the state containing

the electron. Equations (3.9) and (3.10) can be combined resulting in equation (3.11)

�E = µBMlB (3.11)

which shows that the number of nondegenerate energy levels resulting from a degenerate

energy level is determined by the Ml value. If, for example, the electron is contained in

a p orbital, with Ml = �1, 0, 1, then in the presence of a magnetic field the energy of the
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three states would be that given in equation (3.12).

�E1 = µBB, �E0 = 0, �E�1 = �µBB (3.12)

Figure 3.5. With the application of a magnetic field, the degenerate MJ levels of the
J = 0, 1 levels are Zeeman split, with the amount of splitting proportional to the
magnetic field strength.

The Zeeman e↵ect discussed above is the normal Zeeman e↵ect. In actuality, the

splitting due to the Zeeman e↵ect is much more complicated because of the magnetic

moment of the electron spin which also interacts with the external magnetic field resulting

in the magnetic moment energy given in equation (3.13) where gL is the spin gyromagnetic

ratio, S and L are the spin and orbital angular momentum vectors respectively and MJ

is the total angular momentum [25].

�E =
e

2m
(L+ 2S)Ḃ = gLµBMJB (3.13)

Figure 3.5 shows an example of Zeeman splitting of the J = 0 and 1 levels. When a

magnetic field is applied, the previously degenerate MJ components are split, with the

splitting based upon the strength of the magnetic field.

If the magnetic field varies with time, as is the case in Zeeman modulation, the splitting

of the energy levels will vary with the same frequency as the varying magnetic field thereby

burying the absorption signal at the frequency of the varying magnetic field. This varying

field will interact with the large magnetic moment of an open-shell molecule, or radical,

thereby splitting the previously degenerate MJ components of the J level, as is seen in
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figure 3.5. The size of the splitting will vary with the strength of the magnetic field. Since

closed shell molecules do not have a magnetic moment, they will be largely una↵ected by

the magnetic field and therefore the absorption of these species will not be modulated at

the frequency of the magnetic field resulting in a radical selective spectroscopy technique.

Previous radical selective spectroscopy employing Zeeman based techniques has been

performed through magnetic rotation (MR) spectroscopy [34], frequency modulation en-

hanced magnetic rotation (FM-MR) spectroscopy [35] and sideband optical-optical dou-

ble resonance Zeeman (SOODRZ) spectroscopy [36]. Building o↵ of these techniques,

a Doppler free, highly sensitive, radical selective spectroscopy technique is being created

through the combination of Zeeman modulation and the existing NICE-OHMS technique.

With the NICE-OHZMS technique fully understood, the instrument used for the tech-

nique will be dissected in chapter 4.
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Chapter 4

Noise Immune Cavity Enhanced

Optical Heterodyne Zeeman

Modulation Spectroscopy

(NICE-OHZMS) Instrument

The noise immune cavity enhanced optical heterodyne zeeman modulation spectroscopy

instrument, shown in figure 4.1 is composed of a multitude of pieces and parts. To

Figure 4.1. Shown here is a block diagram of the NICE-OHZMS instrument. Some ab-
breviations are as follows, OPO: optical parametric oscillator, OFC: optical frequency
comb, EOM: electro-optic modulator, PDH: Pound Drevor Hall, PZT: piezoelectric
transducer, HV: high voltage

better understand this instrument the pieces involved can be categorized into two main
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categories, optical components and modulation components. The optical components

are those involved in the general instrument layout and laser path while the modulation

components are those involved in modulating the signal, so for the most part electronics.

Each of these components will be discussed in detail in the following sections.

4.1 Optical Components

The optical components making up the laser light path are the laser, wavelength meter

or wavemeter, cavity, detector, and the optical frequency comb. A schematic of these

components is shown in figure 4.2.

Figure 4.2. This schematic shows the general parts making up the optical components,
the laser, wavemeter, cavity, detector, and optical frequency comb. The arrows between
these components represent a laser beam.

The laser used for the experiments is an optical parametric oscillator (OPO) which is

pumped by a continuous wave 1064 nm Ytterbium doped fiber seed laser (YDFL). This

seed laser is a Koheras AdjustiK Y10 single frequency DFB fiber laser with a maximum

output power of 10 mW, a line width of less than 70 kHz and piezo tuning of greater than

15 pm. The YDFL beam is sent through an acousto-optic modulator (AOM), then through

an electro-optic modulator (EOM), and then through an IPG photonics fiber amplifier

(model number: YAR-10K-1064-LP-SF, maximum power output = 10 W, spectral range

1060-1070 nm), before entering the OPO. Both the AOM and EOM will be discussed in

detail in the modulation components section.

OPOs work by splitting a single laser beam into two tunable beams of lower energy
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and therefore lower frequency as shown in equation (4.1) [37]

⌫pump = ⌫signal + ⌫idler (4.1)

and diagrammed in figure 4.3 [37] [38] .

Figure 4.3. This figure shows a diagram of an OPO. The pump beam is split into two
beams, the idler beam, which exits after 1 pass and the signal beam, which is resonant
with the OPO cavity.

The output of the OPO is three beams, the two of lower energy referred to as the

signal and idler beams, and the original pump beam. The spectrum of the beams coming

out of the OPO is ultimately determined by the spectrum of the seed laser, which in this

case is 1064 nm. The OPO used in this instrument is an Argos Model 2400 CW OPO,

which is a single frequency model (M-type pzt) employing a periodically poled lithium

niobate (PPLN) crystal. The OPO used is resonant with the signal beam and therefore

the spectrum of the pump laser is imprinted onto the idler beam. By adjusting the phase

matching conditions, namely the orientation and temperature of the PPLN crystal, the

wavelength of the signal and therefore idler beams can be tuned [39]. This OPO has three

di↵erent cavity modules which in total span the wavelengths 2.3 to 3.9 µm with a line

width less than 1 MHz, a maximum tuning rate of 30 Hz, a beam quality of TEM00, a

power output greater than 1 Watt at all wavelengths, power stability less than 5% rms

and a mode-hop-free tuning range of 50 GHz. [38]

The signal and pump beams from the OPO are sent into an FC1500 Menlo Systems

optical frequency comb, which is used for frequency calibration. This femtosecond fiber

laser frequency comb is composed of a mode locked Erbium fiber laser pumped by a

mode-locked fiber ring laser with a center wavelength of 1560 nm. By beating the beam,

either the signal or the pump, o↵ of the comb teeth produced by the frequency comb, the
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wavelength of the beam is determined. The frequency comb provides a means of adjusting

the wavelength of the idler, such as by locking either the signal or pump to the comb.

At the most basic level, a frequency comb can be thought of as a ruler where each ruler

line is a spectral line of known frequency formed by a laser, as shown in figure 4.4. At the

Figure 4.4. A frequency comb formed in the visible spectrum [2].

heart of our frequency comb is a mode locked laser, which fixes the phase between modes

of the laser so that periodic constructive interference occurs resulting in a pulse train

such as that shown in figure 4.5. Due to the speed of propagation of the pulse envelope,

Figure 4.5. A pulse train formed by a mode locked laser [2].

A(t), being di↵erent from that of the carrier wave, which has a carrier frequency of !c,

after each round trip the pulse is shifted by the phase angle. The electric field of the wave

outside the laser is given by equation (4.2), where AN is the Fourier amplitude component

of A(t) and N is the mode number.

E(t) = A(t)ei!ct =

NfX

N=Ni

ANe
i!N t, (4.2)

Based upon equation (4.2), it can be seen that the resulting spectrum from a mode locked

laser is composed of spectral lines, or comb teeth, separated by the pulse repetition

frequency, !r, shown in figure 4.4. The carrier frequency, !c, is not necessarily an integer
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multiple of the pulse repetition frequency so the modes are shifted by an o↵set, m, between

the values 100,000 and 1,000,000 thereby converting the frequencies !r and !0 to optical

frequencies !m as shown in equation (4.3). [2]

!m = m!r + !0, (4.3)

To stabilize the frequency comb, the spacing and comb o↵set are stabilized. The cavity

length and the pump power are controlled to phase lock the repetition rate and the o↵set

frequency. The 2100 nm part of the comb is frequency doubled and beat against the 1050

nm part of the comb to determine the o↵set frequency.

The idler from the OPO, which is ultimately used to interrogate the radical of interest,

is sent into the cavity with a pick-o↵ sent to the Bristol Instruments model 621 wavelength

meter, which is used to determine the wavelength of the idler. The wavemeter contains

a scanning Michelson interferometer which is calibrated using an internal class 2 laser.

The length of one of the arms of the interferometer is adjusted and the power of laser

light versus length of the arm is recorded by a photodetector and used to determine the

wavelength of the idler beam. The accuracy of this wavemeter is 30 MHz, which allows

for the constraining of �n of the pump and signal beams. [40]

The cavity, which is 2.336 m long, is composed of a liquid nitrogen cooled glass dis-

charge cell with cavity mirrors on either side of this cell. The cell is filled with the gas

phase radical of interest which is generated in a direct current discharge and cooled by

liquid nitrogen to reduce the rotational partition function. The direct current discharge is

produced by two electrodes which have a voltage applied between them. These electrodes

are at the ends of a cell which is at low pressure to increase the mean free path of the gas

molecules, and thereby the energy of the molecules before they collide with each other.

The applied voltage between the electrodes causes a small number of the gas molecules

to ionize as well as form radicals, which are the focus of this instrument [41]. To form

our direct current discharge we use a reversible polarity regulated high voltage DC power

supply (ET Series 2000 W). Half of the cell is surrounded by an ac audio amplifier driven

solenoid which is used to generate the time varying magnetic field used for Zeeman mod-

ulation. The AC audio amplified solenoid is in house made with 16 AWG shielded wire
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wrapped around a pvc pipe cut to fit around the glass cell, as shown in figure (7.1). It has

150 turns and is 22.1 cm long. Neither the pvc pipe nor the metal touch the glass cell.

Figure 4.6. A picture of the AC audio amplified solenoid which produces the time
varying magnetic field used in the NICE-OHZMS technique to discriminate the spectra
of radicals from that of closed shell molecules.

The solenoid is driven by an amplified AC signal originating from a BK Precision 4

MHz Sweep Function Generator and amplified by a Series 7700 Techron Power Supply

Amplifier. The field produced by the solenoid is coaxial with the plasma in the cavity

and with the laser beam path, which results in a selection rule of �MJ = ±1 and a

splitting on the order of 1 MHz/Gauss. The produced time varying magnetic field results

in the discrimination between the spectra of radicals and closed shell molecules in the

NICE-OHZMS technique.

The cavity mirrors, on either end of the cell, are IR coated fused silica with 99(+0.5/-

1)% reflection between the wavelengths 2600 and 3400 nm. This results in the light passing

between the two mirrors many times producing a cavity enhanced system. These mirrors

have a radius of curvature of 2 m and are plano-concave. When working with a plasma the

cavity mirrors do not touch the cell, in an e↵ort to keep them clean, but rather the glass

cell has Brewster windows on either side. Each cavity mirror is mounted on a piezoelectric

transducer, which allows for small adjustments to the cavity length to keep the cavity and

laser beam locked. This locking occurs by implementing the Pound-Drever-Hall (PDH)

technique, which will be discussed in detail in the modulation section.

The idler beam arrives at the cavity after traveling through a collection of three focus-
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ing lenses referred to as the telescope. The goal of the telescope is to focus the beam to a

point inside the cavity, a little bit before the middle of the cavity. The location and focal

length of each lens is determined based upon the idler beam size and the ideal beam waist

inside the cavity. Measuring the idler beam diameter presented too many challenges so

instead the beam waist after the first telescope lens, which is a 10 cm focusing lens, was

measured and found to be 0.0374 mm. Using the cavity length and the index of refraction

of the mirrors, the ideal beam waist, !, at the center of the cavity was determined using

equation (4.4)

R(x) = x[1� (
⇡!2

�x
)2], (4.4)

For the current cavity of length 2.336 m, the ideal beam waist is 0.9098 mm. Knowing both

the starting point and ideal ending point, the position and focal length of the other two

telescope mirrors were determined using ABCD matrices and Gaussian beam propagation.

A schematic of the placement of the last two telescope lenses as well as the cavity mirror,

all represented as vertical lines, is shown in figure 4.7.

Figure 4.7. Here is an example of the output of a raytracing program used to determine
the placement of the three telescope lenses. The vertical lines are the 2 telescope lenses
and then the 2 cavity mirrors. The green arrows show focal points. The starting point
is after the first telescope lens, 10cm focusing lens.

The beam exiting the cavity through the end mirror is detected by a mid-IR detector
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(Boston Electronics Vigo PVI-4TE-6) which will be referred to as the transmission detec-

tor. This detector is the same as that used for the back reflection detection and both of

these are photoconductor detectors made from Mercury Cadmium Telluride. [42]. More

details on post detection processes and demodulation processes are in the modulation

components section.

4.2 Modulation Components

The modulation components are those involved in frequency modulation or heterodyne

detection and Pound-Drever-Hall (PDH) locking with a small amount of Zeeman modu-

lation discussed. The electrical components will be described along with the techniques

to better understand them.

In the case of frequency modulation, the carrier frequency is the pump laser, which is

a 1064 nm ytterbium doped fiber laser, more details are contained in the previous section.

This is phase modulated by the EOM, which is driven by a radio frequency, referred to

as the heterodyne frequency, resulting in two side bands, 180o out of phase, on either

side of the pump. One set of sidebands is used for frequency modulation while the other

is involved in PDH locking, which is discussed later. The workings of an EOM will be

described briefly here before returning to the description of frequency modulation.

The EOM contains a Pockels cell which is a noncentrosymmetric crystal, meaning

a crystal without a center of symmetry, with electrodes attached to it allowing for the

application of alternating electric voltages [37]. The applied voltage alters the refractive

index of the crystal so when a laser beam is sent through this crystal, side bands are

applied to the carrier beam, in our case the pump. These side bands are 180o out of phase

with each other and at higher and lower frequencies than the pump.

The following math outlines the formation of side bands when a laser is sent through

the EOM. The laser beam, before interacting with the EOM, is mathematically described

as shown in equation (4.5) where ! represents the frequency of the laser beam.

E =
E0

2
e�2⇡i!t (4.5)

To the EOM a sinusoidally varying potential voltage, whose frequency is represented by
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⌦ and amplitude is represented by �, is applied producing a laser beam described by

equation (4.6) after passing through the EOM.

E =
E0

2
e�2⇡i!t�i� sin(2⇡⌦t) (4.6)

Using the Jacobi-Angler expansion, which is a Bessel function, equation (4.6) can be

written as shown in equation (4.7) where Jj(�) is a jth order Bessel function.

E =
E0

2
ei2⇡!t

1X

j=�1

Jj(�)e
i2⇡j⌦t (4.7)

Based upon this it can be seen that the result of passing the laser beam through the

EOM with an applied voltage is a superposition of electromagnetic waves with frequen-

cies equal to ! ± j⌦ which show up as side bands on the carrier beam [43]. In the case

of our instrument, two pairs of sidebands are created so ⌦ is either the heterodyne fre-

quency, which is generated using a 0.1-1040 MHz Signal Generator (Hewlett Packard,

8657A), or the frequency for the PDH locking, generated by an Agilent (33120A) 15MHz

Function/Arbitrary Waveform Generator. This signal and waveform are combined by a

mini-circuits splitter (15542, 2FRSC-2050), acting as a mixer, and then sent to the EOM.

To implement frequency modulation, the phase modulated beam is passed through

the cavity, of length L, interacting with the molecule of interest [1]. To ensure that all

three components of the modulated beam, the two side bands and the carrier, make it

into the cavity, the heterodyne frequency is set equal to the free spectral range, FSR,

of the cavity. The free spectral range is determined by the constant separation distance

between the longitudinal cavity modes, whose frequency can be determined by equation

(4.8) [37].

⌫m =
m⌫

2L
(4.8)

The modulated beam is detected and demodulated at the heterodyne frequency. More

details on frequency modulation are given in the NICE-OHMS chapter.

The second set of sidebands produced by the EOM are used for the PDH locking. In

order for the cavity and idler to be on resonance, meaning a standing wave forms between

the two cavity mirrors, the cavity length must be equal to the wavelength of light in the

cavity times an integer, m, as shown in equation (4.9) [44].
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Figure 4.8. Cavity transmission fringe from the NICE-OHZMS instrument.

� =
2d

m
, (4.9)

When this requirement is met, transmission fringes form, such as that shown in figure

4.8 taken from the NICE-OHZMS instrument. Since the laser wavelength fluctuates, the

Pound-Drever-Hall (PDH) locking technique is employed to keep the cavity and laser on

resonance. To employ this technique it must be known if the laser and cavity are on

resonance and if not, it must be determined in what direction to move the frequency in

order to get back onto resonance. This can be accomplished using light that is reflected

o↵ of the first cavity mirror (never enters the cavity) as well as the light that leaks

out of the mirror from inside the cavity. This light is detected by a mid-IR detector

(Boston Electronics Vigo PVI-4TE-6), referred to as the back reflection detector. The

signal, composed of the laser beam with sidebands created by the EOM and the Agilent

(33120A) 15MHz Function/Arbitrary Waveform Generator, is then passed through a mini-

circuits low pass filter (BLP-30+), through a mini-circuits amplifier (ZFL-500LN-BNC+)

and then multiplied by the function produced by the Agilent 15MHz Function/Arbitrary

(33120A) waveform generator using a mini-circuits mixer (ZFM-3). The mixing produces

two products, a signal at DC and a signal at twice the modulation frequency. The signal at

DC produces the derivative of the back reflected light, which is referred to as the Pound-

Drever-Hall error signal [44]. An error signal, taken from the NICE-OHZMS instrument

is shown in figure 4.9. An idealized error signal, taken from Eric Black’s PDH paper [44],

is shown in figure 4.10 for comparison.

This error signal is then passed through a low pass filter. By monitoring the error
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Figure 4.9. The Pound-Drever-Hall Error Signal from NICE-OHZMS instrument.

Figure 4.10. The Pound-Drever-Hall Error Signal, taken from Eric Blask’s PDH paper.

signal with respect to frequency fluctuations, it can be determined which direction the

frequency must be adjusted to get back onto resonance. This is done using a TEM

Messtechnik GmbH LaseLock Box. The lase lock box attempts to hold the laser on

resonance using proportional-integral-derivative (PID) control loops [45] which send fast

corrections to the laser wavelength, through the AOM (discussed in the laser section),

and slow corrections to the length of the cavity by adjusting the voltage applied to the

piezo-electric transducers (pzt) mounted on the cavity mirrors. The control function

performed can be described by equation (4.10) where KP represents the proportional

term, KI represents the integral term, and KD represents the derivative term [45].

u(t) = Kpe(t) +KI

Z t

0

e(⌧)d⌧ +KD
de(t)

dt
, (4.10)

The AOM is composed of a transparent crystal, which the laser beam is sent through,

surrounded by a piezoelectric transducer (PZT), which is attached to a radio frequency

driver. This causes sound waves, on the order of 100 MHz or 10 to 100 µm, to oscillate
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through the crystal resulting in crystal strain and therefore a traveling index grating. The

frequency of the laser beam going through the crystal experiences either an increase or

decrease in wavelength proportional to the sound wave. These changes to the wavelength

of the pump laser beam occur relatively quickly which aids in the process of holding the

cavity and laser beam on resonance [46].

On the opposite end of the cavity, the NICE-OHZMS signal leaks out of the cavity and

is detected by the transmission detector. This signal is then amplified, split to produce

two signals 90 degrees out of phase with each other, and then mixed with the heterodyne

frequency to demodulate the frequency modulated signal. The signal is still Zeeman

modulated at this point and is demodulated by the lock-in amplifier. Two SR530 lock-in

amplifiers (Standford research system), one for each signal, extract the desired absorption

and dispersion signals, at a known frequency, from noise and amplify these signals and

then demodulate them at the frequency used to drive the magnetic field. This frequency is

generated by the BK Precision 4 MHz Sweep Function Generator which was used to drive

the solenoid which produced the time varying magnetic field used for Zeeman modulation.

To understand the workings of a lock-in amplifier it will be walked through below

using an arbitrary signal. A signal which ideally looks like that shown in equation (4.11),

but in reality is buried in noise, VN , so looks like that shown in equation (4.12), is sent

into the input of the lock-in amplifier.

V (t) = V0 cos(!0t), (4.11)

V (t) = V0 cos(!0t) + Vn(t), (4.12)

Inside the lock-in amplifier this signal, equation (4.12), goes through the ac amplifier,

which may contain filters to remove frequencies other than those near the reference fre-

quency. This provides a voltage gain, Gac, producing a signal looking like equation (4.13)

V = GacV0 cos(!0t), (4.13)

This signal, equation (4.13), is sent to a multiplier stage which multiplies equation (4.13)

with the reference voltage, (4.14).

V = E0 cos(⌦0t), (4.14)
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The output of the multiplier stage is shown in equation (4.15) and can be

V = GacE0V0 cos(⌦0t) cos(!0t) =
1

2
GacE0V0[1 + cos(2!0t)], (4.15)

The frequencies of the two signals, !0 and ⌦0, are the same and so when the signals

are multiplied there are two outputs, the second harmonic, 2!0, and a dc component.

We are only interested in the DC component so the signal is passed through a low-pass

filter which removes the second harmonic as well as removes the random noise. The final

component of the lock-in amplifier is a dc amplifier, with a voltage gain of Gdc. The signal

has now been removed from the noise and the final output voltage is shown in equation

(4.16) [47].

V =
1

2
GdcGacV0E0, (4.16)

The signals from the lock-in amplifiers are digitized and read by a computer producing

the spectra that is seen in figure 4.11. The software used for reading the spectra was

written initially for NICE-OHVMS and then adapted for NICE-OHZMS. It was written

in C++ using Qt libraries by Professor Kyle Crabtree and maintained by Dr. Charles

Markus.

Figure 4.11. This is an amplitude modulated scan of CO2 read out by the software on
the computer. The top left panel displays the NICE-OHMS signal, signal coming out
of the mixers. The top right panel displays the pzt voltage and the wavemeter values.
The bottom panels display the readouts from the lock-in amplifiers.

Through these many parts and electronics, the NICE-OHZMS technique is being real-

ized which will allow for the determination of the rovibrational spectra of radicals. With

the fully built instrument, initial testing began and is outlined in chapter 5.
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Chapter 5

Initial Testing of NICE-OHZMS

Technique

The process of designing the Noise Immune Cavity Enhanced Optical Heterodyne Zee-

man Modulation Spectroscopy, NICE-OHZMS, technique started with setting up the

Noise Immune Cavity Enhanced Optical Heterodyne Velocity Modulation Spectroscopy

(NICE-OHVMS) instrument, which was obtained from the University of Illinois Urbana-

Champaign. A picture taken while setting up NICE-OHVMS is shown in figure 5.1. Once

Figure 5.1. Here Dr. Zach Buchanan and Dr. Charles Markus are pictured by the
newly installed laser table upon which the NICE-OHVMS instrument was installed.
At the point this picture was taken, the glass cell had been installed, but not much
else.

the NICE-OHVMS instrument was fully setup, it was shown to be working with the ob-
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Figure 5.2. P(2) transition of the fundamental band of HeH+ taken on the NICE-
OHVMS instrument when it was first setup in the lab.

Figure 5.3. The fully setup NICE-OHZMS instrument in the lab.

tainment of the P(2) transition of the fundamental band of HeH+, which is shown in

figure 5.2.

At this point the instrument was modified to perform the NICE-OHZMS technique.

This modification involved the addition of an AC audio amplifier driven solenoid shown

in figure 7.1. This solenoid has a radius of 10 cm, a length of 25 cm, and a turn density

of 7 cm�1, producing a magnetic strength of 8 Ga/A. The solenoid is restricted in length

due to the side arms of the glass cell and so does not cover the entire cell as can be seen

in the figures. A picture of the NICE-OHZMS instrument is shown in figure 5.3, where

the solenoid, rusty red, is shown in the upper right. For more details on the instrument,

refer to chapter 4, which discusses the instrument in detail.

With the NICE-OHZMS instrument setup, proof of concept testing began. In order
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Figure 5.4. Water absorption intensity in the wavenumber region 3600 cm�1 to 3800
cm�1. Used to determine regions with low water absorption.

to e↵ectively test if this technique is selective to open-shell molecules, meaning it can

discriminately determine the rovibrational spectra of open-shell molecules from that of

closed-shell molecules, both an open-shell test molecule and a closed-shell test molecule

were needed. The open-shell test molecule chosen was nitric oxide, NO, and the closed-

shell test molecule was CO2. Nitric oxide was chosen because it is a relatively stable

open-shell molecule that can be purchased in a gas cylinder and has a decently long self

life. Most other open-shell molecules would need to be made using a discharge, which will

be done in the future when using this technique to determine the rovibrational spectra of

molecules of astronomical interest. For the purposes of testing the use of NO is su�cient.

The rovibrational spectrum of NO is already known which adds to it being an ideal open-

shell test molecule. In this testing experiment 1% NO in Ar was used. CO2 was chosen as

the closed-shell test molecule because it is easy and cheap to prepare and the rovibrational

spectrum of it is published. A mixture of 20% CO2 in Ar was prepared for testing. With

test molecules chosen, transitions for these molecules were chosen based upon the scanning

region of the OPO and the location of water absorption lines, which are shown in figure

5.4 in the region between 3600 and 3800 cm�1. To avoid water absorption lines, for NO

the transition pair R(18.5)e/f 2⇧1/2 �2 ⇧1/2 at 3775.51 cm�1 was chosen and for CO2 the

P(26) transition of the ⌫1 + ⌫3 combination band at 3792.04 cm�1 was chosen. Other

transitions were also looked observed. Each test molecule was observed individually by

flowing the molecule into the glass cell at a pressure of 1.8 Torr. The transitions were

observed with increasing magnetic field and the resulting spectra are shown in figure 7.2
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Figure 5.5. NICE-OHZMS spectra of NO and CO2 as a function of current applied to
the solenoid. For NO the R(18.5) transition of the first overtone band is shown on the
left and for CO2 the P(26) transition of the ⌫1 + ⌫3 combination band is shown on the
right.

where there is a roughly quadratically increasing lineshape associated with magnetic field

strength. Since this technique is open-shell selective, it was expected that the transition

of NO would be seen and the transition of CO2 would not be seen. This is not the case,

as is exhibited by figure 7.2. The presence of the CO2 transition has been attributed to

the magnetic field inducing amplitude modulation into the system.

It was assumed that this amplitude modulation resulted from the magnetic field inter-

acting with magnetic components in the instrument causing mechanical vibrations. The

initial idea for solving this was to build a shield around the solenoid out of a material that

would block the magnetic field, such as mu metal. This was attempted, but given that

the magnetic field goes through the center of the solenoid, which is surrounding a glass

cell with many arms o↵ it, this was not possible. Since shielding the magnetic field would

not work, the next idea was to eliminate the magnetic component that was experiencing

mechanical vibrations due to the magnetic field. The springs holding the cavity mirrors

to the cell were found to be magnetic and so were replaced with nonmagnetic springs.

This replacement did not eliminate the CO2 signal and so was not the cause or at least

sole cause of the amplitude modulation.

The cause of the amplitude modulation was still an issue, but while trying to solve

this we decided to extend the length of the cavity to improve the mode matching. This

required not only extending the cavity length, but also redoing the lenses directing the

beam into the cavity, the lenses making up the telescope. To ensure that the beam was

making it into the cavity with the correct beam diameter, the beam diameter after a 20
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Figure 5.6. A plot of the beam diameter of the idler beam as determined by a chopper
as a function of distance from a 20cm focusing lens.

cm focusing lens was determined using a chopper and found to be 1.106 mm. A plot of

the beam diameter as a function of distance from the 20 cm focusing lens is shown in

figure 5.6. The cavity length went from 1.91 m to 2.34 m and a new optical path directing

the idler laser beam to the cavity was set up. This was done using ABCD matrices and a

raytracing program, which made possible the mapping of the path, as is shown in figure

5.7, which shows the distances between the 20 cm and 50 cm focusing lens (black vertical

lines). The red line indicates the laser beam, the green arrows indicate focal points and

the black lines indicate lenses or mirrors, with the first and second black lines being the

20 cm and 50 cm focusing lenses respectively and the last two black lines being the cavity

mirrors.

With the new cavity length and beam path we went back to trying to determine

the cause of the amplitude modulation. The cause was still assumed to be some sort

of mechanical vibration and since the springs did not solve this problem we identified

all the magnetic components in the instrument, thinking that these might be shaking at

the frequency driving the magnetic field. This included screws, irises, mirror mounts,

piezos, cradles for holding the cell, along with other parts. NICE-OHZMS spectra with

all the original magnetic parts are shown in figure 5.8. On the left is shown the R(18.5)

transition of NO and on the right is the P(26) transition of CO2. The top spectra is from
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Figure 5.7. Proposed idler beam path showing the beam waist formed by the focusing
lenses, made using a raytracing program. The red line indicates the laser beam, the
green arrows indicate focal points and the black lines indicate lenses or mirrors. The
first and second black lines are 20 cm and 50 cm focusing lenses respectively and the
last two black lines are the cavity mirrors.

Figure 5.8. NICE-OHZMS spectra taken before replacing the magnetic components.
On the left is shown the R(18.5) transition of NO and on the right is the P(26)
transition of CO2
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Figure 5.9. NICE-OHZMS spectra taken after replacing the magnetic components.On
the left is shown the P(6.5) transition of NO and on the right is the Q(9) transition of
CO2

the mixers and is the pure signal that has not been demodulated at the frequency used

for the Zeeman modulation. For both open and closed shell molecules we would expect

to see signal here since no demodulation by the lock-ins has occured. The lower two

spectra are the demodulated signal and so if the technique was working we would expect

to see only signal for NO. After replacing the small magnetic parts, such as the screws,

mirror mounts, irises, and cradles for holding the cell, the spectra shown in figure 5.9 was

obtained. As can be seen when comparing figures 5.8 and 5.9, the replacement of these

parts did not remove the CO2 signal, as was hoped. The next thing to try was to replace

the piezos, which were the last remaining magnetic component not yet replaced and could

have been the cause of the shaking. These were ordered and while waiting for the parts

I turned my attention to VUV photoionization cluster work, which is covered in chapter

6. Since I had moved onto other work, an undergrad tested the new piezos when they

arrived and found that they did not remove this amplitude modulation. This means there

is some other issue causing this amplitude modulation, or that amplitude modulation is

not the issue. An idea for future trouble shooting is to build a helmholtz coil around
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the solenoid to isolate the magnetic field so that it cannot a↵ect any remaining magnetic

components in the instrument. This trouble shooting is left for future students to fully

realize this technique.

Not only were there issues with the signal itself, but there were many other hurtles

in getting this instrument set up. These included the breaking of the wavemeter, used to

determine the wavelength of the laser beam going into the cavity, the miss-alignment of the

OPO, and the appearance of the signal leaking into the ground and therefore interfering

with all signals. Each of these hurtles caused a delay in progress, but ultimately was dealt

with.

While the pursuit of obtaining Doppler free rovibrational spectra of radicals of as-

tronomical interest has not yet been realized, the quest to better understand how water

surrounding three diols a↵ects the reactivity of these diols has been realized and is dis-

cussed in detail in chapter 6.
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Chapter 6

An experimental and computational

view of the photoionization of diol

water clusters

ABSTRACT

In the interstellar medium, diols and other prebiotic molecules embed onto icy mantles

surrounding dust grains. Water in the ice may a↵ect the reactivity and photoionization of

these diols. Clusters of the diol molecules ethylene glycol (EG), 1,2-propylene glycol, and

1,3-propylene glycol with water were used as a proxy to study this interaction. These diol

water clusters were generated in a continuous supersonic molecular beam, photoionized by

synchrotron vacuum ultraviolet light from the Advanced Light Source, and subsequently

detected by reflectron time-of-flight mass spectrometry. From the mass spectra, taken at

increasing photon energy, the appearance energies for the detected clusters were deter-

mined. Clusters of both diol fragments and unfragmented diols with water were detected.

The lowest energy geometry optimized conformers for the observed EG water clusters and

EG fragment water clusters have been visualized theoretically, providing insight into hy-

drogen bonding networks and how these a↵ect fragmentation and appearance energy. As

the number of water molecules clustered around EG fragments (m/z 31 and 32) increased,

the appearance energy for the cluster decreased, indicating a stabilization by water. This

trend was supported by theory calculations. Fragment clusters from 1,2-propylene glycol
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exhibited a similar trend, but with a smaller energy decrease and no trend was observed

with fragment clusters resulting from 1,3-propylene glycol. This indicates that the e↵ect

of water on the reactivity and photoionization of diols is dependent upon the size of the

diol, the location of the hydroxyl group, and the number of waters clustered around the

diol.

INTRODUCTION

Diols, alcohols with 2 hydroxyl groups, in the interstellar medium may have acted as

prebiotic molecules, participating in reactions forming basic building blocks of life, such

as amino acids. The diol ethylene glycol (EG) has been detected in space, both in the

interstellar medium (ISM) as well as in cometary ices, specifically in the hot core-like

region Orion-KL [48] and in the star-forming region G31.41+0.31 [49]. EG may also have

played a role in the formation of comets [48] and is thought to adsorb onto interstellar ice,

which forms on the surface of dust grains and other solar system objects [50]. Vacuum

ultraviolet (VUV) light in the ISM can photoionize embedded molecules, forming cations

as well as fragments, which may react forming larger prebiotic molecules. To better

understand and predict these reactions, it is necessary to learn how water surrounding EG

and other diol molecules a↵ects the reactivity and ionization of the diol and to understand

the role of hydrogen bonds between the hydroxyl groups and water. Unraveling hydrogen

bonding between water and diols has also a technological relevance. These molecules have

anti-icing properties and can be used as cryoprotectants in the vitrification of biological

cells and tissues [51], such as bovine embryos [52].

Here we study the photoionization of clusters with water molecules and three diol

molecules, EG, (CH2OH)2, 1,2-propylene glycol (12PG), CH3CH(OH)CH2OH, and 1,3-

propylene glycol (13PG), CH2OHCH2CH2OH, with synchrotron-based VUV photoioniza-

tion mass spectrometry. 1,2 and 1,3-propylene glycols will at times be referred to jointly

as propylene glycol (PG).

The dielectric behavior [53] and thermodynamic properties [54] of propylene glycol

water mixtures have been analyzed, as has a comparison of the dielectric properties of EG
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and propylene glycol [55]. Using theoretical calculations, the thermodynamic properties

of EG water mixtures were determined [56], and the structure of this mixture [57] as

well as the pure liquid [58] was modeled using molecular dynamics simulations. The

hydrogen bond networks of liquid EG water clusters have been examined using near-

infrared spectroscopy and Raman spectroscopy. Both the IR and Raman spectroscopy

experiments found that the structure is determined by the hydrogen bonds formed between

the hydroxyl groups and water and the nature of the clusters depends on concentration

[59] [60].

While there has been extensive work, both experimentally and theoretically, on liquid-

phase EG water mixtures, little is known about the photoionization of gas-phase EG and

propylene glycol water clusters, leaving a gap in understanding how water surrounding a

diol a↵ects the diol’s ionization and fragmentation when exposed to VUV light.

Single photoionization is the least complicated photoionization method and is most

commonly accomplished using VUV light [61], which provides an e�cient and soft method

for ionizing molecules [62]. Using this method, the ionization energy (IE), appearance en-

ergy (AE), photoioinization e�ciency curves and thermodynamic properties of molecules

can be determined [62]. The first published VUV photoionization mass spectrometry ex-

periment generated VUV radiation using a discharge lamp coupled to a monochromator

[63]. Roughly 15 years later, tunable VUV radiation was generated by a synchrotron in

France [64], and soon after, a molecular beam was coupled to the synchrotron, allowing

for the determination of photoionization intensity curves of acetylene and carbon dioxide

[65]. The tunable nature of the VUV radiation results in precise threshold ionization, with

little excess internal energy imparted to the ion [62]. As synchrotrons have become more

accessible, end stations with cluster beams coupled to time-of-flight mass spectrometers

have given rise to a new series of photoionization studies focused largely on hydrogen

bonded and van der Waals clusters [62].

The thermodynamics and bonding properties of water clusters have been analyzed

using tunable VUV radiation (10–14 eV) with detection by a reflectron time-of-flight mass

spectrometer. The neutral clusters were photoionized forming an unstable cation cluster,
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[(H2O)+n ], which underwent a redistribution, forming protonated clusters containing up

to 79 molecules. Photoionization intensity curves were obtained, and from these, AEs

were determined. A decrease in AE was observed in neutral water clusters as the cluster

size increased, with the most substantial drop observed as cluster size increased to 4

water molecules. With large clusters of more than 22 water molecules, the AE converged.

The appearance energy for small protonated water clusters was also observed to decrease

as cluster size increased, due to the stabilization caused by the extensive intracluster

hydrogen bond network [66].

The e↵ects of hydrogen bonding networks on fragmentation dynamics have been ob-

served through the photoionization of alcohols and sugars. VUV photoionization of the

simplest alcohol, methanol, in the presence of water has been studied. Below the ion-

ization energy of methanol, the mass spectrum was dominated by protonated methanol

clusters, (CH3OH)nH+(n = 1 � 12). When the concentration of water was increased,

methanol water clusters, (CH3OH)n(H2O)H+(n = 2� 11) formed [67]. Using a 355 nm

picosecond laser, the photoionization of ethanol aqueous solutions was performed and it

was found that the hydrogen bond networks of water were disrupted by the addition of

ethanol and as ethanol concentration increased, hydrated ethanol clusters were observed

to form [17]. Photoionization mass spectrometry of the larger alcohol glycerol has been

performed, and fragmentation of the glycerol radical cation was found to occur via two

channels. One channel proceeds through a six-membered hydrogen transfer transition

state, forming a ternary intermediate, and the other channel proceeds via the cleavage

of the C-C bond. The intermediate is composed of neutral water, neutral formaldehyde,

and a vinyl alcohol radical cation, explaining why the first observed products result from

water or formaldehyde loss [68]. Similar to glycerol, water elimination and fragmentation

through a cyclic intermediate were observed with photoionization mass spectrometry of

the sugar deoxyribose. In this case, most of the fragmentation occurred when the cyclic

molecule was unfurled by breaking a C-C bond. This caused two hydroxyl groups to

come close together, resulting in water elimination [69]. Hydrogen bonding in glycerol

was further investigated by performing photoionization mass spectrometry of glycerol wa-
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ter clusters. The AE of certain fragments were found to be similar to those seen with

pure glycerol, while for other fragments the AE was found to depend upon both cluster

composition and water concentration in the beam. Theory calculations predicted certain

barrierless chemical processes when glycerol water clusters were photoionized, which were

not observed to occur with pure glycerol [3].

There are some reports on the thermal decomposition and dissociative ionization of

pure EG performed via VUV photoionization mass spectrometry. From this, the appear-

ance energies of the observed fragments were determined, and possible formation channels

for the fragments were proposed via theory calculations [4]. Complementing this work,

Kumar et al. performed DFT theory calculations to determine the structure, stability,

and spectral properties of pure EG as well as EG-water clusters, which up until this writ-

ing had not been studied experimentally in the gas phase. These calculations found that,

due to electrostatics and polarization, interactions between water and EG are preferred

over those between pure EG [70]. To further our understanding of photoionization of

alcohol water clusters, we performed photoionization mass spectrometry experiments of

1,2-propylene glycol water clusters, 1,3-propylene glycol water clusters, and EG water

clusters in a molecular beam paired with theoretical calculations on both neutral and ion-

ized EG water clusters. Through this work, the e↵ect of hydrogen bond networks formed

when water clusters around diols is understood through the changes in ionization energy,

appearance energy and fragmentation of the diols in the clusters.

METHODS

Experimental Details

The experiment was performed with a reflectron time-of-flight mass spectrometer con-

taining a continuous supersonic expansion molecular beam source connected to a 3-meter

vacuum monochromator and attached to the Chemical Dynamics Beamline (9.0.2) located

at the Advanced Light Source. For a detailed description of the instruments, refer to pre-

vious studies [71], [72], [66]. The diol of interest, either EG or propylene glycol, is placed in

a stainless steel nozzle, vaporized by a cartridge heater, and entrained in an argon carrier
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gas seeded with water vapor. The gas mixture passes through a 50 µm nozzle source and

supersonically expands into a vacuum chamber, yielding the desired diol water molecular

beam. This beam is extracted through a skimmer into a di↵erentially pumped interaction

region where the clusters are exposed to and ionized by VUV synchrotron radiation. The

ionized fragments are then detected using a reflectron time-of-flight mass spectrometer.

Mass spectra are recorded at photon energies between 9.0 and 12.5 eV every 50 meV.

Photoionization intensity curves, which show ion count versus photon energy (in eV), of

the diol water clusters are obtained by integrating over the peaks in the mass spectrum

at each photon energy after being normalized by the photon flux.

Computational Details

Theoretical calculations were performed on the EG water cluster system. The optimized

geometries of the observed clusters were determined through a conformation search using

the semi-empirical quantum chemistry package Crest [73]. The lowest energy conformer

from this search was further optimized using Q-Chem [74] at the !B97X-D/6-311+G-

(2d,p) level of theory to obtain the neutral cluster geometry. To determine the cation

geometry, the lowest energy conformer was optimized using Q-Chem [74] at the !B97X-

D/6-311+G-(2d,p) level of theory with the total charge set to +1. For geometry opti-

mization, the hybrid functional !B97X-D reproduces well the intermolecular interactions

given its range-separated exact exchange and dispersion corrections [75]. Single point

calculations were carried out with the !B97X-V functional and the def2-TZVPPD basis

set to determine vertical and adiabatic ionization energies. This computational frame-

work was chosen due to its enhanced atomic orbital basis set. Appearance energies were

calculated using the calculated energies (E) for neutral EG (m/z 62), neutral m/z 31,

and cation m/z 31, as shown in equation 6.1 where m, n, and k represent the number

of water molecules in the cluster. Starting from a cluster consisting of one EG and m

water molecules, the AEs of fragment m/z31(H2O)+n ionized clusters were calculated at

the !B97X-V/def2-TZVPPD level of theory as shown:

AE(m/z31(H2O)+n ) = E(m/z31(H2O)m�n) + E(m/z31(H2O)+n )� E(m/z62(H2O)m)

(6.1)
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More details on this calculation are given in the results and discussion section.

RESULTS AND DISCUSSION

Mass Spectra of EG

Figure 6.1. 40% EG mass spectrum recorded at 12.0 eV. The cluster series for m/z
31(H2O)+n , m/z 32(H2O)+n , m/z 62(H2O)+n , m/z 63(H2O)+n , m/z 125(H2O)+n , and m/z
187(H2O)+n are indicated with colored dots.

The concentration of EG to water in the molecular beam was adjusted by changing

the temperature of the nozzle as well as the pressure of the backing Ar gas. The mass

spectrum taken with 40% EG at 12 eV is shown in figure 6.1, where the x-axis has been

broken up and split over the 2 plots to better show the intensity of the peaks. The mass

spectra are dominated by EG water clusters, both protonated and unprotonated, as well

as EG fragments and fragment water clusters. The cluster series m/z 31(H2O)+n , m/z

32(H2O)+n , m/z 62(H2O)+n , m/z 63(H2O)+n , m/z 125(H2O)+n , and m/z 187(H2O)+n are

indicated with colored dots. The concentration of EG in the molecular beam as well as
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Figure 6.2. Mass spectra of EG water clusters recorded at 10.5 eV at EG mole fractions
of 3%, 16%, 27%, and 40%. Monomer, dimer and trimer protonated EG water clusters
are indicated with colored dots.

the photon energy e↵ect the intensity of clusters. This can be observed in figures 6.2 and

6.3 which show mass spectra obtained at di↵erent mole fractions of EG, specifically 3%,

16%, 27%, and 40%. All mass spectra in figure 6.2 were taken with a photon energy of

10.5 eV and in figure 6.3 with a photon energy of 12.0 eV. Monomer, dimer and trimer

protonated EG water clusters are indicated in these figures.

Along with fragments m/z 31 and m/z 32 (shown in figure 6.1), other EG fragments

were observed with masses m/z 43, 44, 45, and 61. A previous VUV photoionization study

of pure EG determined the formation channels and chemical identities of these fragments

[4]. Based upon this, the fragments are attributed as follows: m/z 31 is CH2OH+, m/z

32 is CH3OH+, m/z 43 is CH3CO+, m/z 44 is CH2CHOH+, m/z 45 is CH3CHOH+,

and m/z 61 is C2H5O
+
2 .

In the mass spectrum shown in figure 6.1, the peaks to the left of m/z 125(H2O)nH+

(which correspond to m/z EG2(H2O)nH+), and m/z 187(H2O)nH+ (which correspond to
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Figure 6.3. Mass spectra of EG water clusters recorded at 12.0 eV at EG mole fractions
of 3%, 16%, 27%, and 40%. Monomer, dimer and trimer protonated EG water clusters
are indicated with colored dots.

EG3(H2O)nH+) are from unprotonated EG dimer and trimer water clusters. Larger clus-

ters with up to 5 waters around EG, EG(H2O)5H+ and EG2(H2O)5H+, were observed,

but are not highlighted in figure 6.1 due to the low intensity of their corresponding peaks.

The signal from these largest clusters is found to be too noisy to give useful information,

so these clusters are omitted from subsequent tables.

Figure 6.4 shows the sum of the cluster series as a function of the EG mole fraction

taken at 12.0 eV. EG fragments represents the sum of masses m/z 31, 32, 33, 43, 44, 45,

61. All clusters are observed to increase with the concentration of EG. With increasing

EG concentration, the intensity of fragment cluster m/z 31(H2O)+ increases more rapidly

than the intensity of pure EG clusters.
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Figure 6.4. Sum of intensities of each cluster series as a function of EG mole fraction,
recorded at 12.0 eV. The EG fragments summed are m/z 31, 32, 33, 43, 44, 45, 61.

Figure 6.5. Geometry optimized lowest energy conformers for fragments with mass
31, both neutral (CH2OH) and cation (CH2OH+), and mass 32, neutral (CH3OH)
and cation (CH3OH+). These conformers were identified using the semi-empirical
quantum chemistry package crest and then further optimized using Q-Chem (!B97X-
D/6-311+G-(2d,p)).
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Figure 6.6. Geometry optimized lowest energy conformers for both neutral and cationic
EG (mass 62) and dimer EG (mass 124). These conformers were identified using the
semi-empirical quantum chemistry package crest and then further optimized using Q-
Chem (!B97X-D/6-311+G-(2d,p)).

Figure 6.7. Geometry optimized lowest energy conformers for neutral and cationic pro-
tonated EG monomer (mass 63), dimer (mass 125), trimer (mass 187) and tetramer
(mass 249). These conformers were identified using the semi-empirical quantum chem-
istry package crest and then further optimized using Q-Chem !B97X-D/6-311+G-
(2d,p).
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Lowest Energy Geometries of EG Water Clusters

To predict the molecular structure of the clusters in the molecular beam, low-energy

conformers were obtained using the semi-empirical quantum chemistry package Crest and

the lowest energy conformer was further optimized at the quantum chemical level (!B97X-

D/6-311+G-(2d,p)). These lowest energy conformers are shown in figures 6.5, 6.6, and

6.7.

Using the calculated energies of the optimized geometries of the clusters, the appear-

ance energies of the ionized clusters were calculated and will be discussed in detail later.

The structural models reveal the most energetically favorable hydrogen bonding patterns

between EG and the water network. When EG is neutral, water molecules are observed

to connect the two OH groups forming a pathway or water wire which makes for easy pro-

tron hoping between the two OH groups. When the fragments CH2OH+ and CH3OH+

are surrounded by three water molecules, the proton from the OH group of EG detaches

and is shared between two water molecules forming a Zundel ion, which is the ion formed

when 2 water molecules share a proton between them. This Zundel ion is also observed

to form in protonated clusters with up to four EG molecules.

Photoionization Intensity Curves and Appearance Energies (AE)

From the mass spectra, recorded every 50 meV, photoionization intensity curves were

obtained for all clusters at each concentration of EG (3%, 16%, 27%, and 40%). These

photoionization intensity curves are given in the SI. As an example, one photoionization

intensity curve for fragment m/z 31 water clusters, taken with 27% EG in the molecular

beam, is shown in figure 6.8. The arrows indicate the location of the appearance energy,

which for this cluster varies substantially with cluster size. This will be discussed in detail

later.

From the photoionization intensity curves, the appearance energies for the clusters,

as a function of mole fraction, were determined and are given in table 6.1, along with

experimental and calculated AE values from reference [4]. We define appearance energy

as the energy needed to ionize and potentially fragment the gas phase molecule or cluster.

The concentration of EG in the molecular beam showed no e↵ect on appearance energy
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Figure 6.8. Photoionization intensity curve for fragment m/z 31 water clusters with
27% EG in the molecular beam. The arrows indicate the location of the appearance
energy.

indicating that the concentration of water does not e↵ect fragmentation. By contrast, the

appearance energy is dependent upon the size of the cluster. The intensity of the clusters

is directly related to the photon energy, as can be observed in figures 6.26, 6.27, 6.28,

and 6.29 in the SI. The plots are shown for clusters with up to 4 waters, though not all

clusters were observed to be this large.

Ionization Energy

Typically, the appearance energy obtained from a photoionization intensity curve for a

cluster with hydrogen bonds would correspond to vertical ionization energy (VIE), which

occurs when a neutral cluster absorbs a VUV photon causing a transition to a vibrationally

excited ionic state with the same geometry as the neutral cluster. From there the cluster

may relax, resulting in a geometry change, and the energy di↵erence between this relaxed

cation and the neutral molecule is the adiabatic ionization energy (AIE). Vertical and

adiabatic ionization energies for the lowest energy geometry optimized conformers of EG
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Table 6.1. Appearance energies (AE) in eV of EG clusters as well as fragment clusters
observed at di↵erent mole fractions of EG with an error of ±0.1eV . The error in the
appearance energies from reference [4] is ±0.05eV . A - indicates that the signal to
noise ratio was not good enough to obtain a conclusive AE value.

AE (eV) as a function of EG % AE (eV) from ref [4] Calculated AE (eV)

3% 16% 27% 40% Experimental Calculated

m/z 31+ 11.1 11.1 11.1 11.1 11.12 11.18

m/z 31(H2O)+ 10.2 10.2 10.1 10.1

m/z 31(H2O)+2 9.8 9.8 9.7 9.8

m/z 31(H2O)+3 9.7 9.7 9.6 9.6

m/z 31(H2O)+4 9.6 9.6 9.5 -

m/z 32+ 10.8 11.1 11.2 11.2 11.42 11.47

m/z 32(H2O)+ 10.4 10.3 10.3 10.4

m/z 32(H2O)+2 9.9 9.9 9.9 9.9

m/z 33+ 10.2 10.3 10.2 10.2 10.45 11.77

m/z 43+ 10.3 10.6 10.3 10.5 10.64 11.43

m/z 44+ 10.7 10.7 10.7 10.7 10.64 10.80

m/z 45+ 10.5 10.5 10.3 10.5 11.00 10.80

m/z 61+ 10.9 10.9 10.9 10.9 10.84 10.77

m/z 62 (EG)+ 9.9 9.9 9.9 9.9 9.85 9.77

m/z 62(H2O)+ - 9.6 9.6 -

m/z 62(H2O)+2 9.7 9.7 9.7 9.7

m/z 63 (EGH+) 10.1 10.1 10.1 10.1

m/z 63(H2O)+ 10.4 10.2 10.2 10.2

m/z 63(H2O)+2 10.0 9.9 9.8 9.8

m/z 63(H2O)+3 10.0 9.5 9.8 9.6

m/z 63(H2O)+4 - 9.6 9.6 -

m/z 124 (EG2) 9.5 9.5 9.5 9.5

m/z 124(H2O)+ 9.5 9.5 9.5 9.5

m/z 125 (EG2H+) - 9.9 10.0 9.9

m/z 125(H2O)+ - 10.1 9.6 9.6

m/z 125(H2O)+2 - 9.8 9.7 9.7

m/z 125(H2O)+3 - 9.8 9.9 -

m/z 125(H2O)+4 - 9.9 - -

m/z 187 (EG+
3 ) - 9.7 9.7 9.7

m/z 187(H2O)+ - 10.0 9.6 9.7

m/z 187(H2O)+2 - 9.8 9.7 9.6

m/z 249 (EG4H+) - 9.8 9.8 9.8

water clusters and dimer EG water clusters, were calculated and are shown in tables

6.2 and 6.3, respectively. The larger the di↵erence in energy between the adiabatic

and vertical ionization energies, the worse the Frank-Condon Factor and therefore the

greater the geometry change upon relaxation after ionization. In this case, the vertical

and adiabatic ionization energies are not close indicating a change in geometry upon
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Table 6.2. Calculated adiabatic and vertical ionization energies for EG (mz 62) clusters.

EG (mz 62)

Adiabatic Ionization (eV) Vertical Ionization (eV)

(H2O)0 9.6 10.5

(H2O)1 9.3 11.4

(H2O)2 8.9 10.5

(H2O)3 8.3 9.7

(H2O)4 8.0 9.8

Table 6.3. Calculated adiabatic and vertical ionization energies for EG dimer(mz 124)
clusters.

EG Dimer (mz 124)

Adiabatic Ionization (eV) Vertical Ionization (eV)

(H2O)0 8.7 9.8

(H2O)1 8.5 10.1

(H2O)2 8.4 10.1

(H2O)3 8.3 10.4

(H2O)0 8.6 10.1

relaxation. This ionization process is outlined for EG water clusters in figure 6.9 and for

dimer EG (m/z 124) water clusters in figure 6.10.

In figures 6.9 and 6.10 certain hydrogen bonds are labeled and the Mulliken charges

and spins on water are given. The ionization process changes the hydrogen bonding

networks and cluster geometries. The Mulliken charge and spin is obtained theoretically

via a Mulliken population analysis and gives an estimate of the partial atomic charges

[76]. For the clusters shown, at threshold the majority of the charge and spin of the

cluster is contained on EG indicating that when ionized, the charge prefers to stay on EG

rather than moving towards water. Of the four clusters, water in cluster EG(H2O)+ has

the highest charge and spin. This finding is in contrast to naphthalene water clusters and

dimethyl uracil water clusters where, at 11.7 eV, a hole was observed in the 3A” orbital
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Figure 6.9. Vertical and adiabatic ionization of clusters EG(H2O) (left) and EG(H2O)2
(right)

Figure 6.10. Vertical and adiabatic ionization of clusters EG2(H2O) (left) and
EG2(H2O)2 (right)

of water [77][78].

Changes in AE with cluster size

As can be seen in table 6.1, as cluster size around both protonated and unprotonated

EG monomer, dimer and trimer increases, the appearance energy decreases slightly and

ultimately converges. This same trend was observed with glycerol water clusters [3], PAH
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water clusters [77] and nucleobase water clusters [79]. A similar trend in decreasing AE

was observed with increasing methanol molecules clustered around a single water molecule

[67]. Pure EG (m/z 62) has an appearance energy of 9.9 eV, while an EG cluster with 2

waters has an appearance energy of 9.7 eV, a decrease of 0.2 eV, which is small given that

the error in appearance energy is ± 0.1 eV. The appearance energies for fragments m/z

31 and 32 are over 1 eV higher than that of pure EG. The higher appearance energy is

due to the additional energy needed to break the C-C bond of the unfragmented molecule

or cluster after ionization. This process is outlined in figure 6.11. In contrast to the

unfragmented clusters, the appearance energy of the fragment water clusters is found to

decrease substantially as cluster size increases, with a nearly 1 eV drop when 1 water

is added to the fragment. Water surrounding the unfragmented molecule stabilizes the

transition state so less energy is required to break the C-C bond and form the fragment.

Given the high energy of the VUV beam, it might be expected that water would

evaporate during the fragmentation process. This is found not to be the case given the

observed fragment clusters. To investigate this, the average excess energy (Eexcess), which

could cause water molecules to evaporate, after ionization of the EG water clusters was

calculated using equation 6.2.

Eexcess = AE � AIE (6.2)

The average appearance energy (AE) (which is the upper limit to the adiabatic ionization

energy (AIE)) for EG water clusters is 9.7 eV and the average adiabatic ionization energy

for these clusters is 9.3 eV giving an excess energy of 0.4 eV at the threshold. If this

excess energy is higher than the binding energy of water in the cluster, then the water may

evaporate. The binding energy of water in EG water clusters was determined following

equation 6.3

Ebind = E[(EG)H2On]
+ � E[(EG)H2On�1]

+ � E(H2O) (6.3)

where E is the electronic energy calculated at !B97X-V/def2-TZVPPD level of theory.

The calculated binding energies are given in table 6.4. These binding energies are in the

same ball park as those found for methanol water clusters and ethanol water clusters [80].
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Table 6.4. Binding energies in eV, calculated at the !B97X-V/def2-TZVPPD level of
theory, of the nth water (n = 1 - 4) attached to EG(H2O)n clusters.

n = 1 n = 2 n = 3 n = 4

BE(eV) of EG(H2O)n 0.60 0.88 0.87 0.71

The average binding energy is 0.76 eV, which is 0.36 eV higher than the excess energy

explains why at threshold energies, water did not evaporate during the fragmentation

process and therefore fragment water clusters were observed. At higher photon energies,

above the threshold, fragment water clusters are still observed. The clusters in the molec-

ular beam may have argon clusters around them, which may evaporate with the excess

energy. Previous work looking at argon water clusters detected (H2O)+m and (H2O)mH+,

but did not detect Arn(H2O)+m or Arn(H2O)mH+. At threshold, the excess energy was

0.2 eV and the binding energy converged to roughly 30 meV. This excess energy upon

ionization is enough to evaporate 7 argon molecules, which explains the lack of detected

argon water clusters [81]. This argon water cluster finding lends support to the idea that

the excess energy, when above the threshold of the EG water clusters, goes into evaporat-

ing argon clusters rather than evaporating the water cluster surrounding EG, shown in

figure 6.6. The appearance of these EG water clusters indicates that, at least on the time

scale of detection, the water clusters are not observing the ionization and fragmentation

processes of EG.

The decrease in appearance energy as water clusters around fragments m/z 31 and

m/z 32 indicates that the interaction between the water and EG is a↵ecting some step

of the ionization and fragmentation processes. It is hypothesized that fragment m/z 31

forms from a cyclic transition state when VUV light breaks the C-C bond of EG.

A suggested potential energy surface for the formation of this fragment is shown in

figure 6.11. This is based upon the appearance energy for fragment m/z 31 clusters being

higher than the vertical ionization energy of EG. The appearance energy is calculated

theoretically following equation 6.4 where m, n, and k represent the number of water

molecules in the cluster and E is the electronic energy calculated at !B97X-V/def2-
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Figure 6.11. Potential energy surface for the fragmentation process of EG water clus-
ters forming m/z 31 water clusters. This process is hypothesized to occur through a
cyclic intermediate.

TZVPPD level of theory using Q-Chem [74].

AE(m/z31(H2O)+n ) = E(m/z31(H2O)m)+E(m/z31(H2O)+n )�E(m/z62(H2O)k) (6.4)

The size of the EG water cluster producing the observed fragments is unknown, so the

appearance energy for the clusters was determined using di↵erent sized EG water clusters.

The determined values are shown in table 6.5. Table 6.5 shows that the size of the

Table 6.5. Calculated appearance energy for m/z 31(H2O)+n . This table indicates that
the final product is the determining factor in the energy, rather than the size of the
reactant EG water cluster.

m/z 31+ m/z 31(H2O)+ m/z 31(H2O)+2 m/z 31(H2O)+3 m/z 31(H2O)+4

EG 11.31 - - - -

EG(H2O) 11.39 10.33 - - -

EG(H2O)2 11.41 10.52 9.88 - -

EG(H2O)3 11.29 10.43 9.96 9.54 -

EG(H2O)4 11.24 10.32 9.88 9.62 9.31

reactant EG water cluster does not determine the energy of the fragment cluster; rather,

this energy is determined based upon the size of the fragment cluster. The calculated

appearance energies in table 6.5 show the experimentally seen downward trend as the size
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of the cluster increases and the roughly 1 eV drop in AE with the addition of one water

to fragment m/z 31.

1,2- and 1,3-Propylene Glycol Water Clusters

As a comparison with EG and to see how the addition and placement of a methyl group af-

fects photoionization, the VUV photoionization of 1,2-propylene glycol and 1,3-propylene

glycol was performed. Similarly to the EG experiments, the concentration of 1,2-propylene

glycol to water and 1,3-propylene glycol to water was adjusted by changing the temper-

ature of the nozzle as well as the pressure of the backing Ar gas. Mass spectra taken at

photon energies of 10.5 and 12.5 eV with di↵erent mole fractions of 1,2- and 1,3-propylene

glycol are shown in the SI in figures 6.30 (12PG, 10.5 eV), 6.31 (12PG, 12.5 eV), 6.32

(13PG, 10.5 eV), and 6.33 (13PG, 12.5 eV). The mass spectrum taken at 12.5 eV with

52% 1,2-propylene glycol is shown in figure 6.12. Monomer and dimer protonated propy-

lene glycol water clusters are indicated as well as the protonated propylene glycol trimer.

The mass spectrum taken at 12.5 eV with 12% 1,3-propylene glycol is shown in figure

6.13. The observed cluster series m/z 31(H2O)+n , PG(H2O)+n , PG2(H2O)+n are indicated.

The observed fragments for 1,2-propylene glycol are the same as those for EG with

the addition of m/z 63, which is attributed to protonated EG. 1,3-propylene glycol has

similar fragmentation to the other two diols, with the exception of fragment m/z 61 and

the addition of fragments m/z 57, 59, 60, and 75. These di↵erences in fragmentation show

that the addition of a methyl group as well as the location of this methyl group a↵ect

fragmentation. This methyl group e↵ects hydrogen bonding in the cyclic transition state

which then e↵ects what fragments can form.

Figure 6.14 shows the sum of the cluster series as a function of the 1,2-propylene glycol

mole fraction taken at 12.5 eV. Unlike what was seen with EG, as the concentration of 1,2-

propylene glycol increases, the intensity for only 1,2-propylene glycol clusters and PG3H+

(m/z 229) increases while for all other clusters the intensity decreases. This decreasing

trend follows the depletion of water that was also observed when glycerol water clusters

were photoionized [3]. This decrease suggests that clusters m/z 31(H2O)+n , m/z 63(H2O)+n ,
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Figure 6.12. 52% 1,2-propylene glycol mass spectrum taken at 12.5 eV showing
monomer and dimer protonated propylene glycol water clusters as well as the pro-
tonated propylene glycol trimer.

m/z 77(H2O)+n , and m/z 153(H2O)+n are directly involved in the photoionization dynamics

of 1,2-propylene glycol water clusters.

Table 6.6 shows the appearance energies for fragments and clusters resulting from the

1,2-propylene glycol water molecular beam and table 6.7 shows appearance energies from

the 1,3-propylene glycol water molecular beam.

Both propylene glycols are observed to form fragments with mass 31, just as was

observed with EG. 1,2-propylene glycol does show a slight drop in appearance energy as

more water clusters around it, but nothing like what was seen in EG. 1,3-propylene glycol

does not show any drop in appearance energy with the addition of water to fragment m/z

31. This di↵erence is attributed to the addition of a methyl group, and in the case of 1,3-

propylene glycol, the location of the methyl group between the hydroxyl groups a↵ecting

hydrogen bonding and the transition state that forms before or during the photoionization
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Figure 6.13. Mass spectrum taken with 12% 1,3-propylene glycol in the molecular beam
at a photon energy of 12.5 eV. The cluster series for m/z31(H2O)+n , PG(H2O)+n , and
PG2(H2O)+n are shown.

process.

A similar trend in decreasing AE was observed for certain fragment water clusters

formed when glycerol water clusters were photoionized. Fragments m/z 61, 62, and 74

were found to form clusters with water. No trend was observed for fragment m/z 31,

as this fragment was not detected, though the formation of this fragment was predicted,

by theory, to be barrierless [3]. The appearance energies of the fragment clusters m/z

62(H2O)+n and m/z 74(H2O)+n are close to that of pure glycerol (AE = 9.4 eV [3]) and

show a change of 0.1 eV, which is within the experimental error, as more water molecules

cluster around the fragment. Fragment m/z 61 showed a decrease in appearance energy

of 0.3 eV with the addition of 1 water molecule, which is larger than was seen with

the other fragments but small compared with what was seen with fragment m/z 31 from

EG. The decrease in energy with addition of water was on the order of that observed

78



Figure 6.14. Sum of intensities of each cluster series as a function of 1,2-propylene
glycol mole fraction, recorded at 12.5 eV. Unlike with EG, as the concentration of 1,2-
propylene glycol increases, the intensity of 1,2-propylene glycol clusters and PG3H+

increases while the intensity for all other clusters decreases.

for fragmentation of 1,2-propylene glycol. For comparison, the optimized geometries of

neutral (top) and cation (bottom) EG, 1,2-propylene glycol, 1,3-propylene glycol, and

glycerol [3] are shown in figure 6.15. These were optimized with Q-Chem at the !B97X-

V/def2-TZVPPD level of theory. Figure 6.15 shows how the hydrogen bonding between

water and the alcohol changes with ionization. Before ionization, all alcohols form at

least two hydrogen bonds with water. These hydrogen bonds are between 1.87 and 2.1

Å. Upon ionization, a hydrogen bond between both propylene glycols and water and

between glycerol and water is severed. In these three cases, when ionized, the alcohol

acts as a hydrogen bond donor, and the water drifts closer to one hydroxyl group. For

1,2-propylene glycol, the hydrogen bond that remains goes from 1.935 Å to 1.591 Å, and

the severed hydrogen bond is 1.886 Å long. For 1,3-propylene glycol, the hydrogen bond

that remains goes from 1.938 Å to 1.551 Å, and the severed hydrogen bond is 2.029 Å

long. For glycerol, the hydrogen bond that remains goes from 1.903 Å to 1.609 Å, and
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Table 6.6. Experimental appearance energies in eV of 1,2-propylene glycol clusters
as well as observed fragments and fragment clusters taken at a propylene glycol mole
fraction of 12%. The error is ±0.01. Using an e↵usive heater, the AE for 1,3-propylene
glycol was found to be 9.80 ± 0.1 eV, which nicely matches this experimental data. A
- indicates that the signal to noise ratio was not good enough to obtain a conclusive
AE value.

12%

m/z 27+ 9.6

m/z 29+ 9.5

m/z 30+ 10.5

m/z 31+ 11.1

m/z 31(H2O)+ 10.8

m/z 31(H2O)+2 10.5

m/z 31(H2O)+3 10.4

m/z 31(H2O)+4 10.1

m/z 31(H2O)+5 9.6

m/z 31(H2O)+6 9.5

m/z 31(H2O)+7 9.5

m/z 31(H2O)+8 9.5

m/z 31(H2O)+9 9.5

m/z 31(H2O)+10 9.5

m/z 33+ 10.1

m/z 43+ 10.0

m/z 44+ 10.1

m/z 45+ 10.3

m/z 63+ (EGH+) 9.6

m/z 63(H2O)+ 9.7

m/z 63(H2O)+2 9.5

m/z 63(H2O)+3 9.5

m/z 63(H2O)+4 9.5

m/z 76+ (PG)+ 9.7

m/z 76(H2O)+ 9.5

m/z 76(H2O)+2 9.5

m/z 77+ (PGH+) 10.4

m/z 77(H2O)+ 11.0

m/z 77(H2O)+2 11.0

m/z 77(H2O)+3 11.0

m/z 77(H2O)+4 11.0

m/z 77(H2O)+5 11.0

m/z 77(H2O)+6 11.0

m/z 153+ (PG2H+) 9.5

m/z 153 (H2O)+ 9.5

m/z 153 (H2O)+2 10.2

m/z 153 (H2O)+3 10.3

m/z 153 (H2O)+4 11.1

m/z 153 (H2O)+5 11.1

m/z 229 (PG3H+) 9.5

the severed hydrogen bond is 1.896 Å long. Ethylene glycol, which contains one fewer

methyl group than the propylene glycols and one fewer methyl group and hydroxyl group
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Table 6.7. Experimental appearance energies in eV of 1,3-propylene glycol clusters
as well as observed fragments and fragment clusters taken at a 1,3-propylene glycol
mole fraction of 30% (from 85*C). The error is ±0.01 Using an e↵usive heater, the
AE for 1,3-propylene glycol was found to be 9.75 ± 0.05 eV, which nicely matches this
experimental data. A - indicates that the signal to noise ratio was not good enough
to obtain a conclusive AE value.

30%

m/z 31 11.3

m/z 31(H2O)+ 11.2

m/z 31(H2O)+2 11.2

m/z 31(H2O)+3 -

m/z 43 10.2

m/z 44 10.2

m/z 45 10.0

m/z 57 10.7

m/z 59 10.0

m/z 60 10.0

m/z 75 10.9

m/z 76 (PG) 9.7

m/z 76(H2O)+ 9.8

m/z 76(H2O)+2 -

m/z 77 (PGH) 9.8

m/z 77(H2O)+ 9.8

m/z 77(H2O)+2 9.8

m/z 77(H2O)+3 -

m/z 152 (PG2) 9.7

m/z 152 (H2O)+ 9.6

m/z 152 (H2O)+2 -

m/z 153 (PG2H) 9.6

m/z 153 (H2O)+ 9.6

m/z 229 (PG3H) 9.7

than glycerol, undergoes a proton transfer when ionized. This proton is shared between

the hydroxyl group and water, similar to a Zundel ion. The lower propensity of propylene

glycol and glycerol to bind to water when ionized is attributed to the additional methyl

group when compared with ethylene glycol.

The fragmentation process, upon VUV photoionization, of pure glycerol occurs through

either a six-membered hydrogen transfer transition state forming a stable ternary inter-

mediate or through elongation of the C-C bond. Similar cyclic hydrogen bond transition

structures were found to be involved in the fragmentation process, upon VUV photoion-

ization, of glycerol water clusters [3] and deoxyribose [69]. The fragmentation of the diol

water clusters is proposed to occur through similar cyclic hydrogen bond transition states

as well as via C-C bond elongation. The cyclic hydrogen bond transition state that can
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Figure 6.15. Optimized geometry of neutral (top row) and cation (bottom row) EG,
1,2-propylene glycol, 1,3-propylene glycol, and glycerol [3] with the hydrogen bond
lengths given. The optimization was done using Q-Chem at the !B97X-V/def2-
TZVPPD level of theory.

form is dependent upon the location of the hydroxyl groups on the diol, which explains the

di↵erence in fragments observed for the three diols as well as the di↵erence in appearance

energy trends between these diols.

The combination of diol with water is found to change the ionization mechanism for

both the water and the diol. In general, cationic diols are found to have a lower propensity

for binding to water than neutral diols, as shown in figure 6.15 by the severing of one

hydrogen bond when ionized. This finding is supported by previous theory calculations

that found that the EG water interaction is dominant over EG EG and water water

interactions, indicating that the presence of water disrupts EG EG hydrogen bonding [70].

By understanding the e↵ect water has upon ionization mechanisms and fragmentation of

the diols EG, 1,2-propylene glycol, and 1,3-propylene glycol, reactions occurring on the

icy mantles of dust grains in the ISM can be better understood and predicted. Based upon

these findings, cationic diols and alcohols in general will bind less to water when ionized

and will require less energy to fragment when surrounded by water. These findings are

based on small clusters of water surrounding the alcohol. To fully understand the reaction

dynamics occurring in the ISM, further studies involving ice and these diols along with

calculations simulating a full surface of water are needed, such as has been done with
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some polycyclic aromatic hydrocarbons trapped onto cryogenic water-ice [82].

Conclusions

EG, 1,2-propylene glycol, and 1,3-propylene glycol water clusters were photoionized using

tunable VUV radiation (in the range 9.0 to 12.5 eV) and the products were detected using

reflectron time-of-flight mass spectrometry. Water clustered around the diols as well as

fragments of the diols were detected, indicating that through the fragmentation process

not all water surrounding the diol evaporates. The detected fragments di↵ered for the

three diols. EG and 1,2-propylene glycol exhibited similar fragmentation both forming

fragments m/z 31, 32, 33, 43, 44, 45, 61 and 1,2-propylene glycol formed fragment m/z 63.

1,3-propylene glycol exhibited somewhat di↵erent fragmentation forming fragments m/z

31, 32, 43, 44, 45, 57, 59, 60, 75. This di↵erence is due to the addition and location of the

methyl group. From the mass spectra, photoionization intensity curves were determined,

and from this, the appearance energies (AE) for the clusters were obtained. AE for the

unfragmented diol water clusters was found to show little variation with cluster size. A

small decrease in AE was observed as cluster size increased, similar to what was observed

with glycerol water clusters [3]. The formation of fragment clusters through dissociative

ionization was found to be a↵ected by the number of methyl groups and the placement

of hydroxyl groups with respect to these methyl groups. In the case of EG, forming m/z

31(H2O)+n takes roughly 1 eV less energy than forming m/z 31. With the addition of 1

methyl group to the end of EG, forming 1,2-propylene glycol, fragmentation to produce

m/z 31(H2O)+n takes 0.3 eV less than producing m/z 31. When the hydroxyl group is

moved to the added methyl, in the case of 1,3-propylene glycol, no change in energy

needed to form m/z 31(H2O)+n versus m/z 31 is observed. This indicates that methyl

group and hydroxyl group location play a large role in the energy needed to undergo

dissociative photoionization when water is present. This is attributed to the formation

of a cyclic hydrogen-bonded transition state, similar to that observed for glycerol water

clusters and deoxyribose.
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Supplemental Information (SI)

Photoionization intensity curves:

Figure 6.16 - m/z 31(H2O)+n , from ethylene glycol water clusters

Figure 6.17 - m/z 32(H2O)+n , from ethylene glycol water clusters

Figure 6.18 - EGn(H2O)+m, from ethylene glycol water clusters

Figure 6.19 - EG(H2O)nH+, from ethylene glycol water clusters

Figure 6.20 - EG2(H2O)nH+, from ethylene glycol water clusters

Figure 6.21 - EG3(H2O)nH+, from ethylene glycol water clusters

Figure 6.16. Photoionization intensity curves for m/z 31(H2O)+n

Figure 6.22 - fragments from 1,2-propylene glycol water clusters

Figure 6.23 - 1,2-propylene glycol water clusters

Figure 6.24 - fragments from 1,3-propylene glycol water clusters

Figure 6.25 - 1,3-propylene glycol water clusters

In table 6.8 the appearance energies for 1,2-propylene glycol and 1,3-propylene glycol

are given. These were obtained through e↵usive heating (e↵) of pure 1,2-propylene glycol

and 1,3-propylene glycol and and a supersonic beam (sup) of pure 1,2-propylene glycol
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Figure 6.17. Photoionization intensity curves for m/z 32(H2O)+n

Figure 6.18. Photoionization intensity curves for EGn(H2O)+m
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Figure 6.19. Photoionization intensity curves for EG(H2O)nH+

Figure 6.20. Photoionization intensity curves for EG2(H2O)nH+
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Figure 6.21. Photoionization intensity curves for EG3(H2O)nH+

Figure 6.22. Photoionization intensity curves for fragments from 1,2-propylene glycol
water clusters
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Figure 6.23. Photoionization intensity curves for 1,2-propylene glycol water clusters

Figure 6.24. Photoionization intensity curves for fragments from 1,3-propylene glycol
water clusters
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Figure 6.25. Photoionization intensity curves for 1,3-propylene glycol water clusters

and 1,3-propylene glycol. Due to the lack of water, the values seen here di↵er from those

given in the paper for diol water clusters. When 2 numbers are given, the first is the

appearance energy for the species and the second is the a new channel opening up.

Table 6.8. Appearance energies for pure 1,2-propylene glycol and 1,3-propylene glycol
obtained previously through e↵usive heating (e↵) and a supersonic beam (sup). When
2 numbers are given, the first is the appearance energy for the species and the second
is the a new channel opening up.

Appearance Energy (eV)

1,2 —————————— 1,3

E↵ (±0.1) Sup (±0.2) E↵ (±0.05) Sup (±0.2)

Parent C3H8O2, m/z 76 9.80, 10.82 9.86 9.75, 10.40 9.80

Lost H2O, C3H5O2, m/z 58 9.91 9.99 10.00, 10.47 10.04

Lost H3O, C3H5O2, m/z 57 10.54, 10.79 10.58, 10.80

C2H6O, m/z 46 10.32 10.31 10.55, 10.83 10.47, 11.00

Lost H2O and CH2O, m/z 30 11.02, 11.40 11.04, 11.35

Lost H2O, H CHO, m/z 29 11.68, 12.76 11.59

Lost H2O and CH2O, m/z 28 11.50, 12.04 11.48

The intensity of the clusters as a function of cluster size and photon energy are shown

for the fragment clusters in figure 6.26, for EG and protonated EG clusters in figure 6.27,

for dimer protonated and unprotonated clusters in figure 6.28 and for protonated trimer
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Figure 6.26. Intensity of fragment m/z 31 and m/z 32 clusters as a function of cluster
size and photon energy (eV)

ethylene glycol clusters in figure 6.29. From this, it can be seen that the intensities of the

clusters increase with photon energy (highest at 12.5 eV).

Figure 6.30 shows mass spectra taken with a photon energy of 10.5 eV at 15%, 25%,

38%, 52%, and 100% mole fractions of 1,2-propylene glycol. Figure 6.31 shows mass

spectra taken with a photon energy of 12.5 eV at 15%, 25%, 38%, and 52% mole fractions

of 1,2-propylene glycol. In both figures propylene glycol water clusters are indicated as

well as protonated dimer and trimer propylene glycol.

Figure 6.32 shows mass spectra taken with a photon energy of 10.5 eV at 9%, 12%,

20%, 30%, and 42% mole fraction of 1,3-propylene glycol. Figure 6.33 shows mass spectra

taken with a photon energy of 12.5 eV at 9%, 12%, 20%, 30%, and 42% mole fraction

of 1,3-propylene glycol. Monomer, dimer and trimer, protonated and unprotonated 1,3-

propylene glycol water clusters are indicated.
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Figure 6.27. Intensity of EG and EGH clusters as a function of cluster size and photon
energy (eV)

Figure 6.28. Intensity of dimer ethylene glycol and protonated dimer ethylene glycol
clusters as a function of cluster size and photon energy (eV)
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Figure 6.29. Intensity protonated trimer ethylene glycol clusters as a function of cluster
size and photon energy (eV)
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Figure 6.30. Mass spectra of 1,2-propylene glycol water clusters recorded at 10.5 eV
with 1,2 propyolene glycol mole fraction 15%, 25%, 38%, and 52%, and 100%. The
propylene glycol water cluster series is shown along with dimer and trimer prontonated
propylene glycol.
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Figure 6.31. Mass spectra of 1,2-propylene glycol water clusters recorded at 12.5 eV
with 1,2 propyolene glycol mole fractions 15%, 25%, 38%, and 52%. The propylene
glycol water cluster series is shown along with dimer and trimer prontonated propylene
glycol.
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Figure 6.32. Mass spectra of 1,3-propylene glycol water clusters recorded at 10.5 eV
and at 1,3-propylene glycol mole fractions 9%, 12%, 20%, 30%, and 42%. Monomer,
dimer and trimer, protonated and unprotonated 1,3-propylene glycol water clusters
are shown.
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Figure 6.33. Mass spectra of 1,3-propylene glycol water clusters recorded at 12.5 eV
and at 1,3-propylene glycol mole fractions 9%, 12%, 20%, 30%, and 42%. Monomer,
dimer and trimer, protonated and unprotonated 1,3-propylene glycol water clusters
are shown.
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Chapter 7

Conclusions

Through my graduate school research, I have aimed to shed light on the origins of life.

With this pursuit in mind, I worked on three di↵erent gas phase spectroscopy projects on

three di↵erent apparatuses. These projects studied reactions and molecules involved in

the formation of complex organic molecules (COMs), which may have provided much of

the organic material in the solar system and are thought to have been involved in prebiotic

chemistry on Earth.

In my first project, I performed two ion-molecule reactions, which, in the interstellar

medium (ISM), are proposed to have formed small molecular precursors to COMs. In

these reactions, I studied the chemical reactivity of vanadium cations excited to a specific

quantum spin-orbit electronic state with methane and water, separately, as a function of

the center of mass collision energy in the range 0.1 to 10.0 eV. The vanadium cation was

prepared into the quantum spin-orbit states a5D0,2, a5F1,2, and a3F2,3. For the vanadium

cation water reactions, the three observed product channels were V O++H2, V H++OH,

and V OH+ + H2O. For the reaction between vanadium cation and methane, the three

observed product channels were V H+ + CH3, V CH+
2 +H2 and V CH+ +H.

In both reactions, the triplet state, a3F2,3, was found to be more reactive than the

quintet states, a5D0,2, a5F1,2, which is attributed to a weak quintet-to-triplet spin crossing

mechanism and therefor a favoring of conservation of total electron spin. In the vanadium

cation methane reaction, an inserted intermediate HV +CH3 also favored the triplet state.

The distinct pathways for the various electronic states are attributed to weak spin-orbit
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coupling. In both reactions, viable pathways to form H2 were shown, providing insight

into designing more e↵ective catalysts for H2 formation as well as CH4 activation.

Larger molecules in the ISM are thought to form through radical-neutral or radical-

radical reactions. To better predict these reactions, it is necessary to know what radicals

are in the ISM. The spectra of radicals can be detected by radio telescopes and then

identified by comparison with experimentally determined spectra. To aid in this de-

tection, in my second project, I designed a new technique and built a new instrument

that would selectively determine the rovibrational spectra of radicals. This technique

combined cavity-enhanced frequency modulation spectroscopy with an AC magnetic field

generated by a solenoid to achieve a sensitive, radical-selective, Doppler-free technique

that we named Noise-Immune Cavity-Enhanced Optical Heterodyne Zeeman Modulation

Spectroscopy (NICE-OHZMS). The instrument was built by modifing an existing instru-

ment used for noise-immune cavity-enhanced optical heterodyne velocity modulation. The

velocity modulation was replaced with Zeeman modulation through the addition of the

AC audio amplifier-driven solenoid, shown in figure 7.1. To test the e↵ectiveness of the

Figure 7.1. A picture of the AC audio-amplified solenoid, which produces the time-
varying magnetic field used in the NICE-OHZMS technique to discriminate the spectra
of radicals from those of closed shell molecules.

instrument and technique, proof-of-concept testing was performed with the radical (or

open-shell molecule) NO as well as the closed-shell molecule CO2. If working correctly,

because of the Zeeman modulation, only the spectra of NO should appear. The spectra

of CO2 would be removed through the modulation process. A NICE-OHZMS spectra of
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Figure 7.2. NICE-OHZMS spectra of NO and CO2 as a function of current applied to
the solenoid. For NO, the R(18.5) transition of the first overtone band is shown on
the left and for CO2 the P(26) transition of the ⌫1 + ⌫3 combination band is shown on
the right.

NO and CO2 taken at di↵erent applied currents is shown in figure 7.2. On the left, the

R(18.5) transition of the first overtone band of NO is shown, and on the right, the P(26)

transition of the ⌫1 + ⌫3 combination band of CO2 is shown. Given the presence of the

CO2 transition, modifications and further testing are needed before this technique is fully

realized. This further testing will be done by future graduate students.

In the ISM, molecules embed onto the icy mantles surrounding dust grains are ionized

and potentially fragmented by vacuum ultraviolet (VUV) light. These ions and fragments

may then go on to form COMs. The molecules in the ice, such as CO2 andH2O, may a↵ect

the reactivity and photoionization of the embedded molecules. As a proxy for studying

this, the photoinization of ethylene glycol, 1,2-propylene glycol, and 1,3-propylene gly-

col water clusters was studied. These diol water clusters were generated in a continuous

supersonic molecular beam, photoionized by synchrotron vacuum ultraviolet light from

the Advanced Light Source, and subsequently detected by reflectron time-of-flight mass

spectrometry. From the mass spectra, taken at increasing photon energy, the appearance

energies for the detected clusters were determined. Clusters of both diol fragments and

unfragmented diols with water were detected. Water clustered around the diols as well as

fragments of the diols were detected, indicating that through the fragmentation process,

not all the water surrounding the diol evaporates. The detected fragments di↵ered for the

three diols. Ethylene glycol and 1,2-propylene glycol exhibited similar fragmentation both

forming fragments m/z 31, 32, 33, 43, 44, 45, 61 and 1,2-propylene glycol formed frag-
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ment m/z 63. 1,3-propylene glycol exhibited somewhat di↵erent fragmentation forming

fragments m/z 31, 32, 43, 44, 45, 57, 59, 60, 75. This di↵erence is due to the addition and

location of the methyl group. From the mass spectra, photoionization intensity curves

were determined, and from this, the appearance energies (AE) for the clusters were ob-

tained. AE for the unfragmented diol water clusters was found to show little variation

with cluster size. A small decrease in AE was observed as cluster size increased, similar

to what was observed with glycerol water clusters [3]. The formation of fragment clusters

through dissociative ionization was found to be a↵ected by the number of methyl groups

and the placement of hydroxyl groups with respect to these methyl groups. In the case

of ethylene glycol, forming m/z 31(H2O)+n takes roughly 1 eV less energy than forming

m/z 31. With the addition of 1 methyl group to the end of ethylene glycol, forming

1,2-propylene glycol, fragmentation to produce m/z 31(H2O)+n takes 0.3 eV less than pro-

ducing m/z 31. When the hydroxyl group is moved to the added methyl, in the case of

1,3-propylene glycol, no change in energy needed to form m/z 31(H2O)+n versus m/z 31

is observed. This indicates that methyl group and hydroxyl group location play a large

role in the energy needed to undergo dissociative photoionization when water is present.

This is attributed to the formation of a cyclic hydrogen-bonded transition state, similar

to that observed for glycerol water clusters and deoxyribose.
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