
Building Intelligent and Reliable Summarization Systems  

 

By 

 

HAOPENG ZHANG 

DISSERTATION 

 

Submitted in partial satisfaction of the requirements for the degree of 

 

DOCTOR OF PHILOSOPHY 

 

in 

 

Computer Science 

 

in the 

 

OFFICE OF GRADUATE STUDIES 

 

of the 

 

UNIVERSITY OF CALIFORNIA 

 

DAVIS 

 

Approved: 

 

         

Jiawei Zhang, Chair 

 

         

Xin Liu 

 

         

Hamed Pirsiavash 

 

Committee in Charge 

 

2024 

 

 

i 



Dedicated to Xiaoxuan, my anchor and my light.

In loving memory of my grandfather Xingya Wang.

ii



Contents

Abstract v

Acknowledgments viii

Chapter 1. Introduction 1

1.1. Background 5

1.2. Contributions of this Dissertation 11

1.3. Outline of this Dissertation 13

1.4. List of Publications 16

Chapter 2. Leveraging Structures for Long Document Modeling 18

2.1. Introduction 18

2.2. Related Work 21

2.3. Method 22

2.4. Experiment 30

2.5. Analysis 33

2.6. Conclusion 37

Chapter 3. Augmenting Salient Information Extraction with Generation Model 38

3.1. Introduction 38

3.2. Related Work 40

3.3. Preliminary 42

3.4. Method 44

3.5. Experiment 49

3.6. Analysis 54

iii



3.7. Conclusion 57

Chapter 4. Balancing Summary Salience and Diversity 59

4.1. Introduction 59

4.2. Related Works 61

4.3. Method 63

4.4. Experiments 68

4.5. Analysis 73

4.6. Conclusion 77

Chapter 5. Improving Summary Generation with Iterative Refinement 78

5.1. Introduction 78

5.2. Related Work 81

5.3. Methods 83

5.4. Experiments 88

5.5. Analysis 94

5.6. Conclusion 97

Chapter 6. Fusing Extractive and Abstractive Summarization with Large Language

Model 98

6.1. Introduction 98

6.2. Related Work 100

6.3. Method 100

6.4. Experiments and Analysis 102

6.5. Conclusion 110

Chapter 7. Conclusion and Future Directions 111

7.1. Conclusion 111

7.2. Future Work 112

Bibliography 114

iv



Abstract

Data, in various formats, surrounds us everywhere in our daily lives, such as education,

entertainment, and media. Living in the era of big data, the massive amount of web textual

data has grown exponentially over the past decade. This leads to the problem of informa-

tion overload, where an individual is exposed to more information than they could process.

Thus, the need for an automatic text summarization (ATS) system emerges, which could

transform this vast raw information into key points in the form of smaller, digestible pieces

automatically.

ATS systems operate by extracting or generating a concise and readable summary while

preserving salient information from the original documents. Developing intelligent systems

that can produce concise, fluent, and reliable summaries has been a long-standing goal in

natural language processing (NLP). Significant progress has been made in recent years,

thanks to breakthroughs like pre-trained language models such as BERT [19] and GPT [11].

However, text summarization remains a complex and multifaceted task. Similar to the

cognitive process humans undertake when crafting summaries, text summarization requires

the machine to first semantically understand the contents of a document, then identify and

extract salient information from the document, and finally generate an accurate and faithful

summary.

This dissertation presents several distinct approaches to tackle the three critical steps

of building ATS systems. Specifically, I first present my work to improve the modeling of

long documents for extractive summarization. I introduce model HEGEL, a hypergraph

neural network for long document summarization that captures high-order cross-sentence

relations. HEGEL updates and learns e↵ective sentence representations with hypergraph

transformer layers and fuses di↵erent types of sentence dependencies, including latent topics,

keywords, coreference, and section structure. Extensive experiments on two benchmark

datasets demonstrate the e↵ectiveness and e�ciency of HEGEL in long document modeling

and extractive summarization.
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Then I move on to the holistic extraction of salient information from documents. To

address the limitation of individual sentence label prediction in existing extractive summa-

rization systems, I propose a novel paradigm for extractive summarization named Di↵uSum.

Di↵uSum directly generates the desired summary sentence representations with di↵usion

models and extracts sentences based on sentence representation matching. Additionally, Dif-

fuSum jointly optimizes a contrastive sentence encoder with a matching loss for sentence rep-

resentation alignment and a multi-class contrastive loss for representation diversity. On the

other hand, I also introduce a new holistic framework for unsupervised multi-document ex-

tractive summarization. The method incorporates the holistic beam search inference method

associated with the holistic measurements, named Subset Representative Index (SRI). SRI

balances the importance and diversity of a subset of sentences from the source documents

and can be calculated in unsupervised and adaptive manners.

Next, I demonstrate my work on improving the quality and faithfulness of generated

summaries. While text summarization systems have made significant progress in recent years,

they typically generate summaries in one single step. However, the one-shot summarization

setting is sometimes inadequate, as the generated summary may contain hallucinations or

overlook essential details related to the reader’s interests. To address this, I propose SummIt,

an iterative text summarization framework based on large language models (LLMs) like

ChatGPT. SummIt enables the model to refine the generated summary iteratively through

self-evaluation and feedback, resembling humans’ iterative process when drafting and revising

summaries. Furthermore, I explore the potential benefits of integrating knowledge and topic

extractors into the framework to enhance summary faithfulness and controllability. Both

automatic evaluation and human studies are conducted on three benchmark summarization

datasets to validate the e↵ectiveness of the iterative refinements and to identify potential

issues of over-correction.

Finally, as the emergence of large language models reshapes NLP research, I present a

thorough evaluation of ChatGPT’s performance on extractive summarization and compare
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it with traditional fine-tuning methods on various benchmark datasets. The experimental

analysis reveals that ChatGPT exhibits inferior extractive summarization performance in

terms of ROUGE scores compared to existing supervised systems, while achieving higher

performance based on LLM-based evaluation metrics. I also explore the e↵ectiveness of

in-context learning and chain-of-thought reasoning for enhancing its performance and pro-

pose an extract-then-generate pipeline with ChatGPT, which could yield significant perfor-

mance improvements over abstractive baselines in terms of summary faithfulness. These

observations highlight potential directions for enhancing ChatGPT’s capabilities in faithful

summarization using two-stage approaches.

In summary, by demonstrating and examining these systems and solutions, I aim to high-

light the three critical yet challenging steps in building intelligent and reliable summarization

systems, which are also crucial steps towards advancing the design of a more powerful and

trustworthy AI assistant. I hope future research endeavors will continue to advance along

these directions.

vii



Acknowledgments

I’ve never considered myself a determined person, so when I decided to quit my electrical

engineering Ph.D. in 2019, I couldn’t have imagined that I’d end up completing a Ph.D.

in NLP and writing this computer science dissertation by now. The journey, which started

at Florida State University and concluded at UC Davis, has been challenging yet incredibly

rewarding. I want to take this opportunity to express my deepest gratitude to the individuals

who played a pivotal role in making this Ph.D. a reality.

First and foremost, I extend my heartfelt gratitude to my advisor, Dr. Jiawei Zhang, for

his exceptional guidance, mentorship, and belief in my potential. Our paths crossed when I

had just quit my ECE Ph.D., feeling lost and confused about my research journey. Jiawei

always gave me the freedom to pursue research topics that truly interested me and exhibited

boundless patience. He is a true researcher, serving as an exemplary role model from whom

I continually learn. His guidance has been crucial in shaping this dissertation.

Next, I would also like to thank my dissertation committee members, Dr. Xin Liu and

Dr. Hamed Pirsiavash, for their invaluable guidance. Additionally, I extend my gratitude to

Dr. Ian Davidson and Dr. Joshua McCoy, who served on my qualification exam committee.

I had the privilege of completing four industry research internships throughout my Ph.D.

journey, which added vibrant colors and enriched my experience. I am deeply grateful to all

the mentors and colleagues I had the pleasure of meeting during these experiences. Notably,

I want to express my special gratitude to Dr. Semih Yavuz, my mentor during my first-ever

research internship at Salesforce Research. I was a newcomer to NLP at that time, unaware

even of basic concepts like ’teacher forcing.’ Semih patiently guided me, explaining every

detail with responsiveness and kindness. His mentorship has been an invaluable source of

learning, consistently benefiting me throughout my entire Ph.D. journey.

Ph.D. is a long, struggling, and lonely journey, but I was also fortunate to have crossed

paths with so many brilliant friends along the way. Their support made the journey joyful

and full of happy memories. I would like to thank Yuxiang, Lin, Xiao, and Zizhong from

viii



our IFM Lab; Yixin, Bing, Bowen, Jiyang, and Yili from FSU; Zijian and Taiming from UC

Davis; Ye and Man, whom I met at Salesforce; Hang, Xianjun, Pengshan, and Qing, whom

I met at Tencent; Jin, Hayate, and Chen, whom I met at Megagons. Your presence has

left an indelible mark on my journey, and I cherish all the memories we’ve shared. Notably,

Xiao has also been a brilliant collaborator to me. We worked together on multiple projects,

resulting in five publications. Wishing you all the best for the rest of your Ph.D. journey.

I am deeply indebted to my parents, Hong Wang and Dong Zhang, for their unwavering

love, understanding, and support. They took care of and protected me to the best of their

abilities, and their presence comforts me all the time. I haven’t been able to return home

since 2019, and I am really missing you. Hope to reunite and see you soon. I also would like

to memorialize my grandfather, Xingya Wang, who passed away during my Ph.D. I can’t

return his unconditional love and care anymore, but he will remain cherished in my heart

forever.

Lastly but most importantly, a special place in my heart is reserved for my beloved wife,

Xiaoxuan Yang. You are my anchor, my sun, my soulmate, and the love of my life. We got

married right before this Ph.D. journey, and I wholeheartedly acknowledge that I wouldn’t

have made it this far without your presence. You complete me, fill my heart, and illuminate

my world. My soul never feels lonely after having you. Our beloved cat, Qiyue Zhang, has

consistently been an angel, infusing this journey with joy.

Sincerely,

Haopeng Zhang

ix



CHAPTER 1

Introduction

Living in the era of big data, the massive amount of textual data on the web has grown

exponentially over the past decade with the advent of the Internet. This leads to the prob-

lem of information overload, where individuals are exposed to more information than they

can e↵ectively process. Information overload can subsequently lead to poor data retention,

diminished mental energy, and decreased productivity.

To address this problem, Natural Language Processing (NLP) research has focused on

building systems that can automatically analyze documents and assist users in digesting

information. Text summarization is one core technique that aids users in navigating online

documents e�ciently by reducing their length and condensing them into short summaries.

It refers to the process of distilling the most important information from a document (or a

cluster of documents) to produce an abridged version.

Text summarization approaches could generally be categorized into di↵erent groups based

on input and output formats, as illustrated in Figure 1.1.

• Single-document vs. Multi-document vs. Query-focused: Text summa-

rization approaches could be divided into single-document summarization (SDS),

multi-document summarization (MDS), and query-focused summarization (QFS)

based on whether the input is a single document, a cluster of documents, or a

document with user-specified queries.

• Extractive vs. Abstractive vs. Hybrid: Text summarization approaches could

also be divided into extractive approaches, abstractive approaches, and hybrid ap-

proaches based on whether the output summary is created by extracting sentences
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from the original documents, generated word by word from scratch with novel words,

or a fusion of these two methods.

Figure 1.1. Categorization of text summarization approaches based on input
and output formats.

Developing automatic text summarization (ATS) systems that can produce concise, flu-

ent, and reliable summaries automatically has been a long-standing goal in NLP research.

Significant progress has been made in recent years, thanks to breakthroughs like deep neural

networks and pre-trained language models. However, text summarization remains a com-

plex and multifaceted task. Similar to the cognitive process humans undertake when crafting

summaries, automatic text summarization requires the machine to first semantically under-

stand the contents of a document, then identify and extract salient information from the

document, and finally generate an accurate and faithful summary.

The development progress of ATS has experienced several paradigm shifts with technolog-

ical breakthroughs like term frequency-inverse document frequency (TF-IDF), deep neural

networks, and Transformers [105]. As shown in Figure 1.2, the summarization paradigm

could be generally categorized into four phases: statistical method phase, deep learning

phase, pre-trained language model (PLM) phase, and large language model (LLM) phase.

Here I will briefly introduce some representative work in each phase:

• Statistical Methods: In the early stages of summarization systems, the focus

was primarily on extractive methods relying on statistical approaches. These in-

cluded frequency-based methods, heuristic-based methods, graph-based methods,

and cluster-based methods. Specifically, Maximal Marginal Relevance (MMR) was
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Figure 1.2. A roadmap illustrating the shift between summarization system
paradigms.

introduced as a greedy approach to combine sentence relevance with information

novelty [12]. Later, inspired by the PageRank algorithm [10], LexRank [26] and

TextRank [75] were proposed to model the task of extractive summarization as iden-

tifying the most central nodes in a graph that represents the input document(s).

Furthermore, the sentence selection problem in extractive summarization was

formulated as a constrained optimization problem to obtain a globally optimal so-

lution. This was addressed with methods such as Integer Linear Programming

(ILP) [74] or submodular optimization [61].

• Deep Learning Methods: Recent advances in deep neural networks have dramat-

ically boosted progress in various tasks in NLP, especially when operating on large-

scale text corpora. With the development of word embedding techniques [76,84],

recent work typically represents text data as a sequence of tokens and learns e↵ective

sentence and document representations with deep neural network models, such as

recurrent neural networks (RNNs), long short-term memory (LSTM) networks [40],

and graph neural networks (GNNs).

Specifically, researchers have applied RNNs [77], reinforcement learning(RL)

[80], and graph neural networks [118] for extractive summarization. For abstractive

summarization, RNNs [78] and pointer generation networks [99] have also been

utilized.
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• Pre-trained Language Model Methods: With the advent of Transformer-based

architectures [105] and powerful large-scale pre-trained language models, ATS sys-

tems have witnessed a substantial leap in performance in the PLM phase. ATS

systems in this phase commonly adapt PLM checkpoints that are trained self-

supervisedly on large-scale corpora and continue to fine-tune the PLM on domain-

specific training sets. BERT [19] marks the start of this phase and is the first widely

adopted PLM that can be used for both extractive and abstractive summarization

with the encoder-only architecture [66].

Researchers in this phase emphasize abstractive summarization with encoder-

decoder architecture models like T5 [89] and BART [54] as the backbone. In ad-

dition, researchers have also developed summarization-specific PLMs like PEGA-

SUS [131], long-context PLMs like LED [8], and multi-document summarization

PLMs like PRIMERA [112].

• Large Language Model Methods: Recently, the emergence of LLMs has re-

shaped both academic NLP research and industrial landscapes due to their remark-

able capacity to understand, analyze, and generate texts. ATS system research now

highly focuses on LLM-based abstractive summarization and is mostly built under

zero-shot or few-shot settings instead of the fine-tuning step previously [11, 88].

Researchers have also found that LLMs’ summary outputs are preferred by human

annotators despite lower automatic metric scores [34], and news summaries gener-

ated by LLMs are already similar to those created by humans [133].

In this dissertation, I will present several ATS approaches to address challenges in building

intelligent and reliable summarization systems. This dissertation will address questions from

di↵erent perspectives, covering both extractive and abstractive summarization, spanning

from the deep learning paradigm phase to the LLM paradigm phase. Before diving into

the details of what this dissertation is about, I will first introduce some preliminaries and

problem formulations.
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1.1. Background

This section delves into foundational concepts and the research landscape essential for

understanding the development of modern ATS systems. This includes an overview of text

summarization formulations, an introduction to language models, and the fundamentals of

graph neural networks.

1.1.1. Text Summarization.

Text summarization is indeed one of the most important tasks in natural language pro-

cessing. Its objective is to condense a piece of text while preserving its key information and

main points. Here, we will cover the general problem formulation and common metrics used

to evaluate summary quality:

• Extractive Summarization: Extractive summarization outputs a summary by

identifying and directly extracting key sentences from the source document. With-

out loss of generality, we will formulate the summarization task for a single document

here. Formally, given a document with n sentences as D = {sd1, sd2, ..., sdn}, extractive

ATS system aims to form a m(m ⌧ n) sentences summary S = {ss1, ss2, ..., ssm} by

directly extracting sentences from the source document.

Most existing approaches formulate extractive summarization as a sequence la-

beling problem and assign each sentence a {0, 1} label. Here, label 1 indicates that

the sentence will be included in summary S, while label 0 indicates that the sentence

is not salient and will be ignored. However, extractive ground-truth labels (ORA-

CLE) are rarely available since most existing benchmark datasets use human-written

summaries as gold summaries. Thus, it is very common to use a greedy algorithm to

generate a sub-optimal ORACLE consisting of multiple sentences which maximize

the ROUGE-2 score against the gold summary following [77]. Summaries created

in the extractive manner are grammatically correct and faithful to the source doc-

ument, but they could su↵er from incoherence and redundancy problems.
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• Abstractive Summarization: Abstractive summarization is typically formulated

as a sequence-to-sequence problem, handled with the encoder-decoder neural archi-

tecture. Formally, abstractive ATS systems aim to generate a sequence of summary

words S, conditioned on its corresponding document words D, by modeling the

conditional probability distribution p(S|D).

Specifically, for the encoder-decoder architecture, an encoder is employed to

encode the source document D into a sequence of continuous vector representations,

from which a decoder then generates the summary sequence autoregressively. Most

abstractive ATS systems are sequential models and use a teacher-forcing training

strategy. Summaries created in the abstractive manner are more flexible with the use

of novel words, but they could su↵er from low fluency, hallucination, and grammar

errors.

• Summary Evaluation: How to automatically evaluate the quality of model out-

put summaries has been one of the most critical problems in ATS system designs.

Existing summary evaluation metrics mostly rely on the summary’s similarity to

the reference gold summary (human-written) as criteria. The most popular metric

is the ROUGE F-score [60], which measures the n-gram similarity between gener-

ated summaries and corresponding reference summaries. Specifically, ROUGE-1/2

scores refer to the unigram and bigram overlap and thus indicate summary informa-

tiveness. ROUGE-L score refers to the longest common sequence and thus indicates

summary fluency. Researchers have also explored model-based evaluation metrics

that compute token similarity using contextual embeddings like BERTscore [132].

Recently, researchers also explored LLM-based metrics, such as G-Eval [64]. It

employs an LLM with chain-of-thoughts (CoT) and a form-filling paradigm to eval-

uate the quality of natural language generation (NLG) outputs. G-Eval has shown

the highest correlation with human judgments compared to other summarization

quality metrics.
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Moreover, the faithfulness of generated summaries is critical for their real-world

applications and interests. Researchers have also explored metrics to automatically

evaluate summary faithfulness. FactCC [51] is a weakly supervised BERT-based

model metric that verifies factual consistency through rule-based transformations

applied to source document sentences. It shows a high correlation in assessing

summary faithfulness with human judgments. DAE [33] decomposes entailment

at the level of dependency arcs, examining the semantic relationships within the

generated output and input. Rather than focusing on aggregate decisions, DAE

measures the semantic relationship manifested by individual dependency arcs in the

generated output supported by the input. Questeval [98] is a question answering

based metric to measure summary faithfulness by how many generated questions

could be answered by the summary.

1.1.2. Pre-trained Language Models.

The progress of recent ATS systems also highly relies on the advent of recent large-

scale PLMs. The self-attention mechanism within the Transformer structure [105] brings

parallelization in computation and higher learning e�ciency, enabling model training on

large-scale unlabeled corpora. PLMs learn universal language representations from unsuper-

vised training, which provides a better model initialization to downstream tasks instead of

learning a new task from scratch.

Generally speaking, PLMs have three mainstream architectures: encoder-only, encoder-

decoder, and decoder-only. Note that they all use the same self-attention layers as in the

Transformers to encode word tokens. However, encoders are designed to learn embeddings

from text data that can be used for various predictive modeling tasks such as classification.

In contrast, decoders are designed to generate new texts autoregressively with the masking

attention mechanism. Recent LLMs like the GPT family all use the decoder-only architecture

since it is more parameter e�cient and easier to scale up. Here, I will introduce some

representative PLMs:
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• Encoder-only: The encoder is responsible for understanding and extracting the

relevant information from the input text. It can output continuous contextualized

representations (embeddings) of the input text, which could be further manipulated

for downstream tasks. Notable examples of encoder-only PLMs include BERT [19],

RoBERTa [67], and sentenceBERT [92].

• Encoder-decoder: Encoder-decoder models are widely used for natural language

processing tasks involving understanding input sequences and generating output

sequences, such as text translation and summarization. They are e↵ective at cap-

turing the mapping between input and output sequences. Notable examples of

encoder-decoder PLMs include T5 [89] and BART [54].

• Decoder-only: Decoder-only PLMs are autoregressive models that are widely used

for generation tasks. The most notable models include the GPT family, which have

shown remarkable performance in various benchmarks and are currently the most

popular architecture for NLP in the era of LLMs. LLMs like GPT models learn

emergent capabilities from large-scale pre-training and excel in a variety of NLP

tasks with strong zero-shot and few-shot performance [11,110].

1.1.3. Graph for Summarization.

In early-stage NLP research, text data was often treated as a bag of tokens, such as

bag-of-words (BoW) and term frequency-inverse document frequency (TF-IDF). With the

development of Word Embedding techniques [76,84], recent work typically represents text

data as a sequence of tokens and learns text representations with sequential deep learning

frameworks such as RNNs and LSTMs.

On the other hand, textual data also contain rich structural information and could be

represented by structures such as dependency parsing trees and constituency graphs. Graph

models have been widely applied to extractive summarization due to their capability of

modeling cross-sentence relations within a document. The sparse nature of graph structure

also brings more scalability and flexibility.
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The most common way of representing a document as a graph is to build sentence-level

similarity graphs. Given a document D = s
d

1, s
d

2, ..., s
d

n
, we can construct a graph G = (V , E),

where V stands for the node set and E represents edges between nodes. Each node vi 2 V in

the sentence relation graph represents a corresponding sentence s
d

i
in the document. The edge

ei,j 2 E between node vi and node vj represents the semantic similarity between sentences

si and sj.

Without loss of generality, we use a pre-trained encoder to obtain initial node (sentence)

representations as follows:

(1.1) {h1,h2, ...,hn} = encoder({sd1, sd2, ..., sdn}).

We can then calculate the edge weight between two nodes (vi, vj) as the cosine similarity of

their semantic representations (hi,hj):

(1.2) sim(hi,hj) =
hi

> · hj

khik · khjk
.

Rather than having a fully-connected graph, it’s common to treat low similarity node pairs

as disconnected. This approach emphasizes the connectivity of the graph and helps avoid

noisy connection information. We can maintain a threshold ✓ 2 [0, 1] for edge weights, such

that edges with similarity scores smaller than ✓ are set to 0.

Unsupervised graph-based summarization methods rely on graph connectivity (node cen-

trality) to score and rank sentences [26,75]. Recently, researchers have also explored super-

vised graph neural networks (GNNs) such as Graph Attention Network (GAT) [106] for the

task of extractive summarization [107,115,118].

Specifically, GAT is an e↵ective neural network architecture that operates on graph-

structured data by leveraging masked self-attention layers. Given a constructed graph G =
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(V , E) with initial node representations H = {h1,h2, ...,h|V |} and adjacency matrix A, a

GAT layer updates a node vi with representation hi to h0
i
by:

(1.3)

eij = LeakyReLU (Wa [WinhikWinhj]) ,

↵ij =
exp (eij)P

k2Ni
exp (eik)

,

h0
i
= �

 
X

j2Ni

↵ijWvhj

!
,

where Ni denotes the 1-hop neighbors of node vi, ↵ij denotes the attention weight between

nodes hi and hj, Win,Wa,Wv are trainable weight matrices, and k denotes concatenation

operation.

The single-head graph attention described above is further extended to multi-head atten-

tion, where T independent attention mechanisms are applied, and their outputs are concate-

nated as:

(1.4) h0
i
= kT

t=1�

 
X

j2Ni

↵
t

ij
Wk

h
hj

!

In summary, this section covers the problem formulation of text summarization, the fun-

damentals of PLMs, and graph-based summarization. These topics are essential for better

understanding this dissertation. I will discuss the main contributions of this dissertation and

its outline next.
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1.2. Contributions of this Dissertation

The overall research roadmap during my Ph.D. study is presented in Figure 1.3. As pre-

viously mentioned, this dissertation will mainly focus on various ATS approaches to address

challenges in the three critical steps (document modeling, salient information extraction, and

summary generation) of building intelligent and reliable summarization systems by answering

the following research questions:

Figure 1.3. Overview of my Ph.D. research work to empower intelligent and
reliable summarization along three research aspects: document understanding,
salient information extraction, and faithful summary generation.

• How can we model the documents so that machines can understand their semantic

content and inherent structures, especially for long documents?

• How can we enable machines to identify and extract the salient information from

documents to form summaries?

• How can we ensure that the generated summaries are accurate and faithful?

This dissertation will address these questions that were previously under-investigated

in text summarization research from di↵erent perspectives, covering both extractive and

abstractive summarization. It will span from deep learning-based approaches to PLM-based

approaches, and then to recent LLM-based ones. Specifically, the detailed contributions of

this dissertation include:
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• In Chapter 2, I proposed a hypergraph neural model for long document summariza-

tion. It is the first system to model high-order cross-sentence relations for extractive

document summarization. This work was originally presented at the EMNLP 2022

conference [123].

• In Chapter 3, I proposed a generation-augmented framework to extract salient infor-

mation from documents. The generation-augmented paradigm formulates extractive

summarization as a task of vector matching and is the first attempt to apply con-

tinuous generative models for the extractive summarization task. This work was

originally presented at the ACL 2023 conference [125].

• In Chapter 4, I proposed a holistic framework for multi-document extractive sum-

marization. Our framework incorporates a holistic inference method for summary

sentence extraction and a holistic measurement called the Subset Representative

Index for balancing the importance and diversity of a subset of sentences. This

work was originally presented at the IJCNLP-AACL 2023 conference [121].

• In Chapter 5, I proposed a novel framework for iterative text summarization with

LLMs, enabling the iterative refinement of generated summaries by incorporating

self-evaluation and feedback mechanisms. Additionally, I identified a potential issue

of over-correction for LLM-based evaluation and editing. This work was originally

presented at the EMNLP 2023 conference [127].

• In Chapter 6, I benchmarked the performance of ChatGPT for extractive sum-

marization and investigated the e↵ectiveness of in-context learning and chain-of-

thought reasoning. I also demonstrated how to fuse extractive and abstractive sum-

marization using an extract-then-generate pipeline with LLMs to further enhance

the faithfulness of generated summaries. This work was also originally presented at

the EMNLP 2023 conference [126].

In summary, by demonstrating and examining these systems and solutions, I aim to

highlight the importance of structural document modeling for document comprehension,
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holistic optimization for salient information extraction, and iterative refinement for faithful

summary generation in the design of intelligent and reliable summarization systems.

1.3. Outline of this Dissertation

The rest of this dissertation is organized into six chapters. In the first few chapters, I

present several approaches to address the three major steps (document modeling, salient

information extraction, and summary generation) in building ATS systems. This includes

long document modeling with structural learning (Chapter 2), salient information extraction

with generation models (Chapter 3), summary salience and diversity balancing for multi-doc

summarization (Chapter 4), and summary generation refinement with large language models

(Chapter 5). I will then demonstrate how to fuse extractive and abstractive summarization

with LLM in Chapter 6, before concluding in Chapter 7. More specifically, the topics covered

in each chapter are briefly summarized as follows:

• In Chapter 2, I first present my work aimed at improving the modeling of long

documents for extractive summarization. I introduce model HEGEL, a hypergraph

neural network designed for long document summarization. HEGEL captures high-

order cross-sentence relations by updating and learning e↵ective sentence repre-

sentations using hypergraph transformer layers. It also integrates various types

of sentence dependencies, such as latent topics, keywords coreference, and section

structure. Extensive experiments on two benchmark datasets demonstrate the ef-

fectiveness and e�ciency of HEGEL in long document modeling and extractive

summarization.

• In Chapter 3, I move on to the holistic extraction of salient information from docu-

ments. To overcome the limitations of individual sentence label prediction in existing

extractive summarization systems, I proposed a novel paradigm named Di↵uSum.
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Di↵uSum directly generates summary sentence representations using di↵usion mod-

els and extracts sentences based on vector matching of these representations. Addi-

tionally, Di↵uSum jointly optimizes a contrastive sentence encoder with a matching

loss for aligning sentence representations and a multi-class contrastive loss for en-

suring representation diversity. Experimental results demonstrate that Di↵uSum

achieves new state-of-the-art extractive summarization results on popular bench-

marks. The strong performance of our framework highlights the significant potential

of adapting generative models for extractive summarization.

• In Chapter 4, I propose a new holistic framework for unsupervised multi-document

extractive summarization. The method incorporates the holistic beam search infer-

ence method associated with holistic measurements, named Subset Representative

Index (SRI). SRI balances the importance and diversity of a subset of sentences from

the source documents and can be calculated in unsupervised and adaptive manners.

The proposed method outperforms strong baselines by a significant margin, as in-

dicated by the resulting ROUGE scores and diversity measures. Our findings also

suggest that diversity is essential for improving multi-document summary perfor-

mance.

• In Chapter 5, I demonstrate my work on improving the quality and faithfulness of

generated summaries. Despite significant progress in text summarization systems,

they often generate summaries in one single step, which can lead to issues like

hallucinations or overlooking essential details related to the reader’s interests. To

address this, I proposed SummIt, an iterative text summarization framework based

on LLMs like ChatGPT. SummIt enables the model to refine the generated summary

iteratively through self-evaluation and feedback, mirroring humans’ iterative process

when drafting and revising summaries. Additionally, I investigate the potential

benefits of integrating knowledge and topic extractors into the framework to enhance

summary faithfulness and controllability. Automatic evaluation and human studies
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conducted on three benchmark summarization datasets validate the e↵ectiveness of

the iterative refinements and help identify potential issues of over-correction.

• In Chapter 6, I present a thorough evaluation of ChatGPT’s performance on extrac-

tive summarization across various benchmark datasets. The experimental analysis

reveals that ChatGPT demonstrates inferior extractive summarization performance

in terms of ROUGE scores compared to existing supervised systems, while achieving

higher performance based on LLM-based evaluation metrics. Additionally, I explore

the e↵ectiveness of in-context learning and chain-of-thought reasoning to enhance its

performance. Moreover, I propose an extract-then-generate pipeline, which shows

promising potential to yield significant improvements in terms of summary faith-

fulness. These observations highlight potential directions for enhancing ChatGPT’s

capabilities in faithful summarization through two-stage approaches.

• Finally, in Chapter 7, I summarize this dissertation and discuss future research

directions in ATS systems design.
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CHAPTER 2

Leveraging Structures for Long Document Modeling

2.1. Introduction

Extractive summarization aims to condense a document while retaining its key informa-

tion by directly selecting relevant sentences. Recent advancements in neural networks and

large pre-trained language models [19,54] have led to promising results in news summariza-

tion, typically dealing with documents around 650 words long [13,66,77,80,99,128]. How-

ever, these models face challenges when applied to longer documents like scientific papers,

which can range from 2000 to 7000 words in length, with expected summaries (abstracts)

exceeding 200 words compared to the shorter summaries found in news headlines, typically

around 40 words.

Extractive summarization of scientific papers poses significant challenges due to their

long and structured nature. The extensive context makes it di�cult for sequential models

like RNNs to capture sentence-level long-distance dependencies and cross-sentence relations,

which are crucial for extractive summarization. Additionally, the quadratic computation

complexity of attention mechanisms in Transformer-based models [105] renders them im-

practical for long documents. Furthermore, long documents often cover diverse topics and

contain richer structural information compared to short news articles, making it even more

challenging for sequential models to capture.

As a result, researchers have turned to graph neural network (GNN) approaches to model

cross-sentence relations. These methods typically represent a document as a sentence-level

graph and frame extractive summarization as a node classification problem. Various ap-

proaches construct graphs from documents in di↵erent manners, including inter-sentence co-

sine similarity graphs [22,26], Rhetorical Structure Theory (RST) tree relation graphs [115],

18



approximate discourse graphs [118], topic-sentence graphs [17], and word-document hetero-

geneous graphs [107]. However, the usability of these approaches is often limited by two

main aspects:

• These methods only model pairwise interactions between sentences, while inter-

actions in natural language can be triadic, tetradic, or even of higher order [21].

Capturing high-order cross-sentence relations for extractive summarization remains

an open question.

• These graph-based approaches rely on either semantic or discourse structure cross-

sentence relations but are incapable of fusing sentence interactions from di↵erent

perspectives.

Sentences within a document can interact in various ways, including embedding similarity,

keyword coreference, topical modeling from a semantic perspective, and section or rhetorical

structure from a discourse perspective. Capturing multi-type cross-sentence relations could

enhance sentence representation learning and salience modeling. Figure 2.1 illustrates how

di↵erent types of sentence interactions provide varying connectivity for document graph

construction, encompassing both local and global context information.

To address the above issues, we propose HEGEL (HypErGraph transformer for

Extractive Long document summarization), a graph-based model designed for summarizing

long documents with rich discourse information. To better model high-order cross-sentence

relations, we represent a document as a hypergraph, a generalization of graph structure where

an edge can connect any number of vertices. We introduce three types of hyperedges to model

sentence relations from di↵erent perspectives: section structure, latent topics, and keyword

coreference. Additionally, we propose hypergraph transformer layers to update and learn

e↵ective sentence embeddings on hypergraph structures. We validate HEGEL through ex-

tensive experiments and analyses on two academic paper summarization benchmark datasets,

demonstrating its e↵ectiveness and e�ciency. Our contributions are highlighted as follows:
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Figure 2.1. An illustration of modeling cross-sentence relations from section
structure, latent topic, and keyword coreference perspectives.

• We propose a hypergraph neural model, named HEGEL, for long document sum-

marization. To the best of our knowledge, we are the first to model high-order

cross-sentence relations with hypergraphs for extractive document summarization.

• We propose three types of hyperedges (section, topic, and keyword) that capture

sentence dependencies from di↵erent perspectives. Hypergraph transformer layers

are then designed to update and learn e↵ective sentence representations through

message passing on the hypergraph.

• We validate HEGEL on two benchmark datasets (arXiv and PubMed), and the

experimental results demonstrate its e↵ectiveness over state-of-the-art baselines.
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We also conduct ablation studies and qualitative analysis to further investigate the

model’s performance.

2.2. Related Work

2.2.1. Scientific Paper Summarization.

With promising progress in short news summarization, research interest in long-form

documents such as academic papers has emerged. [16] proposed two benchmark datasets,

ArXiv and PubMed, and employed a pointer generator network with a hierarchical encoder

and discourse-aware decoder. [113] proposed an encoder-decoder model by incorporating

global and local contexts. [46] introduced an unsupervised extractive approach to summa-

rizing long scientific documents based on the Information Bottleneck principle. [22] devised

an unsupervised ranking model by incorporating hierarchical graph representation and asym-

metrical positional cues. Recently, [95] proposed applying a pre-trained language model with

hierarchical structure information.

2.2.2. Graph based summarization.

Graph-based models have been utilized for extractive summarization to capture cross-

sentence dependencies. Unsupervised graph summarization methods rely on graph connec-

tivity to score and rank sentences [22,87,135]. Researchers also explore supervised graph

neural networks for summarization. [118] applied Graph Convolutional Network (GCN)

to the approximate discourse graph. [115] proposed applying GCN to structural discourse

graphs based on RST trees and coreference mentions. [17] leveraged topical information by

constructing topic-sentence graphs. Recently, [107] proposed constructing word-document

heterogeneous graphs and using word nodes as intermediaries between sentences. [45] pro-

posed using a multiplex graph to consider di↵erent sentence relations. Our work follows this

line of work in developing novel graph neural networks for single-document extractive sum-

marization. The main di↵erence is that we construct a hypergraph from a document that
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could capture high-order cross-sentence relations instead of pairwise relations, and fuse dif-

ferent types of sentence dependencies, including section structure, latent topics, and keyword

coreference.

2.3. Method

In this section, we introduce HEGEL in great detail. We first present how to construct a

hypergraph for a given long document. After encoding sentences into contextualized repre-

sentations, we extract their section, latent topic, and keyword coreference relations and fuse

them into a hypergraph. Then, our hypergraph transformer layer will update and learn sen-

tence representations according to the hypergraph. Finally, HEGEL will score the salience of

sentences based on the updated sentence representations to determine if the sentence should

be included in the summary. The overall architecture of our model is shown in Figure 2.2.

2.3.1. Document as a Hypergraph.

A hypergraph is defined as a graph G = (V , E), where V = {v1, . . . , vn} represents the

set of nodes, and E = {e1, . . . , em} represents the set of hyperedges in the graph. Here each

hyperedge e connects two or more nodes (i.e., �(e) � 2). Specifically, we use the notations

v 2 e and v /2 e to denote whether node v is connected to hyperedge e or not in the graph G,

respectively. The topological structure of hypergraph can also be represented by its incidence

matrix A 2 Rn⇥m:

(2.1) Aij =

8
<

:
1, if vi 2 ej

0, if vi /2 ej

Given a document D = {s1, s2, ..., sn}, each sentence si is represented by a corresponding

node vi 2 V . A Hyperedge ej will be created if a subset of nodes Vj ⇢ V share common

semantic or structural information.

2.3.1.1. Node Representation.
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Figure 2.2. (a) The overall architecture of HEGEL. (b) Two-phase message
passing mechanism in hypergraph transformer layer
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We first adopt sentence-BERT [92] as the sentence encoder to embed the semantic mean-

ings of sentences as X = {x1,x2, ...,xn}. Note that the sentence-BERT is only used for

initial sentence embedding, but not updated in HEGEL.

To preserve the sequential information, we also add positional encoding following Trans-

former [105]. We adopt the hierarchical position embedding [95], where the position of each

sentence si can be represented as two parts: the section index of the sentence p
sec

i
, and the

sentence index in its corresponding section p
sen

i
. The hierarchical position embedding (HPE)

of sentence si can be calculated as:

(2.2) HPE(si) = �1PE(psec
i

) + �2PE(psen
i

),

where �1, �2 are two hyperparameters to adjust the scale of positional encoding and PE(·)

refers to the position encoding function:

PE(pos, 2i) = sin(pos/100002i/dmodel),(2.3)

PE(pos, 2i + 1) = cos(pos/100002i/dmodel).(2.4)

Then we can get the initial input node representations H0 = {h0
1,h

0
2, ...,h

0
n
}, with vector

h0
i

defined as:

(2.5) h0
i

= xi + HPE(si)

2.3.1.2. Hyperedge Construction.

To e↵ectively model multi-type cross-sentence relations in a long context, we propose

the following three types of hyperedges. These hyperedges can capture high-order context

information via multi-node connections and model both local and global context through

document structures from di↵erent perspectives.

24



• Section Hyperedges: Scientific papers mostly follow a standard discourse struc-

ture describing the problem, methodology, experiments/results, and finally conclu-

sions, so sentences within the same section tend to have the same semantic fo-

cus [102]. To capture the local sequential context, we build section hyperedges that

consider each section as a hyperedge connecting all the sentences in that section.

Section hyperedges could also address the incidence matrix sparsity issue and ensure

all nodes of the graph are connected by at least one hyperedge. Assume a docu-

ment has q sections, section hyperedge e
sec

j
for the j-th section can be represented

formally in its corresponding incidence matrix Asec 2 Rn⇥q as:

(2.6) A
sec

ij
=

8
<

:
1, if si 2 e

sec

j

0, if si /2 e
sec

j

where A
sec

ij
denotes whether the i-th sentence is in the j-th section.

• Topic Hyperedges: Topical information has been demonstrated to be e↵ective in

capturing important content [17]. To leverage topical information of the document,

we first apply the Latent Dirichlet Allocation (LDA) model [9] to extract the latent

topic relationships between sentences and then construct the topic hyperedge. In

addition, topic hyperedges could address the long-distance dependency problem by

capturing global topical information of the document. After extracting p topics from

LDA, we construct p corresponding topic hyperedges e
topic

j
, represented by the entry

A
topic

ij
in the incidence matrix Atopic 2 Rn⇥p as:

(2.7) A
topic

ij
=

8
<

:
1, if si 2 e

topic

j

0, if si /2 e
topic

j

where A
topic

ij
denotes whether the i-th sentence belongs to the j-th latent topic.

• Keyword Hyperedges: Previous work finds that keywords compose the main

body of the sentence, which are regarded as the indicators for important sentence
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selection [55,109]. Keywords in the original sentence provide significant clues for

the main points of the sentence. To utilize keyword information, we first extract key-

words for academic papers with KeyBERT [35] and construct keyword hyperedges

to link the sentences that contain the same keyword regardless of their sequential dis-

tance. Similar to topic hyperedges, keyword hyperedges also capture global context

relations and thus, address the long-distance dependency problem. After extracting

k keywords for a document, we construct k corresponding keyword hyperedges e
kw

j
,

represented in the incidence matrix Akw 2 Rn⇥k as:

(2.8) A
kw

ij
=

8
<

:
1, if si 2 e

kw

j

0, if si /2 e
kw

j
,

where si 2 e
kw

j
means the i-th sentence contains the j-th keyword.

We finally fuse the three hyperedges by concatenation k and get the overall incidence

matrix A 2 Rn⇥m as:

(2.9) A = AseckAtopickAkw,

where its dimension m = q + p + k.

The initial input node representations H0 = {h0
1,h

0
2, ...,h

0
n
} and the overall hyperedge

incidence matrix A will be fed into hypergraph transformer layers to learn e↵ective sentence

embeddings.

2.3.2. Hypergraph Transformer Layer.

The self-attention mechanism proposed in the Transformer [105] has demonstrated its

e↵ectiveness for learning text representation and graph representations [21,106,119,129,

130]. To model cross-sentence relations and learn e↵ective sentence (node) representations

in hypergraphs, we propose the Hypergraph Transformer Layer, as in Figure 2.2.

2.3.2.1. Hypergraph Attention.
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Given node representations H0 = {h0
1,h

0
2, ...,h

0
n
} and hyperedge incidence matrix A 2

Rn⇥m, a l-layer hypergraph transformer computes hypergraph attention (HGA) and updates

node representations H in an iterative manner as shown in Algorithm 1.

Specifically, in each iteration, we first obtain all m hyperedge representations

{gl

1,g
l

2, ...,g
l

m
} as:

(2.10) gl

j
= LeakyReLU

0

@
X

vk2ej

↵jkWhh
l�1
k

1

A ,

(2.11)
↵jk =

exp
�
wT

ah
uk

�
P

vp2ej exp (wT
ah
up)

,

uk = LeakyReLU
�
Whh

l�1
k

�
,

where the superscript l denotes the model layer, matrices Wh,wah are trainable weights and

↵jk is the attention weight of node vk in hyperedge ej.

The second step is to update node representations Hl�1 based on the updated hyperedge

representations {gl

1,g
l

2, ...,g
l

m
} by:

(2.12) hl

i
= LeakyReLU

 
X

vi2ek

�ijWeg
l

k

!
,

(2.13)
�ki =

exp
�
wT

ae
zk
�

P
vi2eq exp (wT

ae
zi)

,

zk = LeakyReLU
�⇥
Weg

l

k
kWhh

l�1
i

⇤�
,

where hl

i
is the representation of node vi, We,wae are trainable weights, and �ki is the

attention weight of hyperedge ek that connects node vi. k here is the concatenation operation.

In this way, information of di↵erent granularities and types can be fully exploited through

the hypergraph attention message passing processes.
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Multi-Head Hypergraph Attention: As in the vanilla Transformer, we also extend

hypergraph attention (HGA) into multi-head hypergraph attention (MH-HGA) to expand

the model’s representation subspaces, represented as:

(2.14)
MH-HGA(H,A) = �(WOkhi=1headi),

headi = HGAi(H,A),

where HGA(·) denotes hypergraph attention, � is the activation function, WO is the multi-

head weight, and k denotes concatenation.

Algorithm 1: MH-HGAhead(H,A)

input : node representation Hl�1 2 Rn⇥d,
incidence matrix A 2 Rn⇥m

output: updated representation Hl 2 Rn⇥d

1 for head = 1, 2, ..., h do
// update hyperedges from nodes

2 for j = 1, 2, ..., m do
3 for node vk 2 ej do
4 compute attention ↵jk with Eq. 2.11;
5 update hyperedge representation gl

j
with Eq. 2.10;

6 end
7 end

// update node representations

8 for i = 1, 2, ..., n do
9 for hyperedge that vi 2 ek do

10 compute attention �ki with Eq. 2.13; update node representation hl

i
with

Eq. 2.12;
11 end
12 end
13 end

2.3.2.2. Hypergraph Transformer.

After obtaining the multi-head attention, we also introduce the feed-forward blocks (FFN)

with residual connection and layer normalization (LN) like in Transformer. We formally

characterize the Hypergraph Transformer layer as below:
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(2.15)
H0(l) = LN(MH-HGA(Hl�1

,A) + Hl�1)

Hl = LN(FFN(H0(l)) + H0(l)

2.3.3. Training Objective.

After passing L hypergraph transformer layers, we obtain the final sentence node rep-

resentations HL = {hL

1 ,hL

2 , ...,hL

n
}. We then add a multi-layer perceptron(MLP) followed

by a sigmoid activation function indicating the confidence score for selecting each sentence.

Formally, the predicted confidence score ŷi for sentence si is:

(2.16)
zi = LeakyReLU(Wp1h

L

i
),

ŷi = sigmoid(Wp2zi),

where Wp1,Wp2 are trainable parameters.

Compared with the sentence ground truth label yi, we train HEGEL in an end-to-end

manner and optimize with binary cross-entropy loss as:

(2.17) L = � 1

N · Nd

NX

d=1

NdX

i=1

(yi log ŷi + (1� yi) log (1� ŷ
i
)),

where N denotes the number of training instances in the training set, and Nd denotes the

number of sentences in the document.
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2.4. Experiment

This section presents experimental details on two benchmarked academic paper sum-

marization datasets. We compare our proposed model with state-of-the-art baselines and

conduct detailed analysis to validate the e↵ectiveness of HEGEL.

Arxiv PubMed
# train 201,427 112,291

# validation 6,431 6,402
# test 6,436 6,449

avg. document length 4,938 3,016
avg. summary length 203 220

Table 2.1. Detailed statistics of the PubMed and Arxiv datasets including
the train/validation/test split, the average length of documents and summary
(in words).

2.4.1. Experiment Setup.

Datasets: Scientific papers are an example of long documents with a section discourse

structure. Here we validate HEGEL on two benchmark scientific paper summarization

datasets: ArXiv and PubMed [16]. PubMed contains academic papers from the biomed-

ical domain, while ArXiv contains papers from di↵erent scientific domains. We use the

original train, validation, and testing splits as in [16]. The detailed statistics of the datasets

are shown in Table 2.1.

Compared Baselines: We conduct a systematic comparison with state-of-the-art base-

line approaches as follows:

• Unsupervised methods: LEAD that selects the first few sentences as a summary;

graph-based methods LexRank [26], PACSUM [135], and HIPORANK [22].

• Neural extractive models: encoder-decoder based model Cheng&Lapata [13] and

SummaRuNNer [77]; local and global context model ExtSum-LG [113] and its

variant RdLoss/MMR [114]; transformer-based models SentCLF, SentPTR [86],

and HiStruct+ [95].
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• Neural abstractive models: pointer network PGN [99], hierarchical attention model

DiscourseAware [16], transformer-based model TLM-I+E [86], and divide-and-

conquer method DANGER [31].

2.4.2. Implementation Details.

We use pre-trained sentence-BERT [92] checkpoint all-mpnet-base-v2 as the encoder for

initial sentence representations. The embedding dimension is 768, and the input layer di-

mension is 1024. In our experiment, we stack two layers of hypergraph transformer, and each

has 8 attention heads with a hidden dimension of 128. The output layer’s hidden dimension

is set to 4096. We generate at most 100 topics for each document and filter out the topic

and keyword hyperedges that connect less than 5 sentence nodes or greater than 25 sentence

nodes. For position encodings, we set the rescale weights �1 and �2 to 0.001.

The model is optimized with Adam optimizer [70] with a learning rate of 0.0001 and a

dropout rate of 0.3. We train the model on an RTX A6000 GPU for 20 epochs and validate

after each epoch using ROUGE-1 F-score to choose checkpoints. Early stopping is employed

to select the best model with the patience of 3.

Following the standard-setting, we use ROUGE F-scores [60] for performance evaluation.

Specifically, ROUGE-1/2 scores measure summary informativeness, and the ROUGE-L score

measures summary fluency. Following prior work [78], we construct extractive ground truth

(ORACLE) by greedily optimizing the ROUGE score on the gold-standard abstracts for

extractive summary labeling.

2.4.3. Experiment Results.

The performance of HEGEL and baseline methods on the ArXiv and PubMed datasets

is shown in Table 2.2. The first block lists the extractive ground truth ORACLE and the

unsupervised methods. The second block includes recent extractive summarization models,

and the third contains state-of-the-art abstractive methods.

The LEAD method exhibits limited performance on scientific paper summarization com-

pared to its strong performance on short news summarization datasets like CNN/Daily
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Models
PubMed ArXiv

R-1 R-2 R-L R-1 R-2 R-L

ORACLE 55.05 27.48 49.11 53.88 23.05 46.54
LEAD 35.63 12.28 25.17 33.66 8.94 22.19

LexRank (2004) 39.19 13.89 34.59 33.85 10.73 28.99
PACSUM (2019) 39.79 14.00 36.09 38.57 10.93 34.33

HIPORANK (2021) 43.58 17.00 39.31 39.34 12.56 34.89

Cheng&Lapata (2016) 43.89 18.53 30.17 42.24 15.97 27.88
SummaRuNNer (2016) 43.89 18.78 30.36 42.81 16.52 28.23

ExtSum-LG (2019) 44.85 19.70 31.43 43.62 17.36 29.14
SentCLF (2020) 45.01 19.91 41.16 34.01 8.71 30.41
SentPTR (2020) 43.30 17.92 39.47 42.32 15.63 38.06

ExtSum-LG+RdLoss (2021) 45.30 20.42 40.95 44.01 17.79 39.09
ExtSum-LG+MMR (2021) 45.39 20.37 40.99 43.87 17.50 38.97

HiStruct+ (2022) 46.59 20.39 42.11 45.22 17.67 40.16

PGN (2017) 35.86 10.22 29.69 32.06 9.04 25.16
DiscourseAware (2018) 38.93 15.37 35.21 35.80 11.05 31.80

TLM-I+E (2020) 42.13 16.27 39.21 41.62 14.69 38.03
DANCER-LSTM (2020) 44.09 17.69 40.27 41.87 15.92 37.61
DANCER-RUM (2020) 43.98 17.65 40.25 42.70 16.54 38.44

HEGEL (ours) 47.13 21.00 42.18 46.41 18.17 39.89

Table 2.2. Experimental Results on PubMed and Arxiv datasets.

Mail [37] and New York Times [96]. This phenomenon indicates that academic papers have

less positional bias than news articles, and the ground truth sentences are distributed more

evenly.

For graph-based unsupervised baselines, HIPORANK [22] achieves state-of-the-art per-

formance, which can even compete with some supervised methods. This demonstrates the

significance of incorporating discourse structural information when modeling cross-sentence

relations for long documents.

In general, neural extractive methods perform better than abstractive methods due to the

extended context. Among extractive baselines, transformer-based methods like SentPTR and
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HiStruct+ show substantial performance gains, demonstrating the e↵ectiveness of the atten-

tion mechanism. HiStruct+ achieves strong performance by injecting inherent hierarchical

structures into large pre-trained language models like Longformer. In contrast, our model

HEGEL relies solely on hypergraph transformer layers for sentence representation learning

and requires no pre-trained knowledge.

As shown in Table 2.2, HEGEL outperforms state-of-the-art extractive and abstractive

baselines on both datasets. The superior performance of HEGEL highlights the capability

of hypergraphs in modeling high-order cross-sentence relations and the importance of fusing

both semantic and structural information. We conduct an extensive ablation study and

performance analysis next.

2.5. Analysis

2.5.1. Ablation Study.

Model ROUGE-1 ROUGE-2 ROUGE-L
full Hegel 47.13 21.00 42.18

w/o Position 46.86 20.05 41.91
w/o Keyword 46.92 20.71 42.03

w/o Topic 46.35 20.30 41.48
w/o Section 45.63 19.30 40.71

Table 2.3. Ablation study results on the PubMed dataset.

We first analyze the influence of di↵erent components of HEGEL. Table 2.3 shows the ex-

perimental results of removing each type of hyperedge and the hierarchical position encoding

of HEGEL on the PubMed dataset. As shown in the second row, removing the hierarchi-

cal position embedding hurts the model performance, indicating the importance of injecting

sequential order information. Regarding hyperedges (rows 3-5), we can see that all three

types of hyperedges (section, keyword, and topic) help boost the overall model performance.

Specifically, the performance drops most when the section hyperedges are removed. The
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hypergraph becomes sparse, harming its connectivity. This indicates that the section hy-

peredges, which contain local context information, play an essential role in the information

aggregation process. Note that although we only discuss three types of hyperedges (section,

keyword, and topic) in this work, it is easy to extend our model with hyperedges from other

perspectives like syntactic for future work.

2.5.2. Hyperedge Analysis.

Figure 2.3. Average attention distribution over three types of hyperedges
on PubMed dataset.

We also explore the hyperedge pattern to further understand the performance of HEGEL.

As shown in Figure 2.3, we observe that topic hyperedges are the most frequent on average,

while section hyperedges have the largest degree (number of connected nodes). In terms of

cross-attention over the predicted sentence nodes, HEGEL allocates more than half of the

attention to section hyperedges and the least attention to keyword edges. These results are

34



consistent with the earlier ablation study, indicating that local section context information

plays a more critical role in long document summarization.

2.5.3. Embedding Analysis.

Figure 2.4. Visualization of sentence nodes embeddings for 100 documents
from PubMed test set.

To explore the sentence embeddings learned by HEGEL, we present a visualization of the

output sentence node embeddings from the last hypergraph transformer layer. We employ

T-SNE [103] to reduce each node’s dimension to 2, as shown in Figure 2.4. The orange dots
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represent the ground truth sentences, while the blue dots represent the non-ground truth

sentences. We can observe some clustering e↵ects of the ground truth nodes, which tend

to appear in the bottom-left zone of the plot. These results indicate that HEGEL learns

e↵ective sentence embeddings as indicators for salient sentence selection.

2.5.4. Case Study.

Here, we also provide an example output summary from HEGEL in Table 2.4. We can

observe that the selected sentences span a long distance in the original document but are the-

matically related according to the latent topic and keyword coreference. As a result, HEGEL

e↵ectively captures high-order cross-sentence relations through multi-type hyperedges and

selects these salient sentences based on learned high-order representations.

[Method] Phylogenetic analyses of partial middle east respiratory syndrome
coronavirus genomic sequences for viruses detected in dromedaries imported
from oman to united arab emirates, may 2015. (Section 1)
[Information] Additional information regarding 2 persons with asymp-
tomatic merscov infection and other persons tested in the study. (Section
2)
[Information] Our findings provide further evidence that asymptomatic hu-
man infections can be caused by zoonotic transmission. (Section 2)
[Method] Merscov genomic sequences determined in this study are similar
to those of viruses detected in 2015 in patients in saudi arabia and south
korea with hospital - acquired infections. (Section 3)
[Information] The infected dromedaries were imported from oman , which
suggests that viruses from this clade are circulating on the arabian peninsula.
(Section 4)

Table 2.4. An example output summary of Hegel. Topics are marked in
orange, keywords are marked in green, and sections are marked in blue.
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2.6. Conclusion

Overall, this chapter presents HEGEL for long document summarization. HEGEL rep-

resents a document as a hypergraph to address the long dependency issue and captures

higher-order cross-sentence relations through multi-type hyperedges. The strong perfor-

mance of HEGEL demonstrates the importance of modeling high-order sentence interac-

tions and fusing semantic and structural information for future research in long document

extractive summarization.
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CHAPTER 3

Augmenting Salient Information Extraction with Generation

Model

3.1. Introduction

Document summarization aims to compress text material while retaining its most salient

information, playing a critical role in managing the growing amount of publicly available

text data. Automatic text summarization approaches can be divided into two streams:

abstractive and extractive summarization. Abstractive methods [6,55,78] aim to produce

flexible and less redundant summaries by generating new phrases and sentences not explicitly

present in the source text. However, they often face challenges in generating ungrammatical

or even nonfactual content [51]. In contrast, extractive summarization forms a summary by

directly extracting sentences from the source document. Thus, the extracted summaries are

grammatically accurate and faithful representations of the original text.

We focus on extractive summarization in this work. Extractive summarization is com-

monly formulated as a sequence labeling problem, where the task is to predict a binary

label (0 or 1) for each sentence, indicating whether the sentence should be included in

the summary [66, 77, 138]. While sequence labeling approaches excel at predicting indi-

vidual sentence labels, generative models o↵er increased flexibility and have shown success

in attending to the entirety of the input context. Recent works have successfully applied

generative models to various token-level sequence labeling tasks [4,24,116]. However, the

application of generative models to sentence-level tasks like extractive summarization has

not been explored extensively.

Recently, continuous di↵usion models have achieved great success in the vision and audio

domains [38, 39, 50, 94]. Researchers have also attempted to apply di↵usion models for
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text generation by converting discrete tokens to continuous embeddings and mapping from

the embedding space to words using a rounding method [32,56,101,120]. However, these

approaches are not directly applicable for sentence-level tasks like summarization for several

reasons:

(1) Summarization typically involves longer input contexts and larger generation lengths

(around 3-6 sentences), while the existing token-level di↵usion-LM models are pri-

marily designed for short generation tasks like text simplification and question gen-

eration. Their performance tends to degrade significantly when generating longer

sequences.

(2) The word embeddings generated by these models might be indistinguishable, leading

to ambiguous and hallucinated generations.

(3) The rounding step in existing di↵usion models can be less e�cient and dramatically

slow down the inference process.

To address the aforementioned issues, we propose a novel extractive summarization para-

digm called Di↵uSum. Di↵uSum leverages transformer-based di↵usion models to generate

the desired summary sentence representations and extracts summaries based on sentence

representation matching. Instead of generating text word by word, Di↵uSum directly gen-

erates continuous representations for each summary sentence, allowing it to process much

longer text. Di↵uSum operates at the summary level, as the transformer-based di↵usion

architecture generates all summary sentence representations simultaneously.

Moreover, Di↵uSum incorporates a contrastive sentence encoding module with a matching

loss for sentence representation alignment and a multi-class contrastive loss [48] for repre-

sentation diversity. Di↵uSum jointly optimizes the sentence encoding module and the

di↵usion generation module, and extracts sentences by representation matching without

any rounding step. We validate Di↵uSum through extensive experiments on three bench-

mark datasets. The experimental results demonstrate that Di↵uSum achieves comparable

or even better performance than state-of-the-art systems relying on pre-trained language
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models. Additionally, Di↵uSum exhibits strong adaptation ability based on cross-dataset

evaluation results.

We highlight our contributions of Di↵uSum as follows:

• We propose a novel generation-augmented paradigm for extractive summarization

with di↵usion models. Di↵uSum directly generates the desired summary sentence

representations and then extracts sentences based on representation matching. To

the best of our knowledge, this is the first attempt to apply di↵usion models for the

extractive summarization task.

• We introduce a contrastive sentence encoding module with a matching loss for rep-

resentation alignment and a multi-class contrastive loss for representation diversity.

• We conduct extensive experiments and analysis on three benchmark summariza-

tion datasets to validate the e↵ectiveness of Di↵uSum. Di↵uSum achieves new

extractive state-of-art results on CNN/DailyMail dataset with ROUGE scores of

44.83/22.56/40.56.

3.2. Related Work

3.2.1. Extractive Summarization.

Recent advances in deep neural networks have dramatically boosted progress in extractive

summarization systems. Existing extractive summarization systems encompass a wide range

of approaches. Most works formulate the task as a sequence classification problem and utilize

sequential neural models with various encoders such as recurrent neural networks [13,78]

and pre-trained language models [25,66,126].

Another group of work formulates extractive summarization as a node classification prob-

lem and applies graph neural networks to model inter-sentence dependencies [107,115,123].

These formulations are sentence-level methods that make individual predictions for each sen-

tence.
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Recently, [136] observed that a summary consisting of sentences with the highest scores is

not necessarily the best. As a result, summary-level formulations like text matching [2,136]

and reinforcement learning [6,80] have been proposed.

Our proposed framework, Di↵uSum, is also a novel summary-level extractive system with

generation augmentation. Instead of sequentially labeling sentences, Di↵uSum directly gen-

erates the desired summary sentence representations with di↵usion models and extracts

sentences by representation matching.

3.2.2. Di↵usion Models for Text.

Continuous di↵usion models were first introduced in [100] and have achieved significant

success in continuous domain generations like image, video, and audio [39,50,94]. However,

few works have applied continuous di↵usion models to text data due to their inherently

discrete nature.

Among the initial attempts, Di↵usion-LM [56] first adapts continuous di↵usion models

for text by adding an embedding step and a rounding step, and designing a training objective

to learn the embedding. Di↵uSeq [32] proposes a di↵usion model designed for sequence-to-

sequence (seq2seq) text generation tasks by adding partial noise during the forward process

and conditional denoising during the reverse process. CDCD [20] is proposed for text mod-

eling and machine translation based on variance-exploding stochastic di↵erential equations

(SDEs) on token embeddings. SeqDi↵uSeq [120] also proposes an encoder-decoder di↵usion

model architecture for conditional generation by combining self-conditioning and adaptive

noise schedule techniques. However, these works mainly focus on generating token-level

embeddings for short text generation (less than 128 tokens).

To adapt di↵usion models to longer sequences like summaries, our proposed approach, Dif-

fuSum, directly generates summary sentence embeddings with a partial denoising framework.

Additionally, Di↵uSum jointly optimizes the di↵usion model with a contrastive sentence en-

coding module instead of using a static embedding matrix.
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3.3. Preliminary

3.3.1. Continuous Di↵usion Models.

The continuous di↵usion model [38] is a probabilistic model containing two Markov chains:

the forward and the backward process.

• Forward Process: Given a data point sampled from a real-world data distribu-

tion x0 ⇠ q(x), the forward process gradually corrupts x0 into a standard Gaussian

distribution prior xT ⇠ N (0, I). Each step of the forward process gradually inter-

polates Gaussian noise to the sample, represented as:

(3.1) q(xt+1|xt) = N
⇣
xt+1;

p
1� �txt, �tI

⌘
,

where �t 2 (0, 1) adjusts the scale of the variance.

• Reverse Process: The reverse process starts from xT ⇠ N (0, I) and learns a para-

metric distribution p✓ (xt�1|xt) to invert the di↵usion process of Eq. 3.1 gradually.

Each step of the reverse process is defined as:

(3.2) p✓ (xt�1|xt) = N
�
xt�1; µ✓ (xt, t) , �

2
✓
(t) I

�
,

where µ✓ (xt, t) and �
2
✓
(t) are learnable means and variances predicted by neural

networks.

While there exists a tractable variational lower-bound (VLB) on log p✓ (x0), [38] simplifies

the loss function of continuous di↵usion to:

(3.3) Lsimple =
TX

t=1

���x0 � f̃✓ (xt, t)
���
2

,

where f̃✓ (xt, t) is the reconstructed x0 at step t.
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Figure 3.1. The proposed generation-enhanced extractive summarization
framework. The model first conditionally generates desired summary embed-
dings and then extracts sentences based on representation matching.

3.3.2. Problem Formulation.

Given a document with n sentences as D = {sd1, sd2, ..., sdn}, extractive summarization sys-

tem aims to form a m(m⌧ n) sentences summary S = {ss1, ss2, ..., ssm} by directly extracting

sentences from the source document. Most existing work formulates it as sequence labeling

and gives each sentence a {0, 1} label, where label 1 indicates that the sentence will be

included in summary S. Since extractive ground-truth labels (ORACLE) are not available

for human-written gold summary, it is common to use a greedy algorithm to generate an

ORACLE consisting of multiple sentences which maximize the ROUGE-2 score against the

gold summary following [77].
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In contrast, we propose a summary-level framework with generative model augmenta-

tion as shown in Figure 3.1. Formally, we train a di↵usion model with the reverse pro-

cess p✓(H̃s

t�1|H̃s

t
,Hd) to directly generate the desired summary sentence representations

H̃s

t�1 = [h̃s

1, h̃
s

2, ..., h̃
s

m
] 2 Rm⇥h, where h̃s

j
is the vector representing the j-th summary sen-

tence at di↵usion step t � 1. The model then extracts summary sentences based on the

matching between the generated summary sentence representations after T reverse steps

H̃s

0 = [h̃s

1, h̃
s

2, ..., h̃
s

m
] and the document sentence embeddings Hd = [hd

1,h
d

2, ...,h
d

n
]. The

matching score for the j-th sentence in the output s
s

j
with the document is defined as:

(3.4) ỹj = softmax(h̃s

j
·Hd

T
).

Here we use dot product as the similarity measurement and then extract the sentence

with the highest matching score for each generated summary sentence.

Our approach operates on the summary level by generating all summary sentence rep-

resentations simultaneously. We adopt continuous di↵usion models for sentence embedding

generation in this context.

3.4. Method

In this section, we introduce the detailed design of Di↵uSum. Di↵uSum consists of two

major modules: a sentence encoding module and a di↵usion module, which will be introduced

in Section 3.4.1 and Section 3.4.2, respectively. After that, we explain how we optimize our

model and conduct inference in Section 3.4.3. The overall model architecture of Di↵uSum is

also illustrated in Figure 3.2.

3.4.1. Sentence Encoding Module.

In order to generate desired summary sentence embeddings, we first build a contrastive

sentence encoding module to transfer discrete text inputs D = {sd1, sd2, ..., sdn} into continuous

vector representations Hd = [hd

1,h
d

2, ...,h
d

n
] 2 Rn⇥h, where h is the dimension of the encoded

sentence representations.
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Figure 3.2. The overall architecture of Di↵uSum. The input document is
passed to the sentence encoding module and the di↵usion generation module.
Di↵uSum will generate the desired summary sentence representations for in-
ference.
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Specifically, we first obtain the initial representations of sentences Ed = [ed1, e
d

2, ..., e
d

n
]

with Sentence-BERT [92]. Note that the Sentence-BERT is only used for initial sentence

embedding, but is not updated during training. The initial representations are then fed into

a stacked transformer layer followed by a projection layer to obtain contextualized sentence

representations hd

i
:

hd

i
= MLP(Transformer(ed

i
)).(3.5)

The same encoding process is applied to the summary sentences S = {ss1, ss2, ..., ssm} to obtain

encoded summary sentence representations Hs = [hs

1,h
s

2, ...,h
s

m
] 2 Rm⇥h. The encoded

document sentence representations Hd and summary sentence representations Hs are then

concatenated as Hin = HdkHs 2 R(n+m)⇥h and will be passed to the di↵usion generation

module.

To ensure the sentence encoding module produces accurate and distinguishable represen-

tations, we introduce a matching loss Lmatch and a multi-class supervised contrastive loss

Lcontra to optimize the module, which is defined as follows.:

Matching Loss We first introduce a matching loss to ensure an accurate matching

between the encoded document and summary sentence representations. Formally, for the

j-th encoded summary sentence representation hs

j
, we generate its encoding matching scores

ŷj by computing the dot product with document representations followed by a softmax

function:

ŷj = softmax(hs

j
·Hd

T
).(3.6)

Then we have the encoding matching loss Lmatch as the cross-entropy between our encoding

matching score ŷj and the ground truth extractive summarization label (ORACLE) yj:

(3.7) Lmatch =
mX

j=1

CrossEntropy (yj, ŷj) .
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Contrastive Loss The sentence encoding module also needs to ensure the encoded sum-

mary sentence embeddings [hs

1,h
s

2, ...,h
s

m
] are diverse and distinguishable. Thus, we intro-

duce the multi-class supervised contrastive loss [48] to push the summary sentence represen-

tation closer to its corresponding document sentence representation while keeping it away

from other sentence embeddings.

Given the sentence contextual representations Hin = [h1,h2, ...,hn+m] 2 R(n+m)⇥h, the

contrastive label yc is defined as:

(3.8) y
c

p
=

8
>>><

>>>:

q, if p  n and s
d

p
= s

s

q

q, if p = n + q

0, otherwise

,

where q 2 {1, 2, · · · , m} and y
c

p
is the p-th element of yc. The contrastive loss Lcontra is

defined as:

(3.9)

Lcontra =
�1

2Nycp
� 1

n+mX

p=1

Lp

contra ,

Lp

contra =
n+mX

q=1;q 6=p;
ycq=ycp

log
exp

�
hp · hT

q
/⌧
�

P
n+m

k=1;p 6=k
exp

�
hp · hT

k
/⌧
� ,

where Nycp
is the total number of sentences in the document that have the same label y

c

p

(Nycp
= 2 in our case) and ⌧ is a temperature hyperparameter.

The overall optimizing objective for the sentence encoding module Lse is defined as:

(3.10) Lse = Lmatch + �Lcontra,

where � is a rescaling factor that adjusts the diversity of the sentence representations.

3.4.2. Di↵usion Generation Module.

After obtaining the input encoding Hin = HdkHs, we adopt the continuous di↵usion

model to generate desired summary sentence embeddings conditionally. As described in
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Section 3.3.1, our di↵usion generation module adds Gaussian noise gradually through the

forward process and fits a stacked Transformer to invert the di↵usion in the reverse process.

We first perform one-step Markov transition q(x0|Hin) = N (Hin
, �0I) for the starting

state x0 = xd

0kxs

0. Note that the initial Markov transition is applied to both document and

summary sentence embeddings.

We then start the forward process by gradually injecting partial noise to summary embed-

dings xs and leaving document embeddings unchanged xd similar to [32]. This enables the

di↵usion model to generate conditionally on the source document. At step t of the forward

process q (xs

t
|xt�1), the noised representations is xt:

(3.11) xt = xd

0||N
⇣
xs

t
;
p

1� �tx
s

t�1, �tI
⌘

,

where t 2 {1, 2, · · · , T} for a total of T di↵usion steps and k represents concatenation.

Once the partially noised representations are acquired, we conduct the backward pro-

cess to remove the noise of summary representations given the condition of the sentence

representations of the previous step:

p✓

�
xs

t�1|xt

�
= N

�
xs

t�1; µ✓ (xt, t) , �
2
✓
(t) I

�
,(3.12)

where µ✓ (·) and �
2
✓
(·) are parameterized models (stacked Transformer in our case) to pre-

dict the mean and standard variation at di↵usion step t � 1. The final output of the

di↵usion module is the generated summary sentence representations after T reverse steps

H̃s

0 = [h̃s

1, h̃
s

2, ..., h̃
s

m
]. We optimize the di↵usion generation module with di↵usion loss

Ldi↵usion defined as:

(3.13)
Ldi↵usion =

TX

t=2

���x0 � f̃✓ (xt, t)
���
2

+

���Hin � f̃✓ (x1, 1)
���
2

+ R (x0) ,
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where f̃✓ (xt, t) is the reconstructed x0 at step t and R (x0) is a L-2 regularization term.

3.4.3. Optimization and Inference.

We jointly optimize the sentence encoding module and the di↵usion generation module

in an end-to-end manner. The overall training loss of Di↵uSum can be represented as:

(3.14) L = Lse + ⌘Ldi↵usion

where ⌘ is a balancing factor of sentence encoding module loss Lse and di↵usion generation

module loss Ldi↵usion.

For inference, Di↵uSum first obtains encoded document representations Hd, followed by a

one-step Markov transition q(xd

0|Hd). Then we random sample m Gaussian noise embeddings

as initial summary sentence representations xs

T
2 Rm⇥h and concatenate it with document

representations to get the input xin

T
= xd

0||xs

T
for di↵usion step T . Then Di↵uSum applies

the learned reverse process (generation process) to remove the Gaussian noise iteratively and

get the output summary sentence representations H̃s

0 = [h̃s

1, h̃
s

2, ..., h̃
s

m
].

Di↵uSum then calculates the matching between the generated summary representation h̃s

i

and the document representation Hd to obtain prediction label ỹpred

i
as in Eq. 3.4. We extract

the sentence with the highest score for each generated summary sentence representation and

form the summary.

3.5. Experiment

3.5.1. Experimental Setup.

Datasets: We conduct experiments on three benchmark summarization datasets: CNN/

DailyMail, XSum, and PubMed. The detailed statistics of each dataset are shown in Ta-

ble 3.1.

CNN/DailyMail [37] is the most widely adopted summarization dataset, containing news

articles paired with corresponding human-written news highlights as summaries. In this

work, we utilize the non-anonymized version of the dataset and adhere to the common
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training, validation, and testing splits, which consist of 287,084/13,367/11,489 examples,

respectively.

XSum [79] is a one-sentence news summarization dataset where all summaries are pro-

fessionally written by the original authors of the documents. In this work, we adhere to

the common training, validation, and testing splits, which consist of 204,045/11,332/11,334

examples, respectively.

PubMed [16] is a scientific paper summarization dataset of long documents. We follow

the setting in [136] and use the introduction section as the article and the abstract section

as the summary. The training/validation/testing split is (83,233/4,946/5,025).

Dataset Domain
Doc

#words
Sum

#words
#Ext

CNN/DM News 766.1 58.2 3
XSum News 430.2 23.3 2

PubMed Paper 444 209.5 6

Table 3.1. Statistics of the experimental datasets. Doc # words and Sum #
words refer to the average word number in the source document and summary.
# Ext refers to the number of sentences to extract.

Baselines: We compare Di↵uSum with strong sentence-level baseline methods:

• Vanilla Transformer [105]

• Hierarchical encoder model HIBERT [134]

• PNBERT [137] that combines LSTM-Pointer with pre-trained BERT

• BERT-based extractive model BERTSum [66]

• BERTEXT [6] that augments BERT with reinforcement learning

We also compare Di↵uSum with state-of-the-art summary-level approaches:

• contrastive Learning based re-ranking framework COLO [2]

• summary-level two-stage text matching framework MATCHSUM [136].
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3.5.2. Implementation Details.

We use Sentence-BERT [92] checkpoint all-mpnet-base-v2 for initial sentence represen-

tations. The dimension of the sentence representations h is set to 128. We use an 8-layer

Transformer with 12 attention heads in our sentence encoding module and a 12-layer Trans-

former with 12 attention heads in the di↵usion generation module. The hidden size of the

model is set to 768, and temperature ⌧ is set to 0.07. The scaling factors � and ⌘ are set to

0.001 and 100, where � is searched in the range of [0.0001, 1] and ⌘ is searched within the

range of [10, 1000]. We set the di↵usion steps T to 500. E↵ects of hyperparameter T and h

are discussed in section 3.6.2.

Di↵uSum has a total of 13 million parameters and is optimized with AdamW optimizer

[70] with a learning rate of 1e�5 and a dropout rate of 0.1. We train the model for 10 epochs

and validate the performance by the average of ROUGE-1 and ROUGE-2 F-1 scores on the

validation set.

Following the standard setting, we evaluate model performance with ROUGE1 scores [60].

Specifically, ROUGE-1/2 scores measure summary informativeness, and the ROUGE-L score

measures summary fluency. Single-run results are presented in the following sections with

the default random seed of 101.

3.5.3. Experiment Results.

Results on CNN/DailyMail: Experimental results on the CNN/DailyMail dataset are

presented in Table 3.2. The first block in the table comprises the extractive ground truth

ORACLE (upper bound) and LEAD, which selects the first few sentences as a summary. The

second block includes recent strong one-stage extractive baseline methods, along with our

proposed model Di↵uSum. The third section contains two-stage baseline methods that pre-

select salient sentences. We adhere to the same setting and display the results of Di↵uSum

with the same pre-selection for a fair comparison.

1ROUGE: https://pypi.org/project/rouge-score/
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Model R-1 R-2 R-L

LEAD 40.43 17.62 36.67

ORACLE 52.59 31.23 48.87
One-stage Systems

Transformer (2017) 40.90 18.02 37.17

HIBERT⇤ (2019) 42.37 19.95 38.83

PNBERT⇤ (2019) 42.69 19.60 38.85

BERTEXT⇤ (2019) 42.76 19.87 39.11

BERTSum⇤ (2019) 43.85 20.34 39.90

COLO⇤Ext (2023) 44.58 21.25 40.65

Di↵uSum (ours) 44.62 22.51 40.34
Two-stage Systems

MATCHSUM⇤(BERT) (2020) 44.22 20.62 40.38

MATCHSUM⇤(Roberta) 44.41 20.86 40.55

Di↵uSum (ours) 44.83 22.56 40.56

Table 3.2. Experimental results on CNN/DailyMail dataset. Models using
pre-trained language models are marked with*.

According to the results, Di↵uSum achieves new state-of-the-art performance under both

one-stage and two-stage settings, particularly demonstrating a significant improvement in the

ROUGE-2 score. The superior performance of Di↵uSum highlights the e↵ectiveness of our

generation-augmented framework and underscores the great potential of applying di↵usion

models in text representation generation.

It’s worth noting that most baseline methods incorporate pre-trained language model

components, whereas our proposed framework, Di↵uSum, trains Transformers from scratch

and contains no pre-trained knowledge. We believe Di↵uSum could achieve even better

performance if combined with pre-trained knowledge, which we leave as a direction for future

work.
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Additionally, we observe that summary-level methods generally outperform sentence-level

methods, indicating the necessity to address the inherent gap between them.

Model
PubMed XSum

R-1 R-2 R-L R-1 R-2 R-L

ORACLE 45.12 20.33 40.19 25.62 7.62 18.72
LEAD 37.58 12.22 33.44 14.40 1.46 10.59

BERTSUM 41.05 14.88 36.57 22.86 4.48 17.16
MatchSUM 41.21 14.91 36.75 24.86 4.66 18.41
Di↵uSum 41.40 15.55 37.48 24.00 5.44 18.01

Table 3.3. Experimental Results on PubMed and XSum datasets.

Results on XSum and PubMed: We also evaluate Di↵uSum on PubMed and XSum

datasets, representing datasets of di↵erent domains and summary lengths as shown in Table

3.3.

For datasets with longer summaries such as PubMed, Di↵uSum demonstrates remarkably

strong performance and surpasses state-of-the-art baselines. This strong performance attests

to the capability of our model to handle longer input contexts and complex generations

e↵ectively.

Moreover, our summary-level setting proves advantageous for datasets with longer sum-

maries by considering dependencies among summary sentences. This holistic approach en-

ables Di↵uSum to capture the intricate relationships between sentences and produce more

informative and coherent summaries.

For datasets with shorter summaries such as XSum, Di↵uSum achieves comparable per-

formance to state-of-the-art approaches, with a notably higher ROUGE-2 score. Short-

summary datasets tend to be simpler for matching-based methods like MatchSum since the

candidate pool is much smaller. Despite this, Di↵uSum still demonstrates its e↵ectiveness

in capturing the essence of the input documents and generating high-quality summaries.

53



Overall, Di↵uSum achieves a comparable or even better performance compared to pre-

trained language model-based baseline methods. These results underscore the e↵ectiveness

of Di↵uSum across summarization datasets with varying lengths.

3.6. Analysis

We further analyze the performance of Di↵uSum by conducting an ablation study in

Section 3.6.1 and a hyperparameter sensitivity study in Section 3.6.2. Additionally, we vali-

date the cross-domain generalization capability in Section 3.6.3 and visualize the generated

summary sentence representations in Section 3.6.4.

3.6.1. Ablation Study.

Model R-1 R-2 R-L

Di↵uSum 44.83 22.56 40.56
w/o Sentence-BERT 43.53 21.63 40.23
w/o ORACLE 39.19 17.12 34.38
w/o Contrastive Loss 44.57 22.35 40.34

Table 3.4. Ablation study results on CNN/DailyMail dataset.

To understand the strong performance of Di↵uSum, we conduct an ablation study by

removing model components of the sentence encoding module and present the results in

Table 3.4.

The second row shows a performance drop when replacing the initial sentence represen-

tation from Sentence-BERT to BERT-base encoder [19]. This drop indicates that sentence-

level information is necessary for the success of Di↵uSum. The third row shows that replacing

the ORACLE with abstractive reference summaries degrades performance.

Regarding the sentence encoding loss, both the matching loss and contrastive loss benefit

the overall model performance according to rows 4 and 5. The matching loss is critical to

the model, as the performance drops dramatically by more than 40% without it.
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Model R-1 R-2 R-L

Di↵uSum(T=500, h=128) 44.83 22.56 40.58

Di↵uSum(T=500, h=64) 43.36 21.27 39.89
Di↵uSum(T=500, h=256) 44.53 22.49 40.27

Di↵uSum(T=50, h=128) 42.60 19.71 38.96
Di↵uSum(T=100, h=128) 44.61 22.24 40.32
Di↵uSum(T=1000, h=128) 44.65 22.36 40.37
Di↵uSum(T=2000, h=128) 44.64 22.37 40.40

Table 3.5. The performance of Di↵uSum with di↵erent hyperparameter set-
tings on CNN/DM dataset.

These results demonstrate the importance of jointly training a sentence encoder that

produces accurate and diverse sentence representations with the generation module.

3.6.2. Hyperparameter Sensitivity.

We also investigate the influence of two important hyperparameters of our di↵usion gen-

eration module: di↵usion steps T and the sentence representations dimension h, as shown

in Table 3.5.

The first row represents our best model, while the second block shows the performance

of Di↵uSum with di↵erent sentence representation dimensions. We observe a significant

performance drop when setting the dimension to 64, indicating severe information loss when

shrinking the sentence dimension too much. Additionally, there is a slight performance drop

when the dimension is set to 256, suggesting that a dimension that is too large may introduce

more noise.

In the third block, we examine the influence of di↵usion steps. We find that the model

performance initially increases with more di↵usion steps, but then starts to decrease and

oscillate if steps continue to increase. We argue that too few di↵usion steps may not fully

remove the injected noise in the forward pass, while too many steps may introduce too much

noise for the model to recover e↵ectively.
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3.6.3. Cross-dataset Evaluation.

Train
Test CNN/DM XSum PubMed

CNN/DM 44.83/22.56 21.35/3.85 39.83(-1.57)/13.25
XSum 42.85/21.37 24.0/5.44 38.71(-2.69)/12.93

Table 3.6. ROUGE-1 and ROUGE-2 results for cross-dataset evaluation.

We also observe that Di↵uSum demonstrates a strong cross-dataset adaptation ability.

As depicted in Table 3.6, the model trained on the news domain datasets (CNN/DM and

XSum) achieves comparable performance (only 1.57 and 2.69 ROUGE-1 drops) when directly

evaluated on the scientific paper domain.

These cross-dataset results highlight the robustness of our generation-augmented frame-

work and suggest the potential to build a generalized extractive summarization system ca-

pable of e↵ectively summarizing diverse types of documents across di↵erent domains.

3.6.4. Representation Analysis.

We also analyze the quality of the generated sentence representations. We employ T-

SNE [103] to reduce the dimensionality of the sentence representations to 2, and visualize

both the encoded sentence representations and the generated summary sentence representa-

tions in Figure 3.3.

In the figure, the blue dots represent non-summary sentences, while the red dots represent

summary sentences (ORACLE) obtained from our sentence encoding module. The green

dots represent summary sentence representations reconstructed by our di↵usion generation

module. We observe that most of the ORACLE sentences cluster on the right side of the plot.

This indicates that our contrastive encoder can e↵ectively distinguish ORACLE sentences

from non-summary sentences.

Additionally, we notice that the sentence representations generated by the di↵usion mod-

ule (green) are closely clustered around the original summary representations (red). This
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Figure 3.3. T-SNE visualization of sentence embeddings from 25 CNN/DM
dataset documents.

finding demonstrates that our di↵usion generation module is proficient in reconstructing

sentence representations from random Gaussian noise.

3.7. Conclusion

This chapter introduces a novel paradigm for extractive summarization with generation

augmentation. Rather than sequentially labeling sentences, Di↵uSum directly generates the

desired summary sentence representations using di↵usion models and subsequently extracts

summary sentences based on representation matching. Experimental results on three bench-

mark datasets demonstrate the e↵ectiveness of Di↵uSum.
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This work represents the first attempt to adapt di↵usion models for summarization tasks.

Future research directions could explore various applications of continuous di↵usion models

in both extractive and abstractive summarization tasks, further advancing the state of the

art in automatic text summarization.
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CHAPTER 4

Balancing Summary Salience and Diversity

4.1. Introduction

Multi-document summarization (MDS) is one of the essential tools for obtaining core

information from a collection of documents written on the same topic. It seeks to find the

main ideas from multiple sources with diversified messages. Despite recent advances in MDS

system designs [75,112], three major challenges hinder its development:

First, existing extractive multi-document summarization systems rely on optimization

with individual scoring, which becomes sub-optimal when extracting multiple summary sen-

tences [136]. A typical individual system scores each candidate summary with only mea-

surements of the newly added sentences during inference. In contrast, the holistic system

simultaneously measures all summary sentences and the relations among them. Despite

recent e↵orts in holistic methods on a single document [2, 136], how to extract sentences

holistically for multi-document summarization remains open. In this work, we propose an in-

ference method that holistically optimizes the extractive summary under the multi-document

setting.

Second, multi-document summarization naturally contains excessively redundant infor-

mation [53]. An ideal summary should provide important information with diversified per-

spectives [81]. In Figure 4.1, we show a salient and diversified summary versus a salient but

redundant summary. A salient and diversified summary often covers the information thor-

oughly, while a salient but redundant summary is usually incomplete. Di↵erent from existing

approaches [15,114] for limiting the repetitions, we introduce Subset Representative Index

(SRI), a holistically balanced measurement between importance and diversity for extractive

multi-document summarization.
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The mergers are pushing stocks up 
and the Exxon-Mobil merger could benefit consumers.

Exxon Corp and Mobil Corp are reported 
to be discussing a bussiness merger.

Exxon-Mobil merger talks continues, 
and the stocks of both companies surge.

Oil prices are lowest in 12 years  
and future exploration will be costly.

Exxon Corp and Mobil Corp are reported 
to be discussing a bussiness merger.

Other oil companies have merged to compensate for
low oil prices and increasing costs of oil exploration.

Figure 4.1. An example of a diverse summary vs. a redundant summary.
Sentences in the redundant summary have higher semantic similarity than a
diverse summary.

Finally, recent deep learning-based supervised summarization methods are data-driven

and require a massive number of high-quality summaries in the training data. Neverthe-

less, hiring humans to write summaries is always expensive, time-consuming, and thus hard

to scale up. This problem becomes more severe for multi-document summarization since

it requires more e↵ort to read more documents. Therefore, existing multi-document sum-

marization datasets are either small-scale [18, 82] or created by acquiring data from the

Internet with automatic alignments [3, 27] that could be erroneous. Here, we propose an

unsupervised multi-document summarization method to tackle the low-resource issue. It can

further benefit unsupervised multi-document summarization, with the adaptive setting using

large-scale high-quality single-document summarization data (e.g., CNN/DailyMail [37]).

In this chapter, we present a novel framework for unsupervised extractive multi-document

summarization, aiming to holistically select the extractive summary sentences. The frame-

work contains the holistic beam search inference method associated with holistic measure-

ments named SRI (Subset Representative Index). The SRI is designed as a holistic measure-

ment for balancing the importance of individual sentences and the diversity among sentences

60



within a set. To address data sparsity, we propose to calculate SRI in both unsupervised and

adaptive manners. Unsupervised SRI relies on centrality from graph-based methods [26,75]

for subset importance measurement, while adaptive SRI uses BERT [19] fine-tuned on the

single-document summarization (SDS) corpus for sentence importance measurement. Our

method shows performance improvements in both the summary informativeness and diversity

scores, indicating our approach can achieve better coverage of documents while maintain-

ing the gist information of multi-documents. We highlight the contributions of our work as

follows:

• We propose a novel holistic framework for multi-document extractive summariza-

tion. Our framework incorporates a holistic inference method for summary sentence

extraction and a holistic measurement called the Subset Representative Index (SRI)

to balance the importance and diversity of a subset of sentences.

• We propose two unsupervised methods to measure SRI, using graph-based centrality

or adapting from a single-document corpus

• We conduct extensive experiments on several benchmark datasets, and the results

demonstrate the e↵ectiveness of our paradigm under both unsupervised and adap-

tive settings. Our findings suggest that e↵ectively modeling sentence importance

and pairwise sentence similarity is crucial for extracting diverse summaries and im-

proving summarization performance.

4.2. Related Works

4.2.1. Multi-document Summarization.

Traditional non-neural approaches to multi-document summarization have been both ex-

tractive [12,26,75] and abstractive [30]. Recent neural MDS systems rely on Transformer-

based encoder-decoder models to process the integrated long documents with hierarchical

inter-text attention [27,65], or attention across representations of di↵erent granularity [44].

This work focuses on unsupervised MDS scenarios where gold reference summaries are un-

available. Prior unsupervised MDS systems are mostly graph-based [26]. Similar to our
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adaptive setting, [53] proposed adapting the encoder-decoder framework from a single doc-

ument corpus, but our work focuses on the extractive summarization setting with holistic

inference.

4.2.2. Sentence Importance Measurements.

Most works formulate extractive summarization as a sequence classification problem and

use sequential neural models with di↵erent encoders like recurrent neural networks [13,78]

and pre-trained language models [66]. The prediction probabilities are treated as the im-

portance measurement of sentences. On the other hand, unsupervised graph-based methods

calculate the importance of sentences with node centrality and rank them for the summaries,

including TextRank [75], LexRank [26], PacSum [135], and its variants [58]. Recent re-

searches [107, 115, 123] have explored Graph Neural Networks to obtain better represen-

tations for each sentence. Graph methods have merits in considering implicit document

structure and adapting regardless of the input length.

4.2.3. Redundancy.

Considering only the importance of sentences for the summary leads to repeated infor-

mation, and resolving redundant contents is an essential problem in the extractive sum-

marization system. Traditional methods to tackle redundancy rely on discrete optimiza-

tion problems like Maximal Marginal Relevance (MMR) [12], Determinantal Point Process

(DPP) [52], and submodular selection [61]. rigram blocking is introduced to explicitly

reduce redundancy by avoiding sentences that share a 3-gram with the previously added

one [66]. [83] first adopted trigram blocking in decoding for abstractive summarization. [72]

proposed sentence filtering and beam search methods for extractive summarization sentence

selection. [138] propose a model jointly learning to score and select sentences inspired by

MMR. [114] conducted a systematic study of redundancy in long documents.

62



4.3. Method

This section provides a detailed description of our proposed holistic MDS summarization

framework. We first explain how we formulate the MDS problem holistically. The overall

architecture of our holistic framework is shown in Figure 4.2, which includes holistic infer-

ence methods for summary sentence extraction and a new holistic measurement, the Subset

Representative Index (SRI).

Step 1 Step 2 Step 3 ... Step 1 Step 2 Step 3 ...

Unsupervised 
Importance  

Measurement

Redundancy Measurement

Adaptive
BERTS 

R 
I

Figure 4.2. Illustration of the proposed holistic framework for multi-
document summarization. The individual inference only resorts to each can-
didate, while the holistic inference is based on all candidates. Orange and
green indicate newly added sentences and already added ones to the summary,
respectively.

4.3.1. Problem Formulation.

Multi-document summarization typically takes a collection of n documents D =

{D(1)
, . . . , D

(n)} as inputs. Each document contains a varying number of sentences D
(i) =

{s(i)0 , . . . , s
(i)
li
}, where li is the number of sentences in the i-th document. Let S be the

collection of all sentences, i.e. S = D
(1)[· · ·[D

(n). Additionally, let ei,j denote the similarity

score between sentence si and sentence sj. Our goal is to select a representative subset of

sentences S 0 ⇢ S that maximizes the total importance of the subset while minimizing the

redundancy within sentences in the subset at the same time.
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4.3.2. Holistic Inference.

Most existing approaches for unsupervised extractive summarization formulate it as an

individual sentence ranking problem. They first calculate a measurement M(si) (e.g., sen-

tence importance) for each sentence si 2 S and rank all sentences in S accordingly. For

summary inference, they directly use an individual greedy method that adds one sentence

with the highest ranking at a time until the desired total number of summary sentences is

reached.

In contrast, a holistic summarization method should evaluate a subset of sentences M(S 0)

as a whole, then select the best subset S 0. This setting formulates the holistic summary

inference into a best subset selection problem, which has exponential time complexity.

To address the exponential time complexity issue, we propose several holistic inference

methods for summary sentence extraction. These methods optimize subsets of sentences

using subset measurements, as opposed to the individual greedy inference method. We

describe the di↵erent variants of the proposed method as follows:

Holistic Greedy Method: The most straightforward way to address the exponential

time complexity issue is to adopt a greedy approach. Similar to the individual greedy

method, the holistic greedy method also adds one sentence at a time. However, it picks

the sentence using a subset measurement that takes into account the previously selected

sentences. Formally, at each step, the method selects the sentence that maximizes the

following objective:

(4.1) argmax
si2S\S0 M(S 0 [ {si}),

where S 0 represents the previously selected sentences.

Holistic Exhaustive Search: It is a brute-force method that considers every possible

subset with the desired number of sentences. However, due to the exponential computation
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time, it is necessary to first filter out low-importance candidates using M({si}) to reduce

the search space.

Holistic Beam Inference: We also propose Holistic Beam Inference, which balances the

trade-o↵ between search space size and e�ciency. It is a more advanced holistic inference

method that adapts the beam-search decoding algorithm. We illustrate the algorithm in

Algorithm 2. At each step, it considers the top-k candidate subsets, which enlarges the

search space and therefore has a higher chance of finding a better subset solution compared

to the holistic greedy method. Meanwhile, the algorithm has linear time complexity, making

it more e�cient than the holistic exhaustive search method.

Algorithm 2: Holistic Beam Inference

1 Input: set of sentences S, Measurement M(·)
2 Parameter: # summary sentences N < |S|, beam size k

3 Output: the selected subset S 0

1: The candidate set C  {?}
2: for N times do
3: The beam set C 0  {?}
4: for X 2 C do
5: X 0  arg-top-k-maxs2S\XM(X [ {s})
6: for x 2 X 0 do
7: Add X [ {x} to C 0

8: end for
9: end for

10: C  arg-top-k-maxX2C0M(X )
11: end for
12: return argmaxX2C M(X )

4.3.3. Subset Representative Index.

To complement the holistic inference methods, we propose a new subset measurement,

Subset Representative Index (SRI), denoted as M(S 0). It balances the importance measure-

ment I(S 0) and redundancy measurement R(S 0).

An ideal extractive summary should select the most representative subset from a collection

of the input sentences, maximizing the total non-redundant salient information passed to the
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user. SRI is a holistic subset measurement that balances the importance and redundancy of

a subset of sentences from the source documents. Formally, we define SRI as below:

M(S 0) =I(S 0)� � · R(S 0),(4.2)

where I(S 0) measures the informativeness of a set of sentences, and R(S 0) measures the

redundancy within the set. The parameter � is used to control the weight of the redundancy

in the overall SRI score. We detail the methods for measuring the set importance and

redundancy in an unsupervised manner as follows:

Graph-Based Importance Measurement: To measure the importance of sentences,

we use a graph-based approach. We construct a graph G = (V , E), where node vi 2 V

represents sentence si 2 S, and edge ei,j 2 E represents the similarity between sentence

si and sj. Our proposed approach for sentence similarity score employs a combination of

two methods: TF-IDF and Sentence-BERT [92]. TF-IDF is used to encode sentences with

surface-form similarity, while Sentence-BERT is used to encode sentences with semantic

similarity:

(4.3) ei,j = ↵ · c>
i
cj + (1� ↵) · r>

i
rj,

where ci, cj, ri and rj are the corresponding TF-IDF features and sentence embeddings

for the i-th and j-th sentences, respectively. The weight term ↵ 2 [0, 1] is a configurable

hyperparameter to balance between statistical similarity and contextualized similarity.

Inspired from [26,75], we define the importance of a sentence as its node centrality in

the graph, which is calculated as the sum of the weights of edges connected to the node

representing this sentence:

I(si) =
X

sj2S\si

ei,j.(4.4)
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Similarly, the importance of a subset of sentences is defined as the total weights between the

subgraph and the remaining graph:

I(S 0) =
1

|S|� |S 0|
X

si2S0,sj2S\S0

ei,j

⇡ 1

|S|
X

si2S0,sj2S\S0

ei,j.(4.5)

Since |S 0| is usually far smaller than |S| in summarization tasks, we can approximate the

denominator by using |S| directly. This way, the subset importance only takes into ac-

count the relationship of the subset with the remaining sentences, rather than considering

dependencies within the subset.

Adaptive Importance Measurement: In spite of the data sparsity issue in MDS,

the Single Document Summarization (SDS) task has abundant high-quality labeled data

[16,37,79]. We propose a method called adaptive importance measurement, which adapts

SDS data for MDS importance measurement. This method utilizes the labeled data from

SDS to train a model for predicting the importance of sentences in MDS.

In the adaptive setting, we fine-tune BERT [19] to serve as a sentence importance scorer on

SDS datasets and then adapt the fine-tuned model to the target MDS datasets. Specifically,

we first calculate the normalized salience of a sentence as:

(4.6)

f (si) = v> tanh (W1ri) ,

salience (si) =
f (si)P

sj2D f (sj)
,

where W is a trainable weight, and ri is the contextualized representation of sentence si.

Then, we fine-tune BERT to minimize the following loss:

(4.7)

R (si) = softmax (ROUGE (si)) ,

L = �
X

D

X

si2D

R (si) log salience(si).
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The fine-tuned BERT can be directly adapted to the MDS datasets and calculate the adaptive

importance measurement for sentences.

Redundancy Measurement: The redundancy measurement for a subset of sentences S 0

is defined as the total similarity score of each sentence with its most similar counterpart. This

measurement captures the degree of overlap between the sentences in the subset, indicating

the level of redundancy present in the selected sentences:

(4.8) R(S 0) =
X

si2S0

max
sj2S0\{si}

ei,j.

Overall, we can calculate the Subset Representative Index (SRI) in both unsupervised and

adaptive manners. Our holistic framework extracts summaries as a whole with the holistic

inference method, which is guided by SRI to measure the importance and redundancy of a

subset of sentences. This approach allows us to balance the importance and redundancy of

a summary, making it more informative and coherent.

4.4. Experiments

In this section, we provide details on our experimental setup, including the datasets,

evaluation metrics, baselines, and implementation details (Section 4.4.1). We then present

the results of our model on benchmark MDS datasets in both unsupervised (Section 4.4.2)

and adaptive (Section 4.4.3) settings.

4.4.1. Experimental Setting.

Dataset: We evaluate our unsupervised method on benchmark multi-document summa-

rization datasets. Particularly, we use MultiNews [27], WikiSum [63], DUC-04 [82], and

TAC-11 [18] datasets.

MultiNews is collected from a diverse set of news articles on newser.com. It is a large-scale

dataset containing reference summaries written by professional editors. WikiSum is another

large-scale dataset that provides documents and summaries from Wikipedia webpages, where
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the documents come from the reference webpages of Wikipedia articles and top-10 Google

searches, and the summaries are the lead section of the Wikipedia articles. We use the top-40

high-ranked paragraphs for the document inputs following [65]. For summary extraction,

we use the average number of reference sentences: 10 and 5, respectively, on MultiNews and

WikiSum.

For the DUC and TAC datasets, the task is to generate a succinct summary of up to 100

words from a set of 10 news articles. We report results on DUC-04 and TAC-11, which are

standard test sets used in previous studies [15,41]. DUC-03 and TAC-08/09/10 are used for

the validation set to tune hyperparameters. For the adaptive setting, we fine-tune BERT on

a single document summarization dataset CNN/DailyMail [37] and directly adapt to MDS

test sets. Table 4.1 shows the statistics of the datasets in detail.

Dataset # test # ref. avg.w/doc avg.w/sum

DUC-04 50 4 4, 636 109.6

TAC-11 44 4 4, 696 99.7

Multi-News 5, 622 1 2, 104 264.7

Wikisum 38, 205 1 2, 800 139.4

CNNDM(SDS) 11,489 1 766.1 58.2

Table 4.1. Detailed statistics of four multi-document datasets. #test de-
notes the number of document clusters in the test set, #ref denotes the number
of reference summaries, avg.word(doc) denotes the average number of words
in the source document cluster, avg.word(sum) denotes the average number of
words in the ground truth summary.

Evaluation Metrics: The extracted summaries are evaluated against human refer-

ence summaries using ROUGE [60] with options -n 2 -m -w 1.2 -c 95 -r 1000 -l 100 for

DUC/TAC for the summarization quality. We report ROUGE-1, ROUGE-2, ROUGE-SU4,

and ROUGE-L1 that respectively measure the overlap of unigrams, bigrams, skip bigrams

with a maximum distance of 4 words, and the longest common sequence between extracted

summary and reference summary. To align with previous works, we report R-1, R-2, R-L

1Due to some legacy issues, some baselines report the original ROUGE-L, others report ROUGE-Lsum.

69



for Multinews and Wikisum datasets, and R-1, R-2, R-SU4 for DUC and TAC datasets. For

all baseline methods, we report ROUGE results from their original papers if available or

use results reported in [14,62]. We also report the measure of diversity for the generated

summaries by calculating a unique n-gram ratio [85,114] defined as:

(4.9) uniq n-gram ratio =
# uniq-n-gram

#n-gram

Baselines: We compare our methods with the following strong unsupervised summariza-

tion baselines:

• MMR [12] combines query relevance with information novelty in the context of

summarization.

• LexRank [26] computes sentence importance based on eigenvector centrality in a

graph representation of sentences.

• TextRank [75] adopts PageRank [10] to compute node centrality recursively based

on a Markov chain model.

• SumBasic [104] is an extractive approach assuming words frequently occurring in a

document cluster are more likely to be included in the summary.

• KL-Sum [36] uses a greedy approach to add a sentence to the summary to minimize

the KL divergence.

• PRIMERA [112] is a pyramid-based pre-trained model for MDS that achieves state-

of-the-art performance. We compare it under its zero-shot setting.

Implementation Details: We run all experiments with 88 Intel(R) Xeon(R) CPUs. We

combine the surface indicator based on TF-IDF and contextualized embeddings. We treat

each document cluster as a corpus and each sentence as a document when calculating the

TF-IDF scores. We employ the pre-trained sentence-transformer [92] and extract sentence

representations using a checkpoint of ’all-mpnet-base-v2’.

The graph edges with low similarity are treated as disconnected to emphasize the connec-

tivity of the graph and avoid noisy edge connections. We keep a threshold ẽ for edge weights
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such that edges with similarity scores smaller than ẽ will be set to 0. Here ẽ is controlled

by a hyper-parameter to be tuned according to datasets. The final representation of edge

weight between two sentences (si, sj) is

(4.10) ei,j = max(sim(si, sj)� ẽ, 0),

where ẽ = min(e) + ✓ (max(e) �min(e)) is the threshold controlled by hyper-parameter ✓.

For exhaustive search, we filter out the sentences with low centrality and only keep the top

15 sentences at inference.

All hyper-parameters are tuned on validation sets on MultiNews and WikiSum and train-

ing sets on DUC and TAC. The best parameters are selected based on the highest R-1 score.

More specific, for the balancing factor � in SRI, we use {2�13, 2�7, 2�4, 2�6} on DUC, TAC,

MultiNews and WikiSum dataset. For ↵ that weighted the contributions of TF-IDF and

contextualized sentence similarity, we use 0.9 on News domain datasets and 0.8 on the Wik-

iSum dataset. The edge weight threshold ✓ is {0, 0, 0.1, 0.1} for DUC, TAC, MultiNews and

WikiSum. As for beam search, we use beam size {4, 4, 4, 3} on the corresponding datasets.

4.4.2. Unsupervised Summarization Results.

The unsupervised summarization results on four benchmark MDS datasets are shown in

Table 4.2.

The summarization performance of our method outperforms strong unsupervised base-

lines. Note that MultiNews and WikiSum datasets provide abundant training samples and

contain shorter input than the DUC or TAC datasets. Our method performs better than the

pre-trained model, PRIMERA, with a zero-shot setting. Compared to the baseline (Sentence

Greedy) that extracts sentences solely based on importance, balancing diversity with SRI

boosts performance by a large margin.

For the DUC-04 and TAC-11 datasets, our proposed methods outperform unsupervised

baselines by a large margin. It demonstrates that balancing the summary informativeness

and diversity during the sentence extraction process is crucial for better summary quality.
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DUC-04 TAC-11 MultiNews WikiSum

System R-1 R-2 R-SU R-1 R-2 R-SU R-1 R-2 R-L R-1 R-2 R-L*

Unsupervised Systems

Lead 30.77 8.27 7.35 32.88 7.84 11.46 39.41 11.77 14.51 37.63 14.75 33.76

MMR (1998) 30.14 4.55 8.16 31.43 6.14 11.16 38.77 11.98 12.91 31.22 10.24 22.48

LexRank (2004) 34.44 7.11 11.19 33.10 7.50 11.13 38.27 12.70 13.20 36.12 11.67 22.52

TextRank (2004) 33.16 6.13 10.16 33.24 7.62 11.27 38.44 13.10 13.50 23.66 7.79 21.23

SumBasic (2007) 29.48 4.25 8.64 31.58 6.06 10.06 - - - - - -

KLSumm (2009) 31.04 6.03 10.23 31.23 7.07 10.56 - - - - - -

PRIMERA (2022) 35.10 7.20 17.90 - - - 42.00 13.60 20.80 28.00 8.00 18.00

Individual. Greedy 34.81 7.85 11.37 34.42 8.10 11.25 40.48 13.49 16.14 37.24 10.29 32.77

Our Methods

SRI+beam 36.84 8.37 12.28 35.37 8.49 11.73 44.22 14.63 18.61 38.94 15.23 34.12

SRI+exh 36.70 8.37 12.31 35.19 8.31 11.34 43.16 14.58 18.00 39.26 16.15 34.19

Table 4.2. ROUGE-F1 scores on four datasets under the unsupervised set-
ting. Best unsupervised results are bold. For a fair comparison, we report
R-L on Multinews and R-Lsum [99] for WikiSum and limit summaries to 100
words on DUC-04 and TAC-11. R-L are marked with * if reporting ROUGE-
Lsum numbers.

Note that the input length of DUC/TAC datasets is extremely long, spanning an average

of 180 sentences. These long inputs easily exceed the input capacity of transformer-based

models, possibly resulting in information loss from documents. The proposed methods,

on the other hand, process documents regardless of the input length or formats (SDS or

MDS). Also, our unsupervised methods have the advantage of processing datasets with

small training data. The superior performances on datasets with di↵erent input lengths and

low-resource data illustrate the e↵ectiveness of our methods. To further verify the model

performance, we also conduct a human evaluation by experts on a scale of 5. The results

shown in Table 4.3 also prove that our method outputs better summaries in an unsupervised

setting.

Method Fluent Informative Faithful Overall

MMR 3.2 3.5 4.7 3.2

PRIMERA 4.3 2.5 3.3 3.3

SRI 3.8 4.3 4.7 4.0

Table 4.3. Human evaluation results on a scale of 1-5.
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DUC-04 MultiNews

System R-1 R-2 R-L R-1 R-2 R-L

Adaptive Systems

BART(2019) 24.1 4.0 15.3 27.3 6.2 15.1

BART (CNNDM) 29.4 6.1 16.2 36.7 8.3 17.2

PEGASUS (2020) 32.7 7.4 17.6 32.0 10.1 16.7

PEGASUS(CNNDM) 34.2 7.5 17.4 35.1 11.9 18.2

LED(2020) 16.6 3.0 12.0 17.3 3.7 10.4

PRIMERA (2022) 35.1 7.2 17.9 42.0 13.6 20.8

Our Systems

SRI+beam (graph) 36.8 8.4 16.4 44.2 14.6 18.6

SRI+beam (CNNDM) 36.9 8.6 18.5 44.6 14.3 21.1

Table 4.4. ROUGE-F1 results on DUC-04 and Multinews datasets under the
adaptive setting. Models adapted from CNN/DailyMail dataset are marked
in the bracket.

4.4.3. Adptive Summarization Results.

The experimental results under the adaptive setting are shown in Table 4.4. Compared

to large pre-trained generation models (BART) and other task-specific pre-trained summa-

rization models (PEGASUS, PRIMERA), our framework shows strong performance when

adapting from a single document summarization dataset. We also notice that fine-tuning on

a single document summarization corpus improves the performance of all pre-trained models,

but still, our framework achieves the best results under the adaptive setting.

4.5. Analysis

4.5.1. Summary Diversity.

Other than summary quality, we also test the e↵ectiveness of our Subset Representative

Index (SRI) in terms of the diversity of the output summaries. We present the unique n-

gram ratios of output summaries under unsupervised and adaptive settings and the reference

summary on the TAC-11 dataset in Figure 4.3. According to the results, our framework is
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Figure 4.3. Unique n-gram ratios (n = 1, 2, 3, 4) of the output summary by
di↵erent methods on TAC-11.

extremely e↵ective in reducing summary redundancy and increasing summary diversity under

both unsupervised and adaptive settings.

Compared to the ROUGE-F1 results, holistic inference with importance-diversity balanc-

ing measurement SRI increases both summary quality and diversity at the same time. The

results suggest that considering summary diversity is beneficial in extractive summarization,

especially in redundant cases like MDS and long document summarization. Our findings

also verify the crucial role of e↵ective modeling of sentence importance and similarity.

4.5.2. Hyperparameter Sensitivity.

To test the robustness of our proposed approaches, we study the hyperparameter sensi-

tivity of our proposed methods. The results are shown in Figure 4.4. The first plot shows

the impact of the balancing factor � in SRI. The second plot shows the impact of ↵, which
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Figure 4.4. Average ROUGE-F1 (w/o word limit) results with di↵erent hy-
perparameter values on TAC-11.

balances the contextualized and TF-IDF sentence embeddings, and the edge weight thresh-

old. The results show that our methods are relatively stable towards the hyperparameter

values and could be easily adapted to unseen datasets.

4.5.3. Inference Approaches Analysis.

We also compare the e�ciency and e↵ectiveness of di↵erent inference methods. As shown

in Figure 4.5, we compare sentence-level greedy search, set-level greedy search, set-level

beam search (beam size = 4), and set-level exhaustive search with pre-filtering as inference

methods for both unsupervised and adaptive settings. We pick the filter size of 20 here since

the search space without filtering C(N, K) is extremely large. According to the results,

all set-level inference methods outperform the sentence-level methods. This suggests that

extracting summaries at a set level (holistic) is optimal over the common sentence-level
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Figure 4.5. E�ciency vs. average ROUGE (w/o word limit) scores of dif-
ferent inference methods on TAC-11.

setting that extracts sentences individually. The finding is also consistent with the inherent

performance gap between sentence-level and holistic extractors in [136].

Moreover, we realize that set-level beam search and set-level exhaustive search achieve

comparable best performance. However, set-level beam search is much more e�cient speed-

wise than set-level exhaustive search. We also show the e↵ect of di↵erent beam sizes in

Table 4.5. The results indicate that a reasonably small beam size achieves the best ROUGE

results, which are both e↵ective and e�cient. To conclude, set-level beam search with SRI

shows the best overall performance.
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Beam Size 2 3 4 5 6 7 8

ROUGE-1 33.43 33.65 33.62 33.76 34.72 33.64 33.67

ROUGE-2 7.71 8.00 7.87 7.93 7.84 7.86 7.85

ROUGE-L* 28.74 29.03 28.99 29.10 29.01 28.94 29.01

Table 4.5. ROUGE-F1 (w/o word limit) results of SRI-beam with di↵erent
beam sizes on TAC with � = 0.125.

4.6. Conclusion

This chapter introduces a holistic framework for unsupervised multi-document extractive

summarization. Our framework incorporates holistic beam search inference methods and

SRI, a holistically balanced measurement between importance and diversity. We conduct

extensive experiments on both small and large-scale MDS datasets under both unsupervised

and adaptive settings, and the proposed method outperforms strong baselines by a large

margin. We also find that balancing summary set importance and diversity benefits both

the quality and diversity of output summaries for MDS.

77



CHAPTER 5

Improving Summary Generation with Iterative Refinement

5.1. Introduction

Document summarization, aiming to condense text while preserving its key information,

has become increasingly important with the proliferation of publicly available textual data.

Recent advancements in summarization systems, leveraging neural networks and pre-trained

language models, have shown significant progress [13,54,66,78,131]. However, these sum-

marization systems typically follow an end-to-end approach, generating summaries in a single

step. In contrast, human summarization often involves an iterative process of drafting and

editing [28].

These end-to-end summarization systems face several challenges. Firstly, they frequently

encounter the problem of hallucination, leading to the generation of ungrammatical or fac-

tually incorrect content [51]. Secondly, these systems are often optimized using imperfect

reference summaries, and widely adopted evaluation metrics like ROUGE [60] may not ac-

curately assess summary quality. Thirdly, most of these systems lack controllability, as they

only produce a single generic summary conditionally on the input document. In practice,

generating summaries that cater to specific aspects or queries would be more beneficial to

meet the diverse requirements of users, rather than providing a single condensed version of

the entire document.

The advent of advanced instruction-tuned large language models (LLMs), such as Chat-

GPT, has opened up exciting possibilities for summarization systems by demonstrating

strong zero-shot performance in various downstream tasks. A recent study by Goyal et al.

compared GPT-3 with traditional fine-tuning methods and found that despite lower ROUGE
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scores, human annotators preferred the GPT-3 generated summaries. Another comprehen-

sive analysis by Zhang et al. focused on large language models for news summarization and

revealed that the quality of generated summaries is already on par with those created by

humans. Furthermore, Liu et al. demonstrated the utilization of LLMs like GPT-4 as an

e↵ective natural language generation evaluator, showing a higher correlation with humans

in the summarization task compared to previous reference-based methods.

The emergence of LLMs also presents new opportunities for summarization beyond the

traditional one-shot generation setting. In this paper, we introduce SummIt, a framework

that leverages large language models for iterative text summarization. Instead of generat-

ing summaries in a single step, our framework enables the model to iteratively refine the

generated summary through self-evaluation and feedback, resembling the human process of

drafting and revising summaries, as shown in Figure 5.1. According to our experiments,

the rationale generation and summary refinement in SummIt can be e↵ectively guided with

in-context learning, eliminating the need for supervised training or reinforcement learning

processes. Additionally, we explore the potential benefits of incorporating knowledge and

topic extractors to enhance summary faithfulness and controllability. We instantiate SummIt

with ChatGPT as the backbone, and the automatic evaluation results on three benchmark

datasets demonstrate the e↵ectiveness of SummIt in improving summary quality, faithful-

ness, and controllability within only a few iterations. Furthermore, we conduct a human

evaluation to validate the iterative refinement quality and identify potential over-correction

issues.

We summarize the contributions of this chapter as follows:

• We introduce SummIt, a novel framework for iterative text summarization, enabling

the iterative refinement of generated summaries through self-evaluation and feed-

back mechanisms. Additionally, we propose the integration of knowledge and topic

extractors to enhance the faithfulness and controllability of SummIt.
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Figure 5.1. An illustration of the iterative summarization process. The
summarizer continuously refines the summary according to self-feedback from
the evaluator at each iteration.

• We conduct experiments on three benchmark summarization datasets, and auto-

matic evaluation results demonstrate the e↵ectiveness of our proposed framework

in summary refinement.

• A human evaluation is conducted to examine the impact of self-evaluation-guided

summary refinement. The results uncover a potential issue of over-correction, where
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the large language model may prioritize its own evaluation criteria over closely

aligning with human judgment.

5.2. Related Work

5.2.1. Text Summarization.

Recent years have seen significant advancements in text summarization systems with the

development of deep neural networks and pre-trained language models. Automatic sum-

marization methods can be broadly categorized into extractive and abstractive approaches.

Extractive summarization involves directly extracting sentences from the source text to form

summaries [66, 115, 125, 136], while abstractive approaches conditionally generate sum-

maries using a sequence-to-sequence (seq2seq) framework [54,131].

Existing approaches mentioned above generate summaries in a one-shot manner, and

their outputs may not always align with user expectations and may contain hallucinated

content [51]. To address this limitation, [68] proposes automatically correcting factual in-

consistencies in generated summaries with generated human feedback. In contrast, our

SummIt framework enables iterative summary refinement with self-evaluation and feedback,

eliminating the need for costly human annotations. Additionally, we propose integrating

knowledge and topic extractors to further enhance summary faithfulness and controllability.

5.2.2. Summarization with Large Language Models.

Recent years have seen a surge in training LLMs on huge amounts of text, such as

GPT [11, 88]. Several studies have explored the application of LLMs in the context of

text summarization. For instance, [34] compared the performance of GPT-3-generated

summaries with traditional fine-tuning methods, finding that although the former achieved

slightly lower ROUGE scores, human evaluators expressed a preference for them. Simi-

larly, [133] reported that LLM-generated summaries were on par with human-written sum-

maries in the news domain. [126] benchmarked the performance of ChatGPT on extractive

summarization and proposed to improve summary faithfulness with an extract-then-generate
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pipeline. On the other hand, prior works have also leveraged LLMs for summarization evalu-

ation [29,64,71], demonstrating that LLM-based metrics outperform all previous evaluation

metrics like ROUGE [60] and BertScore [132] by a significant margin in terms of correlation

with human evaluations.

5.2.3. Text Editing.

Our work is also closely related to the task of text editing. Traditional editing models are

trained to solve specific tasks, such as information updating [43], Wikipedia edit [91], and

grammar error correction [5]. Recent works also formulate text editing as an interactive task,

such as command-based editing systems [28], and interactive editing systems [97]. [122] also

proposed a benchmark for fine-grained instruction-based editing.

Recently, [111] introduced a self-corrective learning framework that incorporates a cor-

rector into the language model to facilitate self-correction during sequence generation. [1]

propose a reinforcement learning-based approach to generate natural language feedback for

correcting generation errors. Concurrent work [73] presents a similar generation pipeline

that enhances initial outputs through iterative feedback using a single LLM for short text

generation tasks. In contrast, our SummIt framework di↵ers from these approaches as it

specifically focuses on the conditional generation task of summarization, with an emphasis

on improving summary faithfulness and controllability. Additionally, we empirically observe

that separating the summarizer and evaluator into di↵erent LLMs, each employing di↵erent

in-context guidance leads to improved performance in our framework.
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5.3. Methods

5.3.1. Iterative Summarization.

The overall architecture of our iterative text summarization system SummIt is shown in

Figure 5.2. The system consists of two major components: a summarizer that generates and

refines the summary, and an evaluator that generates feedback rationale.

You are a summarizer that follows the output 
pattern. You revise the summary based on the 
given instructions. You follow all the 
instructions without commenting on them. 

Refine: [Revise Suggestions] Revise the 
summary. Follow all the suggestions and you 
an not make more comments. [Format 
Instructions]

You are a summary evaluator that gives scores 
for the summaries with revise suggestions. 
Your suggestions can be:
1. Add the information of <insert>
2.Remove the information of <insert>
3. Rephrase the information of <insert>
4. Shorten the summary
5. Keep the summary unchanged
If you think there’s no further revision is 
needed, you must add "<STOP>" at the end.

Knowledge 
Extractor

Topic
Extractor

Summarizer Evaluator

Refined 

Summary

Evaluation 

Rationale

Refined Summary

Source Document

Figure 5.2. The overall framework of our proposed iterative text summa-
rization system. The evaluator generates an evaluation rationale based on the
current summary, and the summarizer refines the summary accordingly. The
knowledge and topic extractors retrieve information from the source document
to guide the process.

Summarizer: The summarizer is responsible for generating the initial summary and

revising it based on the given explanations and source document. We instantiate the sum-

marizer with an instruction-tuned language model S.

Formally, given the input source document x, the initial summary y0 generation process

can be represented as:

(5.1) pS(y0 | x) =
mY

t=1

pS

�
y
0
t
| y0

<t
,x
�
,

, where y0
<t

denotes the generated tokens, y
0
t

refers to the t-th summary token, and m denotes

the summary length.
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After obtaining the i-step self-evaluation feedback ei from the evaluator E, the summarizer

will refine the summary accordingly and then generates refined summary y(i+1) as: pS(y(i+1) |

x, ei).

Evaluator: The evaluator is another instance of language model E that generates

summary quality evaluation and corresponding explanations ei for the i-th iteration as:

pE(ei | x,yi).

Stopping Criteria: The evaluator provides a quality assessment of the generated sum-

mary and then outputs the rationale for the evaluation as feedback. The summarizer receives

the model evaluation and feedback from the evaluator, subsequently refining the summary

based on this input.

This iterative process can be repeated until either

• the evaluator determines that no further refinement is required or

• certain rule-based stopping criteria are met, such as reaching a maximum iteration

number.

5.3.2. In-context Learning.

Since the summarizer and evaluator in SummIt are not fine-tuned with supervised data

or trained reinforcement learning rewards, it would be beneficial to guide the explanation

and summary generation process with the desired format or template. Recent studies have

shown that large language models have strong few-shot performance on various downstream

tasks, known as in-context learning (ICL) [11]. This means that by providing a few examples

or prompts in the desired format, the model can adapt its behavior to follow the specified

pattern. Therefore, we can leverage in-context learning to guide the generation process in

SummIt by providing prompts or examples that indicate the desired structure or content of

the summary and feedback rationale.

The standard ICL prompts a language model, M , with a set of exemplar source-summary

pairs, C = {(x1, y1)...(xm, ym)}, and generates summary y by concatenating the exemplar

source-summary pairs and input document as prompt: pM(y | x,C).

84



We also utilize in-context learning to guide our iterative summarization system. Specifi-

cally, we provide ”document-reference summary” pairs as the context for the summarizer S

and ”document-reference summary-human written explanation” triplets as the context for

the evaluator E. Through this approach, we aim to leverage the model’s ability to adapt its

behavior based on the provided examples or prompts, thereby enhancing the e↵ectiveness

of our system. Empirical results demonstrate that in-context learning contributes to the

improved performance of our framework.

5.3.3. Summary Faithfulness and Controllability.

In real-world applications, ensuring the faithfulness of generated summaries is crucial,

in addition to their overall quality [51]. Previous studies have shown that incorporating

knowledge extraction from source documents can improve the faithfulness of generated sum-

maries [42,139]. Building on these findings, we suggest integrating a knowledge extractor

into our iterative summarization system.

Knowledge Extractor: In particular, we utilize OpenIE 1, which extracts knowledge k

in the form of triplets from the source document. During each iteration, the summarizer (S)

is guided to refine the summary in accordance with the extracted knowledge, represented

as: pS(y(i+1) | x, ei,k). Moreover, the evaluator (E) can be directed to factor in faithfulness

when delivering feedback, denoted as pE(ei | x,yi
,k), as LLMs have shown to be e�cient

faithfulness evaluators [71].

Moreover, in real-world applications, there is often a need to generate summaries tailored

to specific aspects or queries, rather than producing a single generic summary of the entire

document. Our iterative summarization framework o↵ers enhanced controllability for aspect-

based summarization tasks, allowing users to specify particular aspects or queries to focus

on during the summarization process.

Topic Extractor: Incorporating aspect-oriented queries into our iterative summarization

framework involves prompting both the summarizer S and evaluator E to initially extract

1https://stanfordnlp.github.io/CoreNLP/openie.html

85



relevant snippets, each containing less than 5 words, from the source document x. After the

extraction, these components proceed to either generate or assess the summary, considering

the extracted snippets. The iterative nature of our framework further facilitates controllable

summary generation, enabling the transformation of generic summaries into topic-focused

summaries based on the user’s preferences.

Model System Prompt
Summarizer You are a summarizer that follows the output pattern. You revise

the summary based on the given instructions. You follow all the
instructions without commenting on them. Make sure the summary
is concise and accurate.

Evaluator You are a summary evaluator that follows the output pattern. You
give scores for the summaries as well as revise suggestions. Your
score should correspond to your suggestions. Your suggestions can
be:
1. Add the information of []
2. Remove the information of []
3. Rephrase the information of []
4. Shorten the summary.
5. Do nothing.
Only ask for the information that appeared in the document. If you
find the summary is too long, ask for a shorter summary. Keep the
summary concise. If you think there’s no further revision is needed,
you must add < STOP > at the end of your output at the end of
the comment. Give precise and clear suggestions.

Table 5.1. System prompts of the summarizer and the evaluator for all set-
tings.

5.3.4. Prompt Format.

We utilize both system prompts and user prompts following the OpenAI API in our system

implementations. The full prompts used in the experiments can be found in Table 5.1 and

Table 5.2. Notably, we empirically find that pre-defining the possible edit operations for

the evaluator improves the system performance significantly since it avoids free-form edits

to the summary by the large language model. Thus, we adopt the five types of text editing

operations commonly used in text editing systems [28, 91]. We specifically require the
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Setting Model User Prompt

Quality
Summarizer Summarize: [In-context Examples ] Please summarize

the following document. [Document Content ] [Format
Instructions ]
Refine: [Revise Suggestions ] Revise the summary. Fol-
low all the suggestions and you can not make more com-
ments. [Format Instructions ]

Evaluator Evaluate: [In-context Examples ]Please evaluate the
summary for the document.[Document Content ] [Sum-
mary Content ].The output should be a probability dis-
tribution of assigning the score between 1-5 as well as its
justification. Please give revise comments if you think
this summary is not good enough.[Format Instructions ]

Control
Summarizer Summarize: [In-context Examples ] Please summarize

the following document based on the given topic sen-
tence. [Document Content ] [Topic Sentence] [Format
Instructions ]
Refine: [Revise Suggestions ] Revise the summary. Fol-
low all the suggestions and you can not make more com-
ments. [Format Instructions ]

Evaluator Evaluate: [In-context Examples ] Please evaluate the
summary for the document to check if the summary fol-
lows the given topic sentence.[Document Content ] [Sum-
mary Content ] [Topic Sentence].The output should be a
probability distribution of assigning the score between 1-
5 as well as its justification. Please give revise comments
if you think this summary is not good enough.[Format
Instructions ]

Faithfulness
Summarizer Summarize: [In-context Examples ] Please summarize

the following document based on the given relationships.
[Document Content ] [OpenIE Relationships ] [Format In-
structions ]
Refine: [Revise Suggestions ] Revise the summary. Fol-
low all the suggestions and you can not make more com-
ments. [Format Instructions ]

Evaluator Evaluate: [In-context Examples ] Please evaluate the
summary for the document to check if the sum-
mary follows the given relationships.[Document Con-
tent ] [Summary Content ] [OpenIE Relationships ].The
output should be a probability distribution of assigning
the score between 1-5 as well as its justification. Please
give revise comments if you think this summary is not
good enough.[Format Instructions ]

Table 5.2. User prompts of summarizer and evaluator for di↵erent settings.
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evaluator to generate feedback based on the source document and summary at this iteration

with the following five types of possible refinement operations:

• Add: Add the information of < insert >

• Remove: Remove the information of < insert > from the summary

• Rephrase: Rephrase the information of < insert > in the summary

• Simplify: Shorten the summary

• Keep: Keep the summary unchanged

5.4. Experiments

In this section, we validate our SummIt framework on three benchmark summarization

datasets. We employ both automatic metrics and human assessment to evaluate the quality

(Section 5.4.2), faithfulness (Section 5.4.3), and controllability (Section 5.4.4) of the gener-

ated summaries.

Dataset #Test
Doc

#words
Sum

#words
#Sum

XSum 11,334 430.2 23.3 1
CNN/DM 11,489 766.1 58.2 1
NEWTS 600 738.5 70.1 2

Table 5.3. Detailed statistics of the experimental datasets. Doc # words and
Sum # words refer to the average word number in the source document and
summary. # Sum refers to the number of output summaries per document.

5.4.1. Experiment Settings.

Datasets: We conduct experiments on the following three publicly available benchmark

datasets, as presented in Table 5.3, ensuring they are consistent with previous fine-tuning

approaches:

• CNN/DailyMail [37] is the most widely adopted summarization dataset that con-

tains news articles and corresponding human-written news highlights as summaries.

We use the non-anonymized version in all experiments.
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• XSum [79] is a one-sentence news summarization dataset with all summaries pro-

fessionally written by the original authors of the BBC news.

• NEWTS [7] is an aspect-focused summarization dataset derived from the CNN/DM

dataset. It contains two summaries focusing on di↵erent topics for the same news.

Evaluation metrics: For assessing summary quality, we utilize ROUGE scores [60] and

G-Eval [64] as the automatic metrics. The ROUGE scores include ROUGE-1, ROUGE-

2, and ROUGE-L, measuring the overlap of unigrams, bigrams, and the longest common

sequence between the generated summary and the reference summary, respectively. On the

other hand, G-Eval is an LLM-based metric that provides scores on a scale ranging from 1 to

5. It employs an LLM with chain-of-thoughts (CoT) and a form-filling paradigm to evaluate

the quality of natural language generation (NLG) outputs. G-Eval has shown the highest

correlation with human judgments compared to other summarization quality metrics.

To assess summary faithfulness, we employ FactCC [51] and DAE (Defining arc entail-

ment) [33] as our evaluation metrics. FactCC is a weakly supervised BERT-based metric

designed to verify factual consistency by applying rule-based transformations to sentences

from the source document. It demonstrates a high correlation with human judgments in

evaluating summary faithfulness. On the other hand, DAE decomposes entailment at the

level of dependency arcs, analyzing the semantic relationships within the generated output

relative to the input. Unlike aggregate decisions, DAE evaluates the semantic relationship

manifested by individual dependency arcs in the generated output supported by the input.

To evaluate the controllability of query-focused summarization, we utilize BM25 [93] and

DPR [47] to measure the similarity between the query and the summary, incorporating both

sparse and dense evaluations. BM25 is a probabilistic retrieval function commonly used

in information retrieval tasks. It ranks documents based on the frequency of query terms,

providing a measure of relevance between the query and the summary. DPR, on the other

hand, leverages dense vector representations for scalable retrieval. It embeds both questions
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and passages into fixed-length vector spaces, allowing for nuanced similarity calculations

between the query and the summary.

In line with previous research findings that have emphasized the inclination of human

annotators towards summaries generated by LLM models, even in the presence of compara-

tively lower ROUGE scores [34], we further validate the e↵ectiveness of SummIt through a

dedicated human study. Specifically, we use:

• Five-point Likert scale ratings [59] to assess various aspects of summary quality,

including coherence, fluency, relevance, consistency, conciseness, and overall evalu-

ation.

• Human preference test: annotators are shown summaries of the same source doc-

ument from all five summarization systems and then asked to select their most

preferred summary or summaries.

We evaluate the performance using 1000 random samples from CNN/DM and XSum

test sets, with seed 101, and the full NEWTS test set. Our prompts were refined with a

50-example development set.

For the baseline models, we utilize the o�cial checkpoints of BART, T5, and PEGASUS

from Huggingface. As for the backbone LLM for both generating and evaluating summaries

in SummIt, we employ the gpt-3.5-turbo model. To maintain reproducibility, we set the

temperature parameter to 0.

To ensure consistency and reliability in our evaluations, we follow a rigorous procedure

for dataset sampling and model tuning. Specifically, we randomly sample 1000 samples from

the test set of both the CNN/DM and XSum datasets using a random seed of 101. For

the NEWTS dataset, we utilize the entire test set. Additionally, we fine-tune the optimal

prompt and hyperparameters of the LLM on a development set comprising 50 examples. To

address any potential variability, each experimental run is conducted three times, and the

average results are reported to mitigate the instability inherent in small datasets.

5.4.2. Generic Summary Quality Evaluation.
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Model
CNN/DM XSum

R1 R2 RL G-Eval R1 R2 RL G-Eval
Zero-shot setting

PEGASUSZS 32.90 13.28 29.38 3.23 19.27 3.00 12.72 3.52
BARTZS 32.83 13.30 29.64 3.42 19.26 3.30 14.67 3.49

T5ZS 39.68 17.24 26.28 3.47 19.66 2.91 15.31 3.55

ChatGPT 39.44 16.14 29.83 3.46 21.61 5.98 17.60 3.47
SummIt (ours) 36.50 13.49 26.76 4.33 21.92 5.93 17.62 4.24

Few-shot setting

ChatGPT 40.00 16.39 30.02 3.57 23.96 7.36 19.36 3.57
SummIt (ours) 37.29 13.60 26.87 4.35 22.04 6.20 17.46 4.32

Table 5.4. Automatic evaluation results on the CNN/DM and XSum
datasets under both zero-shot and few-shot settings. A random sample of
1, 000 data points was taken from each dataset for evaluation. G-Eval repre-
sents the score evaluated by the ChatGPT evaluator in our framework.

Automatic Evaluation: The automatic evaluation results for generic summarization

quality are shown in Table 5.4. We used previous pre-trained language models, including

PEGASUS [131], BART [54], and T5 [89], as baseline models. We compared our framework

SummIt with these baseline models under a zero-shot setting for a fair comparison.

It is observed that SummIt has inferior ROUGE scores compared to fine-tuning ap-

proaches on CNN/DM, while exhibiting significantly higher LLM-based evaluation metric

G-Eval. On the other hand, it outperforms all baseline methods on the XSum dataset. Com-

pared to the output of ChatGPT, the summaries of ChatGPT after our iterative refinement

show a consistent improvement in the G-Eval score. These results are consistent with the

previous conclusions in [133], where large language model summary outputs receive lower

ROUGE scores due to the low quality of reference summaries.

In addition to the zero-shot setting, we investigate the e↵ects of in-context learning for

SummIt, as shown in the lower block of Table 5.4. The results consistently demonstrate that

incorporating in-context learning significantly enhances the model’s performance on ROUGE

and G-Eval scores. This observation underscores the substantial few-shot capabilities of
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SummIt, showcasing its ability to adapt e↵ectively and generate high-quality summaries in

contexts with very few examples.

Model Coherence Fluency Relevance Consistency Conciseness Overall Human Pref

CNN/DM

BART 3.92 4.16 4.00 3.12 3.64 3.24 0.04
T5 3.72 4.24 4.32 3.52 3.84 3.68 0.10

PEGASUS 3.20 3.53 3.33 2.87 1.85 1.63 0.00
ChatGPT 4.20 4.36 4.28 4.01 3.92 4.01 0.34
SummIt 4.24 4.50 4.29 4.12 3.84 4.09 0.52

XSum

BART 3.97 4.30 4.13 3.30 3.93 3.84 0.30
T5 3.84 4.32 4.02 3.63 3.84 3.25 0.08

PEGASUS 3.13 4.10 3.52 2.87 2.03 2.41 0.00
ChatGPT 4.03 4.40 4.30 3.93 3.87 3.92 0.24
SummIt 4.04 4.35 4.28 4.05 3.72 3.96 0.38

Table 5.5. Human study results on generic summary quality. The first five
columns include Likert scale ratings and the last column is the human prefer-
ence results.

Human Evaluation: To further verify the summary quality, we conducted a human

study to evaluate the overall quality of the summaries as shown in Table 5.5. According

to the five-point Likert scale ratings, the summaries of ChatGPT and SummIt consistently

outperformed pre-trained language model results. The iterative refinement of SummIt also

provided consistent improvements, which align with the G-Eval results obtained from the

automatic evaluation. We also conducted a human preference study, where summaries from

all models were presented to human annotators. They were tasked to select the best sum-

mary, without any prior knowledge of the origin of each summary. Consistent with the

findings in [34], the results revealed a clear preference among human annotators for sum-

maries generated by large language models (LLMs) for both CNN (86%) and BBC (62%)

style summaries. We also noticed that the summaries of ChatGPT after our iterative re-

finement (SummIt) showed a significant improvement in human preference, with 18% and

14% percent improvements on CNN/DM and XSum datasets, respectively. These results

demonstrate the e↵ectiveness of refining generic summaries of our framework.

5.4.3. Summary Faithfulness Evaluation.
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To evaluate the e�cacy of the SummIt framework in enhancing summary faithfulness with

the knowledge extractor, we conducted additional experiments, as presented in Table 5.6.

The findings demonstrate that our framework’s iterative approach to refining summaries

yields significant improvements in summary faithfulness, as indicated by both FactCC and

DAE results. Furthermore, the integration of a knowledge extractor such as OpenIE further

enhances the level of faithfulness. The LLM-based evaluation score G-Eval also indicates

a higher level of satisfaction with the refined summaries when guided by the extracted

knowledge triplets. In conclusion, our study reveals that iterative refinements with the

incorporation of the knowledge extractor e↵ectively enhance summary faithfulness without

compromising the quality of the summaries.

R1 R2 RL G-Eval FactCC DAE

ChatGPT 21.61 5.98 17.60 3.47 28.00 10.34
SummIt 21.92 5.93 17.62 4.24 36.00 33.02

ChatGPT-IE 22.01 5.11 17.06 3.85 51.68 93.68
SummIt-IE 19.72 3.85 15.36 4.95 47.24 90.36

Table 5.6. Experimental results of incorporating knowledge extractor on
summary quality and faithfulness on XSum dataset. -IE refers to the model
integrated with OpenIE.

5.4.4. Query-focued Summarization Controlability Evaluation.

R1 R2 RL G-Eval BM25 DPR

ChatGPT 30.01 8.94 27.03 1.06 33.09 77.22
ChatGPT-Topic 33.24 10.20 29.88 1.16 36.20 78.77
SummIt-Topic 30.45 8.48 27.19 4.74 39.11 82.41

Table 5.7. Experimental results on NEWTS dataset to test the controlla-
bility of our framework. -Topic indicates a model that is prompted to extract
topic-related snippets before generating a summary.

We utilized the query-based summarization dataset NEWTS as our testbed to demon-

strate the controllability ability of SummIt. The results obtained, as depicted in Table 5.7,
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highlight the framework’s capability to align the focus of a generic summary with the specific

topic of interest or query provided by the user. We also observed improved G-Eval evaluation

scores by directing the summary generation process toward the intended topic.

Furthermore, we evaluated the controllability of the summarization systems by quanti-

fying the similarity between the query and the generated summary. Both BM25 and DPR

were employed as similarity metrics, and we consistently observed enhancements after the

iterative refinement process. This observation serves as evidence that SummIt e↵ectively

refines the summary to align with the topics specified in the query.

5.5. Analysis

5.5.1. Ablation Studies.

Table 5.8 presents the results of the ablation study by removing refinement operations.

The ablation study is conducted on the CNN/DM dataset under the zero-shot settings.

According to the results, each option contributes to the success of our method, and the

add operation a↵ects the ROUGE score most, while the simplify operation a↵ects the GPT-

evaluation scores the most. Without the add operation, the information in the iterative

process will only decrease, resulting in less n-gram overlap. On the other hand, without the

simplify and remove operations, the redundant information results in low G-Eval scores.

R1 R2 RL G-Eval
SummIt 36.50 13.49 26.76 4.33
-w/o Add 33.01 11.55 24.71 3.98
-w/o Remove 36.46 13.44 26.55 3.64
-w/o Rephrase 34.71 12.12 26.31 3.82
-w/o Simplify 33.49 12.33 25.76 3.55
-w/o Keep 33.87 13.03 25.70 3.94

Table 5.8. Ablation Study on Iterative Refinement Operations

94



5.5.2. Over-correction Issue.

Figure 5.3. Human evaluation to justify the refinement behavior of SummIt.
The top plot refers to the human justification of the ratio that the summary
is improved at each iteration and the bottom plot indicates the ratio that the
summarizer follows the evaluator’s evaluation rationale.

A recent work [64] highlights the potential issue of LLM-based evaluators having a bias

towards the LLM outputs, which raises the doubt:
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(1) Does the refinement actually improve the summary?

(2) Does the refinement actually follow the rationale feedback from the evaluator?

To address these two concerns and provide further validation for the step-wise summary

refinement in SummIt, we conducted the corresponding human evaluations. Specifically, we

asked expert human annotators to label:

(1) Whether these edits resulted in improvements to the summary based on human

judgment.

(2) Whether the edits made by the summarizer align with the feedback provided in the

last step by the evaluator.

The results of the human evaluation, presented in Figure 5.3, indicate that approximately

90% of the edits performed by the summarizer adhered to the provided feedback as intended

on both datasets. However, only around 50-60% of these edits after 2 or more iterations

were deemed beneficial according to human judgment, whereas the evaluator in SummIt still

asks for refinements to be performed. We also notice a clear trend that the percentage of

beneficial refinements decreases as the iteration number increases. The finding shows an

Over-correction problem: the LLM may demand itself to continuously refine the summary

based on its own evaluation criteria, rather than adhering to the true evaluation criteria of

good summaries by humans.

This finding highlights the need for better stopping criteria in the development of itera-

tive summarization systems, and we argue that incorporating human-in-the-loop may be a

potential solution. We leave this for future work.

5.5.3. Case Study.

We present an example of iterative summary refinement in Table 5.9. The evaluator

provides a detailed rationale for the summary in the first iteration, suggesting revisions

to the blue and orange sentences by removing information and rephrasing sentences. The

summarizer can then refine the summary accordingly.
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Summary-Iter1: Hospitals in Wales may have to choose between emergency
care and non-urgent surgery during peak winter months, according to Dr. Andrew
Goodall. He suggested that hospitals may decide not to schedule surgery in order
to focus on ”front door pressures.” Two hospitals in Swansea and Bridgend have
already cancelled some surgical procedures until after Christmas.

Evaluation-Iter1: The summary e↵ectively conveys the main point of the
article, but it could be shortened for conciseness. Consider removing the specific
hospitals mentioned and rephrasing the sentence about hospitals having to choose
between emergency care and non-urgent surgery to make it more concise.

Summary-Iter2: Hospitals in Wales may have to prioritize emergency care over
non-urgent surgery during peak winter months, according to Dr. Andrew Goodall.
Some surgical procedures have already been cancelled until after Christmas.

more iterations...

Table 5.9. An example of iterative summary refinement from the XSum
dataset. The revision between the two iterations and their corresponding com-
ments are presented in the same color. The blue color refers to the rephrase
revision and the orange color refers to the remove operation.

5.6. Conclusion

In this chapter, we introduce a novel framework for text summarization by iteratively

refining summaries with model feedback. Our framework is entirely based on large lan-

guage models and does not require supervised training or reinforcement learning alignment.

Furthermore, we demonstrate that the system enhances faithfulness and controllability by

integrating knowledge and topic extractors. Through extensive experiments and analyses

on three benchmark datasets, we show that our iterative summarization system outper-

forms one-shot generation setting systems with LLM, underscoring the e↵ectiveness of our

approach.

Our human evaluation reveals that the summary refinement by our framework can e↵ec-

tively follow the self-evaluation feedback, albeit being highly biased toward its own evaluation

criteria rather than human judgment. We believe this potential issue could be mitigated with

human-in-the-loop feedback. We anticipate that the insights gained from this work will in-

form future research endeavors aimed at constructing more robust LLM-based summarization

systems.
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CHAPTER 6

Fusing Extractive and Abstractive Summarization with Large

Language Model

6.1. Introduction

Document summarization aims to compress text material while retaining its most salient

information. With the increasing amount of publicly available text data, automatic summa-

rization approaches have become increasingly important. These approaches can be broadly

classified into two categories: abstractive and extractive summarization. While abstractive

methods [78] have the advantage of producing flexible and less redundant summaries, they

often struggle with generating ungrammatical or even nonfactual contents [51]. In contrast,

extractive summarization directly selects sentences from the source document to form the

summary, resulting in summaries that are grammatically correct and faithful to the original

text.

The growing interest in applying advanced large language models (LLMs), such as Chat-

GPT 1, for text summarization tasks has sparked significant attention. A recent study by [34]

compared GPT-3 with traditional fine-tuning methods and found that, despite lower Rouge

scores, human annotators preferred the GPT-3 generated text. Another study by [133]

conducted a comprehensive analysis of large language models for news summarization and

found that the generated summaries were comparable to those produced by humans. How-

ever, existing research [71,117] has only focused on abstractive summary approaches, and the

performance of ChatGPT for extractive summarization remains an open question. Moreover,

1https://chat.openai.com/chat

98



the hallucination problem has dramatically hindered the practical use of abstractive sum-

marization systems, highlighting the need to explore extractive summarization with LLMs

for faithful summaries.

In this chapter, we comprehensively evaluate ChatGPT’s performance on extractive sum-

marization and investigate the e↵ectiveness of in-context learning and chain-of-thought ex-

planation approaches. Our experimental analysis demonstrates that ChatGPT exhibits infe-

rior extractive summarization performance in terms of ROUGE scores compared to existing

supervised systems, while achieving higher performance based on LLM-based evaluation

metrics. Additionally, we observe that using an extract-then-generate pipeline with Chat-

GPT yields large performance improvements over abstractive baselines in terms of summary

faithfulness.

The main contributions of this chapter are:

• This study represents the first attempt to extend the application of ChatGPT to

extractive summarization and evaluate its performance.

• We investigate the e↵ectiveness of in-context learning and chain-of-thought reason-

ing approaches for extractive summarization using ChatGPT.

• We further extend the extraction step to abstractive summarization and find that the

extract-then-generate framework could improve the generated summary faithfulness

by a large margin compared to abstractive-only baselines without compromising

summary quality.

Together, these contributions provide novel insights into the capabilities of ChatGPT for

faithful text summarization tasks and underscore the potential of LLMs as a powerful tool

for NLP research.
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6.2. Related Work

Most extractive summarization works formulate the task as a sequence classification prob-

lem and use sequential neural models with diverse encoders such as recurrent neural net-

works [13,78] and pre-trained language models [66,125]. Another group of works formulate

extractive summarization as a node classification problem and apply graph neural networks

to model inter-sentence dependencies [107,115,123,124].

Several studies also explored the use of large language models [11] for summarization. [34]

found that while the former obtained slightly lower Rouge scores, human evaluators preferred

them. Likewise, [133] reported that large language model-generated summaries were on par

with human-written summaries in the news domain. In addition, [117] explored the limits of

ChatGPT on query-based summarization other than generic summarization. [71] explored

the use of ChatGPT as a factual inconsistency evaluator for abstractive text summarization.

[127] proposed a self-evaluation and revisement framework with ChatGPT. While most of

the existing research has focused on abstractive summarization, this work aims to investigate

the applicability of ChatGPT to extractive summarization and examine whether extractive

methods could enhance abstractive summarization faithfulness.

6.3. Method

6.3.1. Task Formulation.

Extractive summarization systems form a summary by identifying and concatenating the

most salient sentences from a given document. These approaches have gained widespread

traction in various real-world applications owing to their ability to produce accurate and

trustworthy summaries devoid of grammatical inconsistencies.

Formally, given a document d consisting of n sentences, the goal of an extractive summa-

rization system is to produce a summary s comprising of m(m ⌧ n) sentences, by directly

extracting relevant sentences from the source document. Most existing work formulates it
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as a sequence labeling problem, where the sentences are selected by model M based on the

probability of whether it should be included in the summary s:

(6.1) ŝ = arg max
s

pM(s | d).

In the training of supervised summarization models, it is common to employ a greedy

algorithm, as described in [77], to generate extractive ground-truth labels (ORACLE) by

selecting multiple sentences that maximize the ROUGE score compared to the gold summary.

6.3.2. In-context Learning.

Recent studies have shown that large language models have strong few-shot performance

on various downstream tasks, known as in-context learning (ICL) [11]. The standard ICL

prompts a large language model, M , with a set of k exemplar document-summary pairs and

predicts a summary ŝ for the document by:

(6.2) ŝ = arg max
s

pM(s | d, {(d1
, s

1)...(dk
, s

k)}).

Besides simple input-output pairs, previous works also show that including explanations

and chain-of-thought (COT) reasoning in prompts [110] also benefits language models, rep-

resented as:

(6.3) ŝ = arg max
s

pM(s | d, C).

Here C = {(d1
, e

1
, s

1)...(dk
, e

k
, s

k)} is the set of input-explanation-output triplets in

prompts. Besides zero-shot setting, this study also investigates the impact of in-context

learning on extractive summarization, with and without explanations.

6.3.3. Extract-abstract Summarization.

101



It is not new to use extractive summaries to guide abstractive summary generations

[23,108]. Here we also propose to use LLM in a two-stage manner: extract salient sentences

to form extractive summaries (sE) first, and then ask the LLM to generate summaries guided

by the extractive summaries, represented as:

(6.4) p(s | d) =
TY

t=1

p
�
st | s<t, d, s

E
�
,

where s<t denotes the previous generated tokens before step t. We explore the extract-

then-generate pipeline in this study, aiming to alleviate the hallucination problems in LLM

summary generation.

Dataset Domain
Doc

#words
Sum

#words
#Ext

Reddit Media 482.2 28.0 2
XSum News 430.2 23.3 2

CNN/DM News 766.1 58.2 3
PubMed Paper 444 209.5 6

Table 6.1. Detailed statistics of the datasets. Doc # words and Sum # words
refer to the average word number in the source document and summary. #
Ext refers to the number of sentences to extract.

6.4. Experiments and Analysis

6.4.1. Experiment Settings.

Datasets: We selected four publicly available benchmark datasets as listed in Table 6.1,

ensuring they are consistent with previous fine-tuning approaches.

• CNN/DailyMail [37] is one of the most widely adopted summarization datasets that

contains news articles and corresponding highlights as summaries. We use the non-

anonymized version and follow the common training/validation/testing splits

(287,084/13,367/11,489).
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• XSum [79] is a one-sentence news summarization dataset with professionally written

summaries. We follow the common training/validation/testing splits (204,045/

11,332/11,334).

• PubMed [16] is a scientific paper summarization dataset and we use the introduction

section as the article and the abstract section as the summary following [136] with

common training/validation/testing splits (83,233/4,946/5,025).

• Reddit [49] is a highly abstractive dataset collected from social media platforms

with training/validation/testing splits (41,675/645/645).

Evaluation: We conducted an evaluation of ChatGPT’s summarization performance

utilizing ROUGE [60], following previous studies. We also employed a GPT-based evaluation

metric, G-EVAL [64]. To investigate the faithfulness of the summaries, we employed common

metrics FactCC [51] and QuestEval [98]. FactCC is a weakly supervised BERT-based model

metric that verifies factual consistency through rule-based transformations applied to source

document sentences. It shows a high correlation in assessing summary faithfulness with

human judgments. Questeval [98] is a question answering based metric to measure summary

faithfulness by how many generated questions could be answered by the summary.

Experiment Setup: We employed the GPT-3.5-turbo model2 for the generation and

assessment of summaries, maintaining a temperature setting of 0 to ensure reproducibility.

Regarding the datasets, a random sampling method was adopted, where 1000 samples

were chosen for each dataset for experimental purposes. Furthermore, a smaller subset of

50 samples was utilized for the discovery of optimal prompts and hyperparameters. The

random seed was established at 101 to promote consistency.

The experiments involving each dataset, which includes 1000 examples, will run for 1.5

hours to perform both inference and evaluation. The detailed prompts used in the experi-

ments under di↵erent settings are summarized in Table 6.2.

6.4.2. Experiments Results.

2https://platform.openai.com/docs/guides/gpt/chat-completions-api
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Setting Prompt

Extractive System: You are an extractive summarizer that follows the output
pattern.
User: Please extract sentences as the summary. The summary should
contain m sentences. Document: [Test Document ] [Format Instruc-
tion].

Abstractive System: You are an abstractive summarize that follows the output
pattern.
User: Please write a summary for the document. Document: [Test
Document ] [Format Instruction]

In-context System: You are an extractive summarizer that follows the output
pattern.
User: The following examples are successful extractive summariza-
tion instances: [n Document-Summary Pairs]. Please summarize the
following document. Document: [Test Document ]. The summary
should contain m sentences. [Format Instruction].

Explanation System: You are an extractive summarizer that follows the output
pattern.
User: The following examples are successful extractive summariza-
tion instances: [n Document-Summary-Reason Triads ]. Please sum-
marize the following document and give the reason. Document: [Test
Document ]. The summary should contain m sentences. [Format In-
struction].

Extract-

abstract System: You are an abstractive summarizer that follows the output
pattern.
User: Please revise the extracted summary based on the document.
The revised summary should include the information in the extracted
summary. Document: [Test Docuemnt ] Extractive Summary: [Ex-
tractive Summary ] [Format Instruction].

Evaluator System: You are a summary evaluator that follows the output pat-
tern. You give scores for the summaries based on the comprehensive
consideration following criteria:
(1) Coherence: “the collective quality of all sentences”;
(2) Consistency: “the factual alignment between the summary and
the reference”;
(3) Fluency: “ the quality of individual sentences”;
(4) E�ciency: “If the summary is concise”
User: Please evaluate the summary based on the reference
summary.Reference:[Reference Summary ] Summary:[Predicted Sum-
mary ][Format Instruction].

Table 6.2. Prompts used for both extractive and abstractive summarization.
m is the number of extracted sentences defined in Table 6.1. Document-
summary pairs and document-summary-reason triads are the input contexts.
n is the number of context instances.
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CNN/DM XSum

Models R1 R2 RL G-EVAL R1 R2 RL G-EVAL

SOTA-Ext 44.41 20.86 40.55 3.28 24.86 4.66 18.41 2.60
ChatGPT-Ext 39.25 17.09 25.64 3.24 19.85 2.96 13.29 2.67

+ context 42.38 17.27 28.41 3.30 17.49 3.86 12.94 2.69
+ reason 42.26 17.02 27.42 3.10 20.37 4.78 14.21 2.89

SOTA-Abs 47.78 23.55 44.63 3.25 49.07 25.13 40.40 2.79
ChatGPT-Abs 38.48 14.46 28.39 3.46 26.30 7.53 20.21 3.47

Reddit PubMed

Models R1 R2 RL G-EVAL R1 R2 RL G-EVAL

SOTA-Ext 25.09 6.17 20.13 1.82 41.21 14.91 36.75 2.03
ChatGPT-Ext 21.40 4.69 14.62 1.87 36.15 11.94 25.30 2.12

+ context 22.32 4.86 14.63 1.83 36.78 11.86 25.19 2.14
+ reason 21.87 4.52 14.65 1.83 37.52 12.78 26.36 2.18

SOTA-Abs 32.03 11.13 25.51 1.87 45.09 16.72 41.32 2.78
ChatGPT-Abs 24.64 5.86 18.54 2.43 36.05 12.11 28.46 2.70

Table 6.3. Summarization results on four benchmark datasets. ’+context’
and ’+reason’ refer to ChatGPT with three in-context examples and human
reasoning. The best results in both extractive and abstractive settings are in
bold.

The overall results are shown in Table 6.3. The upper block includes extractive results

and SOTA scores from MatchSum [136]. The lower block includes abstractive results and

SOTA scores from BRIO [69] for CNN/DM and XSum, SummaReranker [90] for Reddit,

and GSum [23] for PubMed.

It is observed that ChatGPT generally achieves lower ROUGE scores in comparison to

previous fine-tuning methods for all datasets under both extractive and abstractive settings

but achieves higher scores in terms of the LLM-based evaluation metric G-EVAL. The find-

ings are consistent with the previous conclusions in [34,133].

We also observe that ChatGPT-Ext outperforms ChatGPT-Abs on extractive datasets

CNN/Dailymail and PubMed, while performing worse in the other two abstractive datasets.

We argue that the results are due to the bias within the reference summaries of the dataset

and the limit of ROUGE scores.
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Nonetheless, we notice that despite being primarily designed for generation tasks, Chat-

GPT achieves impressive results in extractive summarization, which requires comprehension

of the documents. The decoder-only structure of ChatGPT doesn’t degrade its comprehen-

sion capability compared to encoder models like BERT. We also find that the ROUGE score

gap between ChatGPT and SOTA fine-tuned baselines is smaller in the extractive setting

than in the abstractive setting.

In-context: The detailed in-context learning results can be found in Table 6.4. The

results also indicate that in-context learning and reasoning are generally beneficial for the

extractive summarization task across four datasets in di↵erent domains. We only observe

performance degradation for in-context learning on the XSum dataset. We argue that the

degradation comes from the short ORACLE of XSum, which brings more confusion with a

few ORACLE examples. However, with chain-of-thought reasoning explanations, ChatGPT

can better understand the pattern and thus shows improvements with in-context reasoning.

# Context
CNN/DM XSum

R1 R2 RL R1 R2 RL

0 39.25 ± 0.23 15.36 ± 1.10 25.90 ± 0.97 19.85 ± 2.59 2.96 ± 2.59 13.29 ± 1.30

1 40.62 ± 0.70 17.00 ± 1.06 26.44 ± 0.84 15.33 ± 0.50 2.48 ± 0.19 11.48 ± 0.13

1w/R 38.83 ± 0.91 14.94 ± 2.53 25.36 ± 1.82 17.86 ± 1.73 3.29 ± 0.85 12.55 ± 1.29

2 40.91 ± 0.69 15.68 ± 0.61 26.13 ± 0.83 18.61 ± 0.39 4.42 ± 0.97 14.06 ± 2.01

2w/R 41.70 ± 0.70 15.95 ± 0.92 26.98 ± 1.33 17.95 ± 3.03 4.11 ± 1.01 13.46 ± 1.76

3 42.38± 0.13 17.27 ± 0.23 28.41± 0.31 17.49 ± 1.87 3.86 ± 1.55 12.94 ± 2.16

3w/R 42.26 ± 1.38 17.02 ± 1.60 27.42 ± 1.62 20.37± 1.61 4.78± 0.44 14.21± 1.07

4 42.26 ± 0.50 17.41± 0.83 27.96 ± 0.83 16.68 ± 1.56 3.72 ± 0.20 12.12 ± 1.19

4w/R 41.23 ± 0.93 17.08 ± 0.38 28.25 ± 0.93 18.17 ± 0.28 4.05 ± 0.38 12.74 ± 0.94

5 40.71 ± 1.92 16.96 ± 0.91 27.42 ± 1.26 17.43 ± 1.08 3.53 ± 0.96 12.33 ± 0.51

5w/R 40.18 ± 0.83 15.15 ± 1.44 25.98 ± 1.91 19.55 ± 0.64 4.29 ± 0.46 13.13 ± 0.68

Table 6.4. In-context learning experimental results on CNN/DM and XSum
datasets. For each dataset, we randomly sampled 50 data from the test set. In
each section, w/R means we provide human written reasons for each context
document. For the test document, we also ask the system to generate the
reason why it choose selected sentences.

6.4.3. Extract Then Generate.
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We conduct further experiments to examine the e↵ectiveness of the extract-then-generate

framework as presented in Table 6.5.

Dataset Setting RL G-EVAL FactCC QuestEval

Reddit
Abs 18.54 2.43 9.46 40.79

Ext-Abs 18.26 2.60 60.40 49.45
Oracle-Abs 19.37 2.64 59.75 48.93

XSum
Abs 20.21 2.67 5.42 46.14

Ext-Abs 18.55 2.28 55.73 53.25
Oracle-Abs 21.10 2.72 55.03 53.21

PubMed
Abs 28.46 2.70 8.37 42.83

Ext-Abs 26.50 2.81 26.38 44.32
Oracle-Abs 26.51 2.83 27.35 44.50

CNN/DM
Abs 28.39 3.24 6.35 45.32

Ext-Abs 29.16 3.50 51.65 51.72
Oracle-Abs 33.32 3.51 53.67 52.46

Table 6.5. Summarization results of the extract-then-generate pipeline. Abs,
Ext-Abs, and Oracle-Abs refer to the generate-only baseline, the extract-then-
generate pipeline, and generation based on ORACLE, respectively.

The results show large improvements in summary factual consistency across all four

datasets with the extract-then-generate framework. Notably, the FactCC scores are ex-

tremely low for generate-only baselines (less than 10 percent), highlighting the hallucination

problems of ChatGPT-based summarization, where ChatGPT tends to make up new content

in the summary.

Nevertheless, the extract-then-generate framework e↵ectively alleviates the hallucination

problem of abstractive summaries by guiding the summary generation process with extracted

salient sentences from the documents. We also find that guiding ChatGPT summary gener-

ation with its own extracted summaries leads to similar summary faithfulness improvements

compared to guiding generation with ORACLE.
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In terms of summary quality, the results demonstrate that the performance of Chat-

GPT improves largely in terms of ROUGE scores when grounded with the ORACLE sum-

maries. However, the ROUGE score performance of the extract-then-generate framework

relies heavily on the extractive performance when grounded with its own extractive sum-

maries. In summary, the extract-then-generate framework could e↵ectively improve the

summary faithfulness with similar or even better summary quality.

6.4.4. Positional Bias.

Lead bias is a common phenomenon in extractive summarization, especially in the news

domain, where the early parts of an article often contain the most salient information.

As shown in Figure 6.1, we find that the position distribution of the ChatGPT-extracted

summary sentences is skewed towards a higher position bias than the ORACLE sentences.

In addition, in-context learning brings more positional bias to the summaries. The results

indicate that LLMs may rely on superficial features like sentence positions for extractive

summarization.

Figure 6.1. Position distribution of extracted sentences on 1000 random
samples from the CNN/DM test set.
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6.4.5. Case Study.

Here we show a case study example from the CNN/Daily dataset in Table 6.6 and the

ChatGPT-generated summaries with di↵erent prompt settings in Table 6.7.

Document Daredevil Nik Wallenda says he’ll walk untethered on top of a 400-
foot observation wheel in Orlando, Florida, this month. Wallenda said
Monday at a New York City news conference that the Orlando Eye
will be moving when he attempts his feat on April 29. The Orlando
Eye, part of a new entertainment complex, will o↵er views of central
Florida from inside 30 enclosed, air-conditioned glass capsules when it
opens to the public on May 4. Eyes on the prize: high-wire performer
Nik Wallenda announces his latest stunt at the 400-foot Orlando Eye,
during a news conference, in New York on Monday. Tough challenge:
the 36-year-old daredevil will walk atop the Orlando Eye as it turns on
April 29. The Orlando Eye team issued a statement saying it’s excited
to have Wallenda attempt the ‘amazing stunt.’ No distance for the
performance has been set yet, but Wallenda, 36, said he was not likely
to walk the entire 20 minutes or so that it takes the wheel to go a
full circle. Wallenda previously walked atop a Ferris wheel in Santa
Cruz, California, but he said the size of the much larger Orlando wheel
and the fact that he will not use a pole sets this stunt apart. The
seventh-generation member of the ‘Flying Wallenda’ family of acrobats
has walked across the Grand Canyon and Niagara Falls. In November, he
walked twice between two Chicago skyscrapers without a net or harness,
doing the second walk blindfolded. Wallenda is the great-grandson of
Karl Wallenda, who fell to his death in Puerto Rico at 73.

Reference The 36-year-old will stage his next stunt on April 29. In November,
Wallenda walked back and forth between two Chicago skyscrapers in
a live television event. His great-grandfather Karl Wallenda died in a
tightrope walk in Puerto Rico in 1978. Wallenda has also tightrope
walked across Niagara Falls and the Grand Canyon.

ORACLE Tough challenge: the 36-year-old daredevil will walk atop the Orlando
Eye as it turns on April 29. The seventh-generation member of the ‘Fly-
ing Wallenda’ family of acrobats has walked across the Grand Canyon
and Niagara Falls. In November, he walked twice between two Chicago
skyscrapers without a net or harness, doing the second walk blindfolded.

Table 6.6. The source document, reference summary, and extractive ground
truth of case study example.
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Abstractive Daredevil Nik Wallenda plans to walk untethered atop the 400-foot Or-
lando Eye observation wheel on April 29th. The 36-year-old high-wire
performer, a seventh-generation member of the ”Flying Wallenda” ac-
robat family, has previously completed daring walks across the Grand
Canyon, Niagara Falls, and between Chicago skyscrapers. Although the
exact distance for this stunt hasn’t been determined, Wallenda stated
he’s unlikely to walk the entire 20 minutes it takes for the wheel to com-
plete a full circle.

Extractive Daredevil Nik Wallenda says he’ll walk untethered on top of a 400-
foot observation wheel in Orlando, Florida, this month. Wallenda said
Monday at a New York City news conference that the Orlando Eye
will be moving when he attempts his feat on April 29. The 36-year-old
daredevil will walk atop the Orlando Eye as it turns on April 29.

In-Context Daredevil Nik Wallenda says he’ll walk untethered on top of a 400-
foot observation wheel in Orlando, Florida, this month. Wallenda said
Monday at a New York City news conference that the Orlando Eye will
be moving when he attempts his feat on April 29. Wallenda is the great-
grandson of Karl Wallenda, who fell to his death in Puerto Rico at 73.

Extract-abstract Nik Wallenda, a daredevil and seventh-generation member of the ”Flying
Wallenda” family of acrobats, will attempt to walk untethered on top
of a 400-foot observation wheel in Orlando, Florida, on April 29. The
Orlando Eye, part of a new entertainment complex, will o↵er views of
central Florida from inside 30 enclosed, air-conditioned glass capsules
when it opens to the public on May 4. Wallenda previously walked atop
a Ferris wheel in Santa Cruz, California, but he said the size of the much
larger Orlando wheel and the fact that he will not use a pole sets this
stunt apart. Wallenda is the great-grandson of Karl Wallenda, who fell
to his death in Puerto Rico at 73.

Table 6.7. The output summaries under di↵erent settings of the case study
example in Table 6.6.

6.5. Conclusion

In summary, this chapter presents a comprehensive evaluation of ChatGPT’s performance

on extractive summarization across four benchmark datasets. The results highlight Chat-

GPT’s strong potential for the task and the feasibility of generating factual summaries using

the extract-generate framework. Overall, this study suggests that ChatGPT is a powerful

tool for text summarization, and we hope the insights gained from this work can guide future

research in this area.
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CHAPTER 7

Conclusion and Future Directions

7.1. Conclusion

This dissertation has focused on natural language processing methods and systems that

facilitate e�cient access and digestion of data for humans through automatic text summa-

rization. The main emphasis lies on the three critical steps of constructing intelligent and

reliable summarization systems: document modeling and understanding, salient information

extraction, and faithful summary generation. The overarching goal is to develop an advanced

AI assistant system with profound semantic understanding and generation capabilities.

To this end, I have presented my work that addresses problems falling under three broad

categories:

• The first focus is on enhancing the language understanding capabilities of these

systems through the structural modeling of text documents, enabling machines to

better comprehend the semantic meaning and inherent logic of documents.

• The second focus is on identifying and extracting salient information from docu-

ments for extractive summarization. This is achieved by modeling the salience of

sentences and extracting information from documents from a holistic perspective.

• The last focus is on improving the quality and faithfulness of generated summaries

for abstractive summarization. This is achieved by controlling and augmenting the

generation decoding process, and iteratively revising the summary outputs.

In my work, I have also demonstrated how to build intelligent summarization systems us-

ing backbones from deep learning models, pre-trained language models, and recently, large

language models. The text summarization research track has experienced significant break-

throughs in the past few years, and I am honored to have contributed to this development.
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7.2. Future Work

Looking into the future, I am particularly enthusiastic about a few directions of research

in text summarization, and more broadly, in natural language processing.

7.2.1. More Advanced Summarization Systems.

Great progress has been achieved in the development of automatic text summarization

systems. In the future, I am very interested in expanding the existing summarization system

circle, providing broader application scenarios and impacts.

Firstly, building multi-modal summarization systems that could take di↵erent forms of

data input such as figures, code, video, and tables is of great interest. Summarization is an

essential task not only for text but generally for all formats of data. Enabling summarization

systems to understand di↵erent formats of input will spark innovation and address real-world

needs.

Secondly, I am interested in incorporating world knowledge and common sense into the

cycle, building open-domain summarization systems, and creating retrieval-augmented sum-

marization systems. Existing ATS frameworks mostly rely on parametric knowledge from

pre-trained LMs to generate the summary. However, this knowledge could be out of date

and contain factual errors. If we could retrieve world knowledge and common sense from an

external knowledge base, the quality of the generated summary would be further improved.

This also ensures that the summaries are accurate, up-to-date, and factually correct, which

is essential for many applications.

Thirdly, I am interested in developing customized and personalized ATS systems that

could produce more tailored and relevant summaries. Di↵erent users have di↵erent prefer-

ences in terms of summary formats, length, and density. How to build summarization systems

that could take more users’ input and adjust the style of summary generation according to

the user’s preference is another promising direction.

7.2.2. Harnessing Large Language Models.
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Large language models such as ChatGPT and GPT-4 have excelled in numerous NLP

tasks, demonstrating their remarkable capacity to distill knowledge from web-scale pre-

training corpora, thereby reshaping the entire NLP research landscape. I am also interested

in continuing my research on LLMs.

I aim to investigate the integration of real-time, streaming new information into LLMs.

Currently, after their initial pre-training, LLMs remain static and unable to adapt to new

information in our ever-changing world. Incorporating and updating knowledge could provide

a more cost-e↵ective and e�cient approach, considering that the training of LLMs requires

tens of millions of dollars. I am also interested in exploring methods to integrate LLMs with

di↵erent data modalities and unlock new dimensions of AI capabilities.

In terms of applying LLMs for text summarization, my research interest lies in providing

explainable and interpretable outputs, and addressing fairness and bias issues in the output

summaries.
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