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Abstract

In this Perspective, we expand the notion of temporal regulation of RNA in the brain and propose 

that the qualitative nature of RNA and its metabolism, together with RNA abundance, are essential 

for the molecular mechanisms underlying experience-dependent plasticity. We discuss emerging 

concepts in the newly burgeoning field of epitranscriptomics, which are predicted to be heavily 

involved in cognitive function. These include activity-induced RNA modifications, RNA editing, 

dynamic changes in the secondary structure of RNA, and RNA localization. Each is described with 

an emphasis on its role in regulating the function of both protein-coding genes, as well as various 

noncoding regulatory RNAs, and how each might influence learning and memory.

A remarkable feature of the adult brain is its plasticity in response to experience. It is widely 

accepted that, to have a lasting impact on behavior, activity-induced gene expression 

followed by protein synthesis in specialized regions of the brain is required for learning and 

the formation of long-term memory1. However, as time scales for experience-dependent 

transcription (minutes to hours) differ greatly from those for learning and for the 

consolidation and maintenance of memory (days to years), a simple, straightforward 

relationship between gene expression and behavioral adaptation is unlikely2. Moreover, 

postmitotic neurons transduce signals in mere microseconds using both chemical and 

electrical processes, through which a myriad of extremely fast-acting signal transduction 

mechanisms control ion flux, metabolic transformation of small molecules and chemical 

transformation of macromolecules such as proteins3. Thus, the temporal discordance 

between activity-induced gene expression and the real-time firing patterns of neurons 

underlying memory formation raises questions about the link between gene expression, 

protein synthesis and behavior.
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The activity-induced readout of the neuronal transcriptome is dynamic, and factors such as 

the temporal integration of transcription rate, RNA processing and RNA degradation, as well 

as variations in the relative contribution of each, can obscure the linear trajectory from 

transcription to translation4. This is best exemplified by the fact that in many instances 

messenger RNA (mRNA) and protein levels do not align5. For example, it has been reported 

that only 40% of the variance in protein levels can be directly attributed to RNA abundance6. 

When translation rate constants are included the correlation is much stronger, which 

suggests that the rate of translation, and not necessarily the overall levels of mRNA in a cell, 

may be a dominant process that controls protein expression6. However, this view has 

recently been challenged by the observation that the kinetics of both synthesis and 

degradation of RNA and protein are equally involved in regulating cellular homeostasis in 

response to an acute stressor7. Jovanovic et al.8 note that RNA abundance contributes 

significantly to protein levels at steady state in immune cells and that this relationship is 

even more pronounced following stimulation, in accordance with the idea that translation 

and degradation might predominate, although in a context-specific manner9. If one factors in 

cell type and the rate of cell proliferation, the relationship becomes even more complex. 

Therefore, a consideration of the potential factors underlying the discordance between 

mRNA and protein levels in the adult brain is crucial for understanding experience-

dependent plasticity, particularly with respect to activated postmitotic neurons engaged in 

the formation of a memory trace.

The understanding of the relationship between learning-induced mRNA expression and 

protein synthesis, and its role in cognition, is currently undergoing a renaissance as novel 

modes of gene regulation are being integrated into this conceptual framework. For example, 

epigenetic mechanisms, including DNA methylation and post-translational histone 

modifications, are involved in driving experience-dependent gene expression underlying the 

formation and maintenance of memory10,11. These chemical reactions can proceed within 

microseconds, and chemical modifications of proteins through post-translational 

modifications can have profound effects on chromatin structure and function and on 

subsequent gene expression. The rapid modification of cellular macromolecules is therefore 

highly relevant for activity-dependent molecular processes required for memory formation.

Like the epigenetic code surrounding DNA modification, there is also an emergent layer of 

chemistry that can profoundly influence the life of RNA (Fig. 1). For example, RNA 

methylation in the form of N6-methyladenosine (m6A) and N1-methyladenosine (m1A) is 

critical for controlling RNA steady-state levels and even the rate and fidelity of protein 

synthesis12,13. Another highly abundant RNA modification, pseudouridine (Ψ), has recently 

been shown to be dynamic and responsive to different stimuli14. Changes in RNA editing 

and RNA structure represent even more sophisticated layers of chemically mediated 

regulation of RNA, which can alter the protein code of a gene and even control post-

transcriptional interactions such as protein binding affinity and microRNA targeting15,16. It 

is important to note that each of these chemical modifications is catalyzed by enzymatic 

reactions such as those that occur on DNA or histones and that, in some cases, the same 

critical cofactors, such as S-adenosyl methionine, are used17.
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Changes in the metabolic state of RNA also occur on similar time scales to those for 

neuronal firing and depolarization; therefore, it is plausible that these processes may have 

evolved to be just as important for determining localized genetic flow as other activity-

induced epigenetic mechanisms but with the added advantage of exerting their effects 

without the need to signal back to the nucleus and, in some instances, effectively bypassing 

the requirement for a linear relationship between mRNA and protein levels in the brain. 

These regulatory mechanisms represent an elusive additional hidden layer of control in the 

brain that is likely to be intimately involved in the molecular transactions underlying 

learning and memory. Advances in our understanding of the epitranscriptome and emerging 

technologies that can be used to unravel the complex nature of experience-dependent gene 

regulation in the brain are discussed below.

RNA modification

Box 1

Future directions

Regardless of the rapid advances that have been made in the past few years with respect 

to our appreciation of RNA modification in the brain, much more work is needed in this 

field, especially to achieve the following:

1. A deeper understanding of the diversity of RNA modifications across 

subcellular compartments, cell types, tissues, brain regions and 

development and neuronal states.

2. Direct quantification of the temporal and spatial dynamics of RNA 

modifications and metabolism and how they relate to transcript and 

protein levels and to the dynamics of neuronal activity, plasticity and 

transmission.

3. Insight into the molecular mechanisms that transduce cellular and 

neuronal activity into locus-specific changes in RNA and how these 

persist to maintain a specific cellular or subcellular (for example, 

synaptic) state.

4. Determination of the functional relevance of different RNA species, 

structures and modifications to cognition and memory, which will 

require innovative new methods for temporally precise and spatially 

restricted locus-specific causal manipulations.

Box 2

Emerging technologies

Methods for understanding the inner workings of postmitotic neurons are undergoing a 

revolution due to the merger of classical biochemical techniques with transcriptomics. 

These approaches are being employed to gain a holistic view of how RNA molecules are 

controlled from transcription to decay. RNA translation within neurons is controlled in 
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space and time. A new method called ribosome profiling allows the transcriptome-wide 

analysis of ribosome footprints73 and has also been performed in subcellular 

compartments, thereby permitting the analysis of translation in space74,75. An application 

of ribosome profiling in different segments within neurons (cell body, axon, dendrite, 

etc.) permits tracking RNA movement and examining control of translation at the 

transcriptome level. If performed in select cell populations following a learning event, 

such an approach would provide an analysis of experience-dependent translation, which 

would represent a significant advance over current total RNA-seq approaches.

The ability to understand how RNA modification influences RNA metabolism will only 

be as good as the precision at which RNA modification can be controlled and assayed. 

Clustered, regularly interspaced, short palindromic repeats (CRISPR) proteins have been 

shown to be amenable to engineering and depositing chemical modifications on genomic 

DNA to better understand how such marks control transcription76. The recent discovery 

that CRISPR–Cas effector systems can be employed to target cellular RNA opens the 

window for employing this targeted approach for similar analyses of RNA 

modification77,78. For example, engineering Cas9-C2c2-PUS fusions may enable 

pseudouridylation to be directed to predicted sites on RNA. The same could be 

performed with other RNA-editing and RNA-modifying enzymes such as ADAR and the 

RNA methyltransferases. This would facilitate high-resolution interrogation of the causal 

relationships between single marks at individual sites and how they influence RNA 

biology in the brain.

Genomic technologies have also been used to study RNA localization. However, they are 

limited by low-resolution fractionation methods. Attempts at isolating organelles (greater 

cellular resolution) with high purity or preserving spatial relationships have proven much 

less fruitful. The isolation of these compartments for study relies on centrifugation 

gradients, which can often lead to high false-positive rates due to lysis79,80. Preserving 

the spatial organization of a cell before lysis would have a significant impact on how 

RNA localization is assayed. There has been some work toward this goal with proteins. 

Engineered ascorbate peroxidase (APEX)-generated molecular labeling can provide 

information regarding intracellular localization of proteins. In this technique, tyrosyl 

radicals are generated to make protein cross-links in a distance-dependent manner81,82. 

This approach has not yet been shown to work on RNA, but it is possible that RNAs 

associated with labeled proteins could be purified and sequenced to reveal their spatial 

location.

Finally, assaying and understanding RNA content inside cells is also critical for 

addressing another major outstanding question in biology: what dictates neuronal 

specification? This is a significant problem for neuroscientists, who do not have a clear 

picture of how many unique cell types exist in the brain. One way to overcome this 

barrier would be to better understand the gene expression profiles and RNA metabolism, 

and even translation, of single cells. This will require major technological advances and 

bioinformatics development. Some headway has been made in this regard as it has been 

shown that single-cell RNA sequencing can reveal the expression patterns of a multitude 

of different neuronal subtypes in the human cortex83. A next critical experiment will be 

to profile RNA expression in each of these neuronal subtypes following learning, and to 
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devise new technology to capture nascent transcripts from these cells at different time 

points in the same cell, in vivo. Another benchmark would be to quantify translation at 

the single-cell or single-RNA level. Morisaki et al.84 have begun to tackle this issue with 

a method they call nascent chain tracking. They use multi-epitope tags and antibody-

based fluorescent probes to visualize and measure the translation dynamics of individual 

RNAs in vivo in real time. Such advances represent important progress in understanding 

RNA biology and will be integral to elucidating the contribution of the qualitative state of 

RNA in individual neurons to memory formation and experience-dependent change 

across the lifespan.

It has been known for at least half a century that RNA is subject to chemical modification, 

with more than 140 marks identified to date18. These post-transcriptional ‘epitranscriptomic’ 

modifications, which direct the functional readout of nascent RNAs in a highly structured 

and coordinated manner, have recently been found to occur on many classes of RNA beyond 

ribosomal RNA (rRNA), transfer RNA (tRNA) and snoRNA (small nucleolar RNA). The list 

now includes mRNAs, as well as short and long noncoding RNAs19. In addition, depending 

on the locus, chemical modifications on RNA can dictate patterns of alternative splicing and 

degradation20 and influence secondary structure21. Perhaps most importantly with respect to 

experience-dependent effects in the brain, RNA modification can modulate the rate of 

translation22. These mechanisms may therefore serve as an epigenetic code for fine-tuning 

activity-dependent changes in the state of RNA, imparting functional diversity without the 

need for further increased levels of transcription. However, beyond the transcriptome-wide 

mapping of the most prevalent marks and the initial identification of their readers, writers 

and erasers, these are early days for the study of RNA modification23. Important next steps 

will be to define the functional relevance of these marks and the precise upstream signals 

that engage their respective regulatory mechanisms in the brain and to consider these 

features in a cell-type-specific manner under baseline and activated conditions (Box 1). It is 

evident that much more effort is required to better define how different epitranscriptomic 

mechanisms play context-dependent roles in RNA metabolism, particularly in the brain, and 

to what extent they contribute to learning and memory.

N6-methyladenosine

The RNA modification N6-methyladenosine (m6A), of which there are a number of readers 

and writers24, is abundant throughout the mammalian transcriptome and appears to be 

involved in a variety of biological processes12,25–27, including RNA translation, degradation, 

localization, splicing and RNA-induced structural states. In the mouse brain, m6A is 

developmentally regulated and increases in adulthood26, which suggests a role in the post-

transcriptional regulation of RNA associated with neural plasticity and behavioral 

adaptation. Activity-dependent changes in m6A in the mammalian transcriptome have 

recently been observed in response to heat-shock stress22. We have discovered that m6A is 

also dynamic in the adult brain, which is reflected by widespread learning-induced, locus-

specific accumulation of m6A in RNA derived from the prefrontal cortex28. Furthermore, 

when the accumulation of m6A is amplified following knockdown of the RNA demethylase 

FTO, memory is enhanced, an effect that is accompanied by reduced stability of target 
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mRNAs. Hess et al.29 found that RNA hypermethylation is associated with increased levels 

of target mRNAs but decreased levels of proteins in FTO knockout mice. The findings 

suggest that m6A is a critically important epitranscriptomic modification associated with 

behavioral adaptation, although its relationship with RNA expression is not so 

straightforward. The differential effects of m6A may depend on distinct cis-acting elements 

that are present on the RNA molecule and which may interact with m6A, including 

microRNAs30.

Because of the versatility of m6A in regulating a plethora of RNA functions, the phenotypic 

consequence of FTO perturbation in mice is likely to be complicated by multiple regulatory 

effects exerted by m6A. Although the functions of m6A in alternative splicing, translational 

dynamics and mRNA transport in vivo remain to be investigated, it is also possible that one 

function of learning-induced m6A is to constrain the sorting efficiencies or turnover of 

nascent mRNAs. As indicated, the accumulation of m6A has been shown to mark its target 

mRNAs for both degradation and translation in the cytoplasm22,31. With FTO knockdown, 

the increased targeting of plasticity-related genes by m6A may allow them to be efficiently 

translated and then rapidly degraded to bring the mRNA pool down to a minimum, thereby 

reducing ‘transcriptional noise’ in neurons32.

Regardless of these interesting threads, many questions remain about the functional 

relevance of RNA methylation. For example, it was recently discovered that N1-

methyladenosine (m1A) represents a distinct RNA modification that exerts its influence on 

RNA metabolism independent of m6A. Although both marks are highly conserved and have 

been shown to be dynamic, m6A appears accumulate preferentially at the stop codon and 

along the 3′ untranslated region (UTR)25, whereas m1A is found selectively at the start 

codon13. The limitation of these findings is that they, like much of the research to date, used 

antibody-based immunoprecipitation approaches, which cannot distinguish between m6A 

and m1A. Moreover, current methods such as photoactivatable ribonucleoside-enhanced 

crosslinking and immunoprecipitation (PAR-CLIP) or high-throughput sequencing of RNA 

isolated by crosslinking and immunoprecipitation (HITS-CLIP) are notoriously inefficient, 

resulting in just 1–5% yields33, with significant biases reported toward highly abundant and 

stable transcripts such as rRNA or tRNA. Furthermore, these methods are also limited by the 

amount of input RNA required, which is prohibitive when considering select cell 

populations derived from specific brain regions. Recent innovations in base resolution 

approaches such as chemogenetic tagging followed by sequencing and PCR stop analysis or 

long-read, single-molecule, real-time sequencing will help to clarify where, when and at 

what position adenosine becomes methylated. This information will then need to be overlaid 

with a direct readout of RNA abundance, translation (or degradation), splicing and/or 

localization within the cell, which will be essential for unraveling the functional role of RNA 

methylation in learning and memory formation.

Pseudouridine

The post-transcriptional modification of uracil is by far the most abundant of all RNA 

modifications34. Although the presence of Ψ is well established, relatively little is known 

about the function of this unusual modification, particularly in the context of brain function. 
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There is a sharp increase in the abundance of Ψ residues in eukaryotes compared to bacteria 

(four- to eightfold more Ψ sites), suggesting a greater demand for Ψ in higher organisms34. 

Indeed, in mammals, rRNA contains more than 100 Ψ residues per ribosome, while each 

tRNA molecule itself contains at least three Ψ sites35. Recent evidence indicates the 

presence of many potentially functional Ψ sites in coding and noncoding transcripts that are 

enriched in the brain36. The ubiquitous presence of this modification therefore raises the 

intriguing possibility of its involvement in basic neuronal processes, particularly given that 

Ψ is responsive to environmental stimuli, including stress37.

Most studies to date have focused on the physiological properties of Ψ in an attempt to 

determine its function. Ψ is formed post-transcriptionally by pseudouridine synthases 

(PUS), which act on maturing RNA molecules by isomerizing the uracil base moiety along 

its N3–C6 axis and forming a glycosidic carbon–carbon bond without additional energy 

requirements38. Based on this chemistry, Ψ was thought to contribute primarily to the 

flexibility of the RNA molecule39. However, contrary to the concept of Ψ as a free 

nucleoside, spectroscopy and molecular simulations suggest that Ψ improves local RNA 

stacking and interactions with RNA-binding proteins, enhances Ψ duplex formation and 

stabilizes the overall structure of RNAs40–43.

Isomerization of uridine is catalyzed by two separate sets of enzymes with distinct 

mechanisms for identifying pseudouridylation targets. The first uses one of several H/ACA 

box snoRNAs that guide the enzyme to appropriate target residues via direct base-pairing of 

the snoRNA guide strand with the target RNA44. The H/ACA snoRNA ribonucleoprotein 

complex is responsible for pseudouridylation of several small RNAs and long noncoding 

RNAs (lncRNAs) within the nucleus. H/ACA snoRNAs can also contain Ψ sites and allow 

modification of other snoRNAs. In contrast, PUS proteins act independently of H/ACA 

snoRNAs, with each PUS protein containing a consensus sequence that binds directly to 

target RNAs, thereby conferring specificity. Seven independent PUS proteins have been 

identified; they are conserved from yeast to humans, and a recent sequencing analysis of Ψ 
sites within both species suggests that independent PUS proteins are responsible for 

pseudouridylation in all classes of RNA14. This is particularly intriguing considering that 

several of these enzymes, including TruB, the PUS protein responsible for the universally 

conserved U55 modification in tRNA, have high levels of expression and an enrichment of 

targets in the brain. Finally, it has been suggested that transglycosylation, a process that is 

required for the formation of Ψ, might also lead to a novel form of editing reflected by an 

unusual U-to-A conversion in RNA45. This is an interesting hypothesis and, if proven true, 

could have a very significant impact on the dynamic coding potential of the transcriptome 

given that activity-induced Ψ-mediated RNA base-flipping in the brain would then represent 

a novel mode of creating RNA diversity. At this stage, however, the functional role of Ψ in 

the brain, and any potential downstream editing events associated with the formation of Ψ, 

remain to be determined.

RNA editing

The conversion of adenosine to inosine residues by base deamination, or A-to-I editing, 

leads to qualitatively different proteins, promotes functional diversity and serves to fine-tune 
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the genomic response to rapidly changing environmental demands46. There has been an 

extraordinary expansion in the discovery of RNA editing sites in the human brain47. 

Through the use of emerging technology, ~1.4 million editing sites have been identified, 

with the majority occurring in Alu repeats48, and over 100 million are now predicted to 

occur in the mammalian brain49. These findings strongly suggest a role for this 

epitranscriptomic process in the evolution of cognitive function50. RNA editing is mediated 

by two major classes of enzymes; the first, comprising a group of adenosine deaminases 

called ADARs, exhibits tissue-specific and context-dependent patterns of expression51–53. 

The second, the vertebrate-specific APOBEC family, promotes C-to-U editing by cytosine 

deamination. Interestingly, APOBEC3 is primate-specific, again hinting at a relationship 

between RNA editing and cognitive evolution as suggested by Barry and Mattick50. With 

respect to A-to-I conversion, ADAR1 and ADAR2 promote the conversion of glutamine to 

arginine (Q/R site) within the 5-HT2C subunit of serotonin receptors and within the GluR2 

subunit of AMPA receptors, as well as voltage-gated calcium channels, and can even alter 

the structure of the synapse, which is interesting given that each of these targets is known to 

affect learning and memory (for a comprehensive review of RNA editing in the brain, see 

ref. 16).

Emerging evidence suggests that methyladenosine is a direct target for deamination by the 

editing enzyme activation-induced cytidine deaminase (ref. 54), highlighting the potentially 

interconnected nature of chemically modified RNA and RNA editing. A key unresolved 

issue is how nascent or constitutively expressed transcripts are localized in the cell or 

targeted for RNA editing. How would one go about quantifying this process in the brain? 

Our recent study on learning-induced accumulation of m6A in the adult brain28 suggests that 

RNA modification may hold the answer. We found that in 20% of all transcripts where m6A 

accumulates in an experience-dependent manner, this epitranscriptomic mark is present in 

mRNA encoding proteins that are subsequently localized to the synapse. To address this 

question in a robust, quantitative manner, a method that enables the capture of high-quality 

synaptically localized RNA must be developed (Box 2). Ideally, this approach would also 

differentiate between activated and quiescent synapses.

RNA structure

Neurons respond to dynamic switches in the cellular environment. As such, the molecular 

components that regulate this responsiveness must also be malleable and controlled by 

modular components that can react quickly to stimuli and drive gene expression. The 

structure of RNA provides a modifiable context in which this can occur. Indeed, RNA 

structural elements respond to ion concentrations, metabolite flux, RNA-binding proteins 

and even changes due to RNA–RNA interactions55,56. As such, RNA structure may serve as 

a central conduit controlling signal transduction pathways that are critical for single-neuron 

or even high-order cerebral function. This role of RNA as a molecular sensor requires that 

RNA structures be (i) highly specific, so that distinct RNA structures can respond to specific 

cellular stimuli, and (ii) highly dynamic, so that the cellular response can be rapid. Below we 

elaborate on a few examples that demonstrate the specific and dynamic character of RNA 

structures and how identifying such structures in a transcriptome-wide manner can enhance 

our understanding of RNA function in the brain.
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The lncRNA MALAT1 has emerged as a prototypical example of a brain-enriched lncRNA 

that is subject to chemical and structural modification. It is found in nuclear paraspeckles 

within hippocampal neurons, where one of its reported roles is to regulate the splicing of 

genes related to synaptogenesis57, as well as within cortical neurons, where it appears to 

have a cis-regulatory function58. Recent evidence indicates that m6A can predict whether an 

individual RNA will change its secondary structure21 and that, when m6A accumulates in 

MALAT1, this modification alters the interaction of MALAT1 with its RNA-binding 

proteins15. Furthermore, we have recently shown the presence of dynamic, experience-

dependent lncRNA expression (including MALAT1) in the mammalian brain59,60, and the 

majority of these transcripts harbor potential m6A and Ψ sites. It remains to be determined 

whether modification at these leads to functionally relevant m6A- or Ψ-mediated effects on 

activity-induced lncRNAs in the brain and whether they contribute substantially to learning.

Chemical modifications are also known to affect the folding of RNA and are critical for 

determining its secondary and tertiary structures, which can influence the function of RNA 

inside the cell21,61. RNA structure has recently been linked to learning and memory. A stem-

loop structure in the 3′ UTR of BDNF, a key neurotropic factor for learning and memory, 

has been shown to be calcium-dependent and necessary for RNA stabilization62. In addition, 

others have shown that the G-quadruplex RNA structure is required for localization of Ca2+/ 

calmodulin-dependent protein kinase II (CAMK2α) and postsynaptic density protein 

(PSD-95) to neurites, both of which are essential for the synaptic plasticity required for 

learning63. Alternative splicing of exon 10 of tau, a protein well known for its role in 

neurodegenerative disorders, is regulated by a stem loop induced by a particular RNA 

helicase64. Furthermore, the RNA editing capacity of ADAR1 is regulated by RNA structure 

and favored in a Z-RNA confirmation65.

The above observations demonstrate that RNA structural elements are both dynamic and 

critical for the regulation of many cellular processes. A key challenge for future efforts 

aimed at elucidating the role of RNA structure in the regulation of neuronal pathways is to 

obtain a systems-level understanding of RNA structure inside living cells. The functional 

relevance of modified secondary RNA structures in the context of behavioral adaptation has 

yet to be explored. This will be challenging due to the spatiotemporal nature of RNA 

structure state changes in vivo, which will require a method for tagging RNAs in neurons in 

a freely behaving animal. One such approach may be to employ photoinducible ‘click 

chemistry’ combined with standard optics platforms, such as those used for optogenetics. In 

this way, the spatial and temporal integration of the chemogenetic tag in specific cell 

populations in the brain can be controlled, and these populations could then be purified and 

sequenced using now-standard transcriptome-wide sequencing platforms. Indeed, recent 

efforts have focused on transcriptome-wide measurements of RNA structure66–69. These 

studies, although not yet applied to neurons, have nonetheless revealed general principles of 

RNA structural regulation and the critical contribution of RNA structural elements to the 

control of translation site selection, the binding of RNA-binding proteins and even m6A 

RNA methylation.
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RNA localization

Determining how a cell organizes its molecular components is one of the great remaining 

challenges in neuroscience. Proteins were once thought to be the only molecules with 

specific localization properties. However, an overwhelming body of evidence has been 

gathered since the mid-1980s to indicate that cells localize proteins, at least in part, by 

directing the corresponding mRNAs. The localization of mRNAs to subcellular 

compartments provides a mechanism for regulating gene expression with exquisite temporal 

and spatial control. Localization of RNAs is widespread and evolutionarily conserved. RNA 

localization, whereby mRNAs can be targeted to specific neuronal subcellular domains to 

enable rapid changes in the spatial proteome through local translation, is a hallmark of 

neurobiology70.

The vast majority of work in the field has focused on the localization of protein-coding 

mRNAs; nevertheless, lncRNAs are also often subject to specific subcellular localization. 

Although focused on non-neurobiological systems, the examples below are worth 

mentioning as they illustrate that lncRNAs can influence cellular function by acting outside 

the nucleus. For example, the lncRNA NRON forms a complex with the shuttling protein 

importin to regulate the subcellular trafficking of nuclear factor of activated T cells (NFAT; 

ref. 71). The double-stranded RNA–binding protein Staufen1 can be recruited to mRNA 

targets through Alu elements in cytoplasmic lncRNAs to enhance decay72. Thus the many 

functions of lncRNAs, which may be dictated by both RNA modification and structural 

state, from chromatin remodeling to translation control, have prompted the need to develop 

new biochemical tools for studying lncRNA function in living cells. Overall, these examples 

demonstrate how RNA interplay and localization outside the nucleus of regulatory RNAs 

could be controlling gene expression. Although it has been studied for many years, RNA 

localization within neurons remains a frontier for investigation in the context of the adult 

brain and experience-dependent plasticity.

Outlook and conclusions

It is evident that the coordination and synchronicity of biochemical processes related to 

RNA metabolism, including its modification, editing and structural variation, bidirectionally 

contribute to the language and internal dialog of the cell and are critically important for 

driving experience-dependent plasticity in the brain and adaptive behavior. However, it is 

also clear that much more work is needed in this area (Box 1). With this in mind, it may not 

be beyond the limitations of a neuron to coordinate the regulation of a single RNA from the 

time of its inception to its degradation. In fact, each of the mechanisms discussed above 

could be critical for controlling the biology of a single mRNA molecule in real time, without 

the need to signal back to the nucleus. There are clear overlaps and relationships between 

RNA chemical modification, editing, structure and localization, which can impact translation 

(Fig. 2). These mechanisms could be the driving force behind RNA regulation that occurs 

without a change in transcription signals to and from the nucleus. Once the RNA is at the 

synapse, it could be temporally edited to alter the coding sequence and give rise to an 

alternative protein product that has enhanced or reduced efficacy. As RNA methylation has 

been demonstrated to control RNA decay, temporal changes in the accumulation of m6A 
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may serve as a signal for localized degradation at the synapse. Because these events can be 

altered and reinitiated in seconds, they can be aligned with neuronal firing and gene 

responses that may be responsible for memory consolidation and the organizational 

architecture of neuronal networks.

If we are to fully understand how RNA biology is being controlled in individual neurons or 

cellular subtypes within the brain, we need to further expand our armamentarium of 

biochemical methods. There are now many RNA-centric methodologies (Box 2) that could 

be explored to further understand the qualitative nature of RNA and its metabolism, together 

with RNA abundance, as key features of the functional diversity of RNA in the adult brain. 

Armed with new sequencing technologies and cell-type-specific profiling, the field is ready 

to evolve beyond linear, unidirectional relationships between gene transcription and protein 

synthesis and to accept the challenge of elucidating the fundamental features of 

epitranscriptomic mechanisms in the brain and their role in regulating learning and memory.
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Figure 1. 
In different local environments of the neuron, epitranscriptomic mechanisms can be 

employed independently and bidirectionally to regulate the qualitative state of RNA and 

effect experience-dependent changes in neuronal function in the brain. The intersection of 

various aspects of RNA control, within differing regions of the same cell, affords both 

mechanistic and spatial control over RNA metabolism. RNA trafficking within axons to the 

synapse is controlled by RNA-binding proteins, which recognize unique structural and 

sequence elements in RNAs. Protein synthesis is controlled temporally to guide protein 

abundance and synapse formation. Checkpoint mechanisms may be brought about by RNA 

modifications, which have already been demonstrated to regulate RNA decay. Each of these 

are interconnected and therefore substantially increase the complexity of RNA regulation in 

neurons.
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Figure 2. 
Projected mechanisms that can control the life of a single RNA gene, perhaps at a single-

molecule level. (a) RNA-binding proteins control many facets of RNA biology. RNA–

protein interactions can be controlled by chemical modifications (m6A, for example). The 

interplay between physical changes to RNA and protein binding is therefore complex and 

affords many opportunities for potential regulation (RBP: RNA-binding protein). (b) 

Structure switching is a key mechanism that can either inhibit or enhance protein binding. 

(c) Schematic demonstrating N6-methylation of adenosine, which has been shown to lead to 

RNA decay. (d) RNA editing can result in the expression of an altered protein. This figure 

demonstrates A-to-I editing, which can alter codon identity, leading to a protein with an 

altered sequence.
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