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Abstract

Dynamics and Methods of Manipulating Ferroic Order in BiFeO3 and Related Materials

by

Eric Kenneth Parsonnet

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Ramamoorthy Ramesh, Chair

This dissertation details methods of manipulating and dynamic studies of ferroic order in the
multiferroic material, BiFeO3, and related material systems. The primary advances made
as a result of the work described herein are understanding of intrinsic and extrinsic limits
on ferroelectric switching (in particular free- and bound-charge dynamics, the role of, and
pathways to manipulate the Landau free energy landscape and lattice dynamics) and impli-
cations for switching of magnetic order, mechanisms and factors impacting depolarization
in ferroelectric materials, and a novel manifestation of magnetoelectric coupling enabling
nonvolatile electric field control of magnon spin transport.
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Chapter 1

Introduction and Motivation

In condensed matter systems, correlations can exist between and within charge, spin, orbital,
and lattice degrees of freedom. The associated energy scales and form of such couplings dic-
tate the properties of a material. Ferromagnets, for example, possess strong spin-spin cou-
pling through the exchange interaction, while so-called “magnetostrictive” effects are usually
measured in parts per million, and spin-lattice coupling can often be neglected, or treated
as a small correction. The same is not true of ferroelectrics, where strains associated with
charge ordering (and strong electric dipole-dipole interactions) induced at the onset of fer-
roelectricity are frequently of essential importance at 1% or larger [1]. In order to study the
coupling strength and mechanisms between the various degrees of freedom, one often employs
equilibrium studies. For example, one may use epitaxial growth to modify strain in a ferro-
electric material, with subsequent measurements of the ferroelectric order providing insight
into coupling between lattice and charge degrees of freedom. Dynamic studies, i.e., study-
ing the time evolution of ferroic order under external stimuli or quasi-particle excitations
subject to non-equilibrium conditions, open up new possibilities for deeper understanding
of coupling between degrees of freedom. Coupling strength, stability, and mechanisms, as
examples, can be addressed via dynamic studies. One can think of equilibrium studies as
measuring the properties of the ground state, whereas dynamic measurements probe excited
states. Though one can learn a significant amount by studying the ground state alone, in
order to gain a comprehensive picture, excited states must also be understood. Such research
is not only of fundamental, but also applied interest, as materials possessing (multiple types
of) ferroic order are increasingly considered for next-generation computing technology [2, 3].

In this chapter I will provide key background for the main topics and themes discussed
frequently in my thesis. The central aim of the work presented in this dissertation is to
study dynamics, and establish novel manifestations of multiferroic coupling in condensed
matter systems. The work presented herein focuses specifically on coupling between charge,
lattice, and magnetic degrees of freedom, coupling, which has piqued both fundamental
and applied interest in recent decades. What follows is an introduction to ferroelectric and
multiferroic materials, with special emphasis on dynamic coupling between order parameters.
This chapter ends with an outline for the remainder of the thesis as well as a brief summary
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for each forthcoming chapter.

1.1 Ferroelectrics and Multiferroics - Fundamental

Background

A ferroelectric material is an insulating system, which lacks inversion symmetry, and hosts
at least two discrete states of non-zero “spontaneous” electric polarization, which can be
switched between with an applied electric field[4]. The switchable nature of the polarization
can be observed in a ferroelectric hysteresis loop (Fig. 1.1e) where the polarization possesses
two stable orientations at zero applied field. Ferroelectric order is one of several ferroic order
parameters observed in condensed matter systems, including ferromagnetism, ferroelasticity,
and ferrotoroidicity[5]. Materials that exhibit multiple ferroic orderings, referred to as multi-
ferroic materials, or multiferroics[6, 7], have gained significant attention over the last several
decades as rich systems for studying fundamental physics as well as promising candidates for
technological applications[2]. Today, the term “multiferroic” most commonly refers to mag-
netoelectric multiferroic materials, which exhibit simultaneous magnetic (antiferromagnetic
and/or ferromagnetic) and ferroelectric ordering. Traditionally, “magnetoelectric coupling”
refers to the linear magnetoelectric (ME) effect, whereby an applied electric (magnetic) field
induces a linearly dependent magnetization (electric polarization)[8], however more recently,
ME coupling in magnetoelectric multiferroics has become synonymous with manipulating one
ferroic order parameter through the other. In these systems, the coexistence of magnetic and
ferroelectric ordering can lead to coupling between them[5], the most common manifestation
of which being reversal or switching of magnetic ordering through electric-field switching of
the ferroelectric order[9, 10]. It is remarkable that magnetic switching can be induced by
electric-field switching of ferroelectric, most obviously, because magnetic switching requires
a breaking of time-reversal symmetry, which electric fields do not. I will address this point
in detail in sections 1.1.3 and 1.1.4.

While robust magnetoelectric coupling has been demonstrated in the magnetoelectric
multiferroic BiFeO3 (BFO), there exist a number of outstanding questions of both funda-
mental and applied interest. In particular, the dynamics of order in ferroelectric and mag-
netoelectric systems, i.e., the time-scales, mechanisms, limits, and implications of dynamic
order parameter evolution, remain active subjects of intense investigation. To explore the
dynamics, one must first understand the different types of order parameters, their couplings,
and manifestations in material systems.

1.1.1 Ferroelectricity

A ferroelectric phase change is a structural phase transition, which occurs at a critical (called
the Curie, Tc) temperature, and is characterized by the appearance of a spontaneous electric

polarization. The spontaneous polarization, P⃗ , characterizes the density and magnitude of
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electric dipoles1, which originate from the physical displacement between the centers of posi-
tive and negative charge relative to one another within the unit cell (Fig. 1.1a,b). Above Tc,
the phase is referred to as the paraelectric or “high-symmetry” phase, consistent with the
fact that the ferroelectric phase lacks inversion symmetry, and has strictly lower symmetry
than its high temperature relative. Below Tc, with no externally applied electric field, there
exist at least two directions along which the spontaneous polarization can develop. In part,
to minimize depolarization fields, which exist for a polarized, finite crystal, ferroelectrics
form regions in space which spontaneously polarize along different allowed polarization di-
rections[1]. These regions are called domains2.

Ferroelectric phase transitions have historically been categorized as either displacive
(where the parent, paraelectric phase is microscopically non-polar) or order-disorder (where
the paraelectric phase is only macroscopically non-polar, resulting from thermal averaging
of polar entities). Displacive transitions are second-order while order-disorder transitions,
which involve latent heat, are first order. Displacive transitions are often associated with
the freezing of a so-called “soft” phonon mode near the Brillouin-zone center. Soft modes of
lattice motion are collective excitations that reduce the symmetry of the system and whose
frequency lowers as the temperature is decreased[1]. Soft transverse optical phonon modes,
which describe ionic displacement within a unit cell, for example, have lower frequency owing
to a competition between the local restoring force and the long range dipole interaction[12].
Eventually as the temperature of the system is lowered, the frequency of oscillation ap-
proaches zero, the ionic displacement is frozen in, symmetry is reduced, and the ferroelectric
phase is realized (Fig. 1.1a,b). Structural transitions which are governed by condensation
of zone-center modes are generally referred to as “ferrodistortive” transitions. While most
proper ferroelectrics result from ferrodistortive transitions[1], other mode condensation pro-
cesses also appear in ferroelectrics and related materials. When condensation occurs away
from the Brillouin-zone center, the transition is referred to as “antiferrodistortive”. Antifer-
rodistortive transitions such as freezing of oxygen octahedral tilts, important for magnetic
ordering in BiFeO3, will be discussed throughout this thesis. As previously mentioned, not all
paraelectric-ferroelectric phase transitions are believed to be soft-mode driven. Notably, in
Raman studies of BiFeO3, the transition appears to not be accompanied by a soft-mode[13],
and has been shown to exhibit both displacive and order-disorder characteristics[14]. Re-
gardless of the precise behavior of polar order near the phase transition, lattice dynamics
(phonons), and the couplings between polar and other polar/non-polar modes play a signif-
icant role in dictating the characteristics of ferroelectric materials.

Generally, the coupling between polar and acoustic modes is termed the piezoelectric
interaction, and as all ferroelectrics are piezoelectrics, it is not surprising that a spontaneous

1As with any charge distribution, higher mulitpole expansions are, in principle, allowed. These higher
order terms can be important, especially in more complex polar orderings such as polar vortices[11].

2Interestingly, the existence of domains means that ferroelectrics can have no net response, and it is
this reason that many believe explains why ferroelectricity (formally discovered in 1920[1]) was discovered
so long after ferromagnetism (discovered > 2000 years ago). Ferroelectricity even got its name, “ferro” from
its magnetic analog. “Ferro” comes from iron, with chemical symbol “Fe”, which is ferromagnetic.
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strain often is a characteristic of ferroelectric materials[1]. This strain may be switched by
application of an external stress, and analogous to how ferroelectric order can be switched
by external electric fields, “ferroelastic” materials host two or more strain states which can
be switched between by external mechanical stress. Ferroelastic transitions are associated
with condensation of long wavelength acoustic modes and we often observe the emergence
of ferroelastic domains in ferroelectric materials (Fig. 1.1c), whose equilibrium ground state
structure can be modified by choice of substrate[15, 16]. Finally, magnetic degrees of free-
dom can also impact characteristics of ferroelectric materials. While this will be discussed
at length in Section 1.1.3, it suffices here to say that in order to build a holistic theory of
ferroelectricity (or any ferroic material) one must properly consider all degrees of freedom
and associated energies. To do so, one often frames the problem in the context of Landau
theory[17], where one can explicitly account for all relevant degrees of freedom. First, how-
ever, I establish a simple model Hamiltonian for ferroelectrics as a basis on which to build
complexity.

The essential physics of ferroelectrics can be captured in a simple model, which considers
local coordinates in the unit cell associated with the ferroelectric phase transition (for ex-
ample the Bi3+ ion displacement in BiFeO3). I begin with a general Hamiltonian describing
a solid:

H = H(ion) +H(electron) +H(electron-ion) (1.1)

where H(ion) describes a collection of n ions interacting in a potential, which is a func-

tion of ionic positions (R⃗i, i ∈ [0, n]), H(electron) describes the valence electrons, and
H(electron-ion) describes the interactions between the valence electrons and ion cores[1].
To simplify Eq.1.1, I make the assumption that (see Ref. [1]) electrons respond instanta-
neously to the ion motion, thereby allowing us to treat H(electron-ion) as an additional
contribution to the ionic Hamiltonian, and that the contribution is independent of electron
configuration and temperature. This allows us to rewrite Eq. 1.1 as an effective Hamiltonian
for the ionic motion alone

Heff(ion) =
∑
i

p2i
2mi

+ V (..., R⃗i, ...) (1.2)

where V (..., R⃗i, ...) is a potential accounting for both ion-electron and ion-ion contributions.
Following the adiabatic principle[18], I can treat the electronic and ionic energies indepen-
dently, thereby allowing us to focus on Eq. 1.2 (i.e. ignoring H(electron) in Eq. 1.1) in
search of any lattice driven instabilities that are responsible for structural phase transitions.
For ferroelectric phase transitions, I are often interested in specific ‘local modes’ (which need
not necessarily by soft modes) of lattice motion that describe the phase transition. I can
significantly simplify the Hamiltonian further by accounting for only the local modes rele-
vant to the phase transition. To do so I can define canonically conjugate momentum (π⃗αl)

and displacement (ξ⃗αl) co-ordinates for each unit cell, where α indexes the local mode and
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l indexes the unit cell[1]. Considering here, for simplicity, only a single local mode of ionic
motion (so I can drop the α index), I can write

Heff(ion) =
∑
l

π⃗2
l

2
+ V (ξ1, ξ2, ...) (1.3)

Figure 1.1: Ferroelectric Overview. a. and b. show a 2D lattice of charged ions in the
paraelectric and ferroelectric phase respectively. c. shows a piezoresponse force microscope
(out-of-plane) image of stripe domains in BiFeO3 grown on a DyScO3 substrate. d. shows
the prototypical, “double-well potential”, free energy vs. polarization (ferroelectric order
parameter) for the paraelectric and ferroelectric phases. e. shows a polarization-electric-
field (PE) ferroelectric hystersis loop for the BiFeO3 and schematic of switching using the
double well.

I make the final simplification by noting that V (ξ1, ξ2, ...) can be decomposed into single cell
contributions (V (ξl)) and inter-cell contributions, the latter of which I write as a sum of
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bi-linear two-body interactions3 to arrive at the final Hamiltonian:

Heff(ion) =
∑
l

[
π⃗2
l

2
− V (ξl)

]
+
∑
l,l′

vll′ξlξl′ (1.4)

Eq. 1.4 is a remarkable achievement, and surprisingly general in no small part because the
interaction potential (vll′) can encompass both short and long range order, and can describe
polar and non-polar displacive as well as order-disorder transitions.

Owing to improvements in computational power, the microscopic formalism has recently
been employed for theoretical studies of ferroelectric dynamics. In ref [19] the authors per-
form molecular dynamics simulations using an first-principles based effective Hamiltonian
for BiFeO3 which includes coupling between magnetic, lattice and charge degrees of freedom
and demonstrate ultrafast polarization reversal as well as dynamic changes in the antifer-
rodistortive (oxygen octahedral tilts) vectors. The authors in ref [20] use molecular dynamics
to study the microscopic properties of BaTiO3. Such studies are computationally intensive
and are only as good as the effective Hamiltonian used. As such, it is vital that experimental
work is performed in an effort to verify results and iteratively improve upon the Hamiltonian
used.

While the microscopic description of ferroelectricity presented above forms a solid basis
for understanding, and recent theoretical work has begun to address dynamics, there ex-
ists an alternative approach, namely Landau theory, which uses macroscopic quantities, the
thermodynamic free energy of the system and symmetry considerations in lieu of a precise
microscopic description. Landau theory has the benefit of relatively low computational com-
plexity, and can therefore be used to describe ferroelectric behavior on significantly longer
length scales. Phase-field simulations[16, 21, 22], for example can reproduce domain struc-
tures observed in experiment on the micron length scale, whereas first principle calculations
deal with low numbers of unit cells. Landau theories have the additional benefit of producing
“easy-to-digest” free energy functionals and an intuitive understanding of some of the key
properties of ferroelectics.

Landau theory, based symmetry considerations, has been highly effective in describing
macroscopic equilibrium phenomena in ferroic materials which possess long range ordering[4].
Landau theories deal with phase transitions, like ferroelectric phase transitions, where one
phase has higher symmetry than the other as characterized by an order parameter that is zero
in the high symmetry phase, and non-zero in the low symmetry (ordered) phase [17]. The
theory proceeds by expanding the thermodynamic free energy of the system in a power series
of the order parameter, keeping only symmetry allowed terms. As an example, I consider
the simple case of a single component ferroelectric polarization. In this case, the free energy
must obey the symmetry F (P,E) = F (−P,−E) where, F is the thermodynamic free energy
and E is an external electric field. This symmetry states that upon spatial inversion, the free

3More complex forms are allowed though simple bi-linear formalism is sufficient for ferroelectric phase
transitions. See [1]
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energy remains unchanged. Immediately, this symmetry prohibits inclusion of odd powers
of P , and as such the free energy is often written as:

F (P ) = α1(T − Tc)P
2 + α2P

4 + α2P
6 +O(P 8)− EP (1.5)

where αi are fitting parameters determined from experiment or theory and the influence of
the externally applied electric field appears as a linear coupling term with the polarization
(−EP ). T and Tc are temperature and Curie temperature, respectively. For brevity, I have
included only sixth order in P , though all symmetry allowed terms can be included. Upon
cooling through the Curie Temperature from above, one observes the emergence of the so-
called “double-well” potential (Fig. 1.1d), a feature critical to the understanding of ferroic
materials, where minima in the free energy correspond precisely to the to stable non-zero
values of the spontaneous polarization, as described above. By minimizing the free energy
with respect to the order parameter, one can achieve an expression for the order parameter
at equilibrium. I must re-emphasize that Landau theory is a macroscopic theory and cannot
describe the microscopic physics (i.e., atomic displacements like the effective local mode
Hamiltonian as before), though holds remarkable power in addressing coupled degrees of
freedom an a computationally manageable manor. There exist different complexity levels for
Landau theories, and Table 1.1 displays common forms and their differences. Landau theory
will prove to be a vital tool in the interpretation of the results presented in this thesis.

Name Included Terms/Boundary
Conditions

Ferroelectric System

Landau-Devonshire P Bulk
Landau-Ginzburg P , ∇P , Finite BC Bulk/Thin-film w/ domains

Table 1.1: Different named Landau theories considering only the ferroelectric order param-
eter P .

Landau theory also helps one gain an intuitive (albeit overly simplified) understanding of
ferroelectric switching. As can be seen from the form of Eq. 1.5, an externally applied electric
field will preferentially favor one polarization state over the other. If the externally applied
electric field points opposite the polarization and is sufficiently high, then the ferroelectric will
undergo switching, where the macroscopic ferroelectric polarization reverses. One can think
of this process as a “tilting” of the double well potential causing the polarization to switch.
This intuitive picture, and the association with the ferroelectric hysteresis loop is shown
in Fig. 1.1e. One naturally is inclined to write an equation of motion for the macroscopic
polarization as (often referred to as the time-dependent Ginzburg Landau equation or TDGL)

γ
∂P

∂t
= −∂F

∂P
(1.6)
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with γ serving as a viscosity coefficient[23] characterizing the timescales of switching. While
such analysis can prove fruitful in describing the energetics and dynamics of the switching,
as well as interesting properties such as so-called “negative capacitance”[23] (which arises

from the negative curvature of the free energy landscape near P⃗ = 0), one must be careful
as Landau theory describes the macroscopic polarization and does not take into account
essential microscopic physics of, for example, nucleation and growth of domains4[24, 25, 26]
which have been shown play a key role in ferroelectric switching. Still, time-resolved phase
field simulations[16] provide a powerful tool for interpreting and predicting ferroelectric dy-
namics. A detailed discussion of these issues and methods of studying ferroelectric switching
dynamics is presented in Chapters 2 and 3.

1.1.2 (Anti-)Ferromagnetism

A material is said to be a “ferromagnet” when there is long range, parallel alignment its con-
stituent magnetic moments, or spins (electron spins) (Fig. 1.2). Similar to ferroelectric ma-
terials, which possess a spontaneous polarization, ferromagnets possess a spontaneous mag-
netization (M⃗) which can be switched by an applied magnetic field. Where the polarization-
electric field hysteresis loop was a characteristic of ferroelectrics, the magnetization-magnetic
field (MH) loop is characteristic of ferromagnets. Above the Curie temperature, Tc, like ferro-
electrics, ferromagnets undergo a phase transition and become paramagnetic, where the net
magnetization is zero. Unlike ferroelectricity which constitutes a structural phase change
and there exists a separation of the centers of positive and negative charge in the unit
cell mitigated by local modes of lattice motion, ferromagnetism comes from an inherently
quantum effect called “exchange”. Fundamentally, exchange comes from the Pauli exclusion
principle, where electrons, (fermions) cannot occupy the same state. Since the wave function
contains both spin and spatial degrees of freedom, it can be energetically favorable for two
electrons to have different spatial components (lower Coulomb repulsion when not overlap-
ping in space) while possessing the same spin state. Here I give a cursory introduction to
the key elements required for studying (anti-)ferromagnetic properties relevant to this thesis
with an emphasis on the dynamics of magnetic order, including switching and quasi-particle
(magnon) excitations.

An antiferromagnet (Fig. 1.2) is the most common class of magnetic material and pos-
sesses anti-parallel alignment of its constituent spins, below their transition temperature, the
so-called Néel temperature, TN . Where ferromagnets react strongly (high magnetic suscep-
tibility) to an applied magnetic field (exhibiting hysteresis, for example) antiferromagnets,
with no net magnetization, are said to be robust to externally applied fields, and typically
have low magnetic susceptibilities. The ferromagnetic order parameter is the magnetization,
M⃗ . Though there exist cases (importantly BiFeO3) where both antiferromagnetic and ferro-
magnetic ordering appear, a pure antiferromagnet has no net magnetization, so I require a

4Some authors claim that the viscosity coefficient can be used as a fitting parameter for domain-wall mo-
tion, though the energies predicted by Landau theories often significantly overestimate the energies observed
in switching, a shortcoming of the macroscopic approach.
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different order parameter. To do so, I describe the system as having two sublattices, A and
B, with magnetization M⃗A and M⃗B, respectively (Fig. 1.2). The Néel vector, defined as the

difference L⃗ ≡ M⃗A − M⃗B then serves as the relevant order parameter.

Figure 1.2: Ferromagnetic and antiferromagnetic ordering in a 1D spin chain.

A simple Hamiltonian is capable of capturing the basic concepts of both ferromagnetism
and antiferromagnetism. For a 1D spin chain, the Hamiltonian,

H = −J
∑
⟨i,j⟩

S⃗i · S⃗j (1.7)

where the first summation is performed over nearest neighbors, J is a quantity, called the
exchange integral, that characterizes the strength and type of ordering and S⃗i is the spin
operator for the ith spin. When J is positive, the ordering is ferromagnetic (energetically
favorable for the spins of nearest neighbors to align), and when J is negative, the ordering
is antiferromagnetic. This type of interaction, which favors either parallel or anti-parallel
alignment of spins is termed symmetric Heisenberg exchange.

There exists another type of exchange interaction, namely the anti-symmetric, or the
Dzaloshinskii–Moriya (DM) interaction[27, 28], which favors a canting of the neighboring
spins. The DM interaction can be obtained by treating spin-orbit coupling as a perturbation
in the superexchange[29] formalism5 for antiferromagnetic ordering[27]. The DM Hamilto-
nian is given by,

HDMI = D⃗ij ·
(
S⃗i × S⃗j

)
(1.8)

where D⃗ij is the so-called Dzaloshinskii–Moriya vector. The DM interaction and canting of
spins can thus introduce a (typically weak) net magnetic moment in an otherwise antifer-
romagnetically ordered system. To account for the canting of the spins, it is convenient to

5The intuitive explanation for superexchange in Fe3+ −O2−]Fe3+ linkages is as follows: The Fe3+ ions
have 5 d electrons, meaning that each of the 5 d orbitals is filled by exactly one electron, which are aligned. To
minimize the Coulombic energy, it is preferred to delocalize the wavefunction. If there is an O2 intermediate
between two Fe3+, owing to the Pauli exclusion principle, the electron wavefunction is most delocalized if
the two Fe3+ have net opposite spin. See the book Magnetic Materials, Fundamentals and Applications by
Nicola A. Spaldin Chapter 8 (second Ed.) for more.



CHAPTER 1. INTRODUCTION AND MOTIVATION 10

now define two vectors of interest: the Néel vector, described above, and the magnetization
M⃗ = M⃗A + M⃗B. The DM interaction is often mediated by a non-magnetic (often oxygen)
atom (Fig. 1.3a) and is strongly dependent on the symmetry of the system. If, for example,
there exists a center of inversion symmetry at the point bisecting two spins (Fig. 1.3b),
the DM vector must be zero[28]. Since we know that ferroelectric materials lack inversion
symmetry this example is of particular interest here, illustrating how structural distortions
(from a ferrodistortive or antiferrodistortive phase transition, perhaps) can play a role in set-
ting the magnetic properties of a material. In this way, one can see a pathway for coupling
between charge, lattice, and magnetic degrees of freedom[30].

Figure 1.3: Dzaloshinskii–Moriya Interaction. Antisymmetric exchange favors the canting
of neighboring spins. a. shows canting of adjacent iron spins. b. illustrates an example of
how the DM interaction is strongly dependent on symmetry.

When it comes to dynamics of magnetic order, one must account for a key difference
between from ferroelectric order, in that magnetic systems carry angular momentum. In a
magnetic field, and without damping, an isolated spin undergoes precession. From the Hamil-
tonian H = −gµB

h̄
S⃗ · B⃗ (g, µB, h̄, B⃗ gyromagnetic ratio, Bohr magneton, reduced Planck’s

constant, and applied magnetic field, respectively), and the Schrödinger equation, one can
show that spin equation of motion is given by[31],

dS⃗(t)

dt
= −γ0

[
S⃗(t)× H⃗

]
(1.9)

(γ0 = gµ0µB/h̄, B⃗ = µ0H⃗, and µ0 is the permeability of free space) meaning that the spin
will never align with the applied field. We know this is not the case, and that ferromagnetic
materials align with externally applied fields, so to incorporate this experimental fact, one
introduces a “damping” term (and performs a suitable re-scaling of t as in [31]):

dS⃗

dt
=

(
S⃗ × H⃗(t)

)
+ λS⃗ ×

[
S⃗ × H⃗(t)

]
(1.10)
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where λ is a damping parameter and we now allow the applied field to vary in time. Eq. 1.10
is referred to as the Landau-Lifshitz-Gilbert (LLG) equation in its most simple form. The
LLG can be extended to study both ferromagnets and antiferromagnets and is fundamental
to the study of dynamics in magnetic materials[31, 32, 33]. One can readily see key differences
in the dynamics for polar vs. magnetic vs. lattice degrees of freedom (see Eq. 1.6 and Eq.
1.10) and that their coexistence can create a rich environment for exploration, discussed
more in Section 1.1.3.

Up to now, “dynamics” of the various ferroic orders has largely been framed in the context
of switching from one stable state to another. In this thesis, I will also address dynamics
of ferroic order which does not constitute switching, but rather collective excitations of said
order. Predominantly, I will be concerned with the physics of magnons, i.e., collective,
spinful excitations of magnetic order, and how one can manipulate them through coupled
degrees of freedom. Here, to lay the fundamental groundwork, I will describe the essential
theory behind such excitations.

Given the ferromagnetic Hamiltonian for a 1D spin chain (J positive in Eq. 1.7), it is
straightforward to see that the ground state (lowest energy) is for all spins to align. Any
spin flip (Fig. 1.4) will result in a higher energy (excited) state. Assuming a spin of 1/2,
spin flips also constitute reduce the net spin of the lattice is reduced by 1. In this way, one
can think of a single spin flip as spin 1 excitation of the ground state. While a single spin
flip, as that depicted in Fig. 1.4 is an intuitive form of an excited state, it is easy to show
that it is not an eigenstate of the Hamiltonian. To do this, I write the Hamiltonian in terms
of ladder operators, S±

i = Sx
i ± iSj

i [34] (one should think of S±
i as flipping a spin either up

(+) or down (−))

H = −J
∑
⟨i,j⟩

(
1

2
S+
i S

−
j +

1

2
S−
i S

+
j + Sz

i S
z
j ) (1.11)

which, indeed, has the eigenstate depicted in Fig. 1.4a. However, if I operate on the presumed
“excited state” of Fig. 1.4b, I find:

H |... ↑↓↑ ...⟩ = α1 |... ↑↑↓ ...⟩+ α1 |... ↓↑↑ ...⟩+ α2 |... ↑↑↓ ...⟩ (1.12)

where α1, α2 are constants. Clearly, the state with a single spin flip is not an eigenstate,
and therefore not the correct form of the excited states of this system. In fact from the
form of Eq. 1.11, I can already “guess” a good eigenstate. Clearly, the excitation itself
(the spin flip) must be delocalized, since the Hamiltonian includes “hoppping” terms such
as S+

i S
−
j . Somehow, the magnetic order itself must collectively account for the excitation.

This is achieved in the “spin wave” state depicted in Fig. 1.4c., where the ferromagnetically
aligned spins collectively precess with a precessional phase dictated by the spins’ location
in the chain[34]. The correct eigenstates are indexed by quantum number k6 (subject to
periodic boundary conditions[34]) and are given by:

6k is the wavevector, and describes, essentially, the phase between adjacent spins. For example, for k = 0
modes, all spins precess together.



CHAPTER 1. INTRODUCTION AND MOTIVATION 12

|ψk⟩ =
1√
N

∑
j

eikja |ϕj⟩ (1.13)

where |ϕj⟩ ≡ |... ↑j−1↓j↑j+1 ...⟩, i.e., the single spin flip occurring at site j. Such spin waves
are quantized, and each carry spin 1 (a single spin flip). These excitations are bosons, carry
spin information, and are called “magnons”. In ferromagnetic systems, there exists only one
(right-circular7) polarization of spin wave allowed (carrying angular momentum -1 relative
to the ground state magnetic order). In antiferromagnets, where two sublattices of spins
exist, the system permits both right and left circular polarized (with energies ωα, ωβ) spin
waves[34, 35]. For the simplest case of an easy-axis antiferromagnet the energy of the two
(k = 0) modes is given by:

Figure 1.4: Ferromagnetic Spin Waves. a. Ground state. b. An “intuitive” (though
incorrect) excited state showing a single, localized spin flip. c. Spin wave: a collective spin
1 excitation of the magnetic ordering.

ωα,β = γ(Hc ±H0) (1.14)

[35] where γ = gµ0µB/h̄, Hc contains exchange and anisotropy contributions to the energy
of the system and H0 is an applied field along the direction of anisotropy[35]. As the applied
magnetic field is increased, the two modes split in frequency (Fig. 1.5a.), until H = Hspin-flop,
at which point, the “magnon-gap”, i.e., the energy offset from zero, is said to “close”. Here,
the system undergoes the so-called spin-flop transition (Fig. 1.5b.) and the spins reorient

7Why only right circular? Because of the right hand rule, and the way in which cross products are
defined.
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orthogonal to the applied field direction. In the spin-flop phase the we observe only a single
magnon mode. Importantly, above the spin-flop field, the system has a small canting of the
antiferromagnetically aligned spins along the field direction (Fig. 1.5b.), resulting in a net

magnetic moment, M⃗ , and by rotating the direction of the applied field, one can rotate both
the Néel and magnetization vector.

Figure 1.5: a. Schematic of α and β magnon frequences as a function of applied magnetic
field. The closing of the magnon gap (i.e., ωβ = 0), and spin-flop transition occurs at the
“spin flop field”. b. Spin configurations in the antiferromagnetic and spin-flop phases with
an external field applied along the easy axis. For additional details, see ref [35], Figures 1
and 3.

In Chapter 5, I will present detailed studies of magnons, with particular emphasis on how
multiferroic materials such as BiFeO3 offer an exciting platform for which to study dynamic
excitations of magnetic order.

1.1.3 Coupled Order and Multiferroics

A magnetoelectric is a material which is both magnetically and electrically polarizable. A
multiferroic is a material which possesses multiple ferroic (or spontaneous) order parameters.
As you might guess, a magnetoelectric multiferroic is a system which possesses both magnetic
order and ferroelectric order, and importantly, the two are coupled – if I modify one I modify
the other. In section 1.1.1, I discussed the strong coupling between charge and lattice degrees
of freedom, though I have not yet addressed coupling to magnetic degrees of freedom in detail.
Before continuing, it is important to pause and answer a fundamental question: why study
multiferroic materials? I will provide two answers, the first takes a fundamental viewpoint
and the second from an applied one.
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From a more fundamental viewpoint, there exists unique physics to be studied in multifer-
roics. Spin and charge degrees of freedom are in many ways very different from one another.
Spins carry angular momentum, where as charge does not. Ordered electric dipoles (fer-
roelectricity) necessarily coincide with structural phase transitions, and very strong lattice
coupling, while magnetic ordering does not. The coexistence of ferroelectric and magnetic
ordering in a single phase is, in fact, remarkable. While the equilibrium physics has been
studied extensively and is becoming increasingly well understood, even more exciting are dy-
namic processes of multiferroic order. For example, during reversal of order parameters in a
multiferroic, charge must redistribute (potentially through multiple states), the lattice must
dynamically adapt, and magnetic order must switch (a process which includes precessional
motion as governed by the LLG equation). We know from quasi-static and equilibrium stud-
ies that these processes occur, but little is known about the what happens during switching.
Each of these processes is independently complex and the role of intrinsic coupling between
order parameters adds an additional layer of complexity (and intrigue). What role does the
lattice play in dictating the timescales of ferroelectric switching? Does the requirement of
switching the spin degree of freedom slow the switching of other order parameters? Is there
dynamic decoupling on fast timescales? These are all questions that address the physics of
magnetoelectric multiferroics in ways not studied before, and can only be addressed through
dynamic studies. Finally, not only can we study dynamic processes of order parameter rever-
sal, but also of low energy excitations. Multiferroicity allows one the unique ability to study
quasi-particle excitations of order in ways that are not accessible without magnetoelectric
coupling, for example, studying magnons in the absence of an applied magnetic field.

Computing efficiency has made exponential gains over the past 5 decades, and has been
governed by two, seemingly, unflappable rules8: Moore’s law, which states that the number
of transistors on integrated circuits approximately doubles every two years, and Dennard’s
scaling, which states that the power density of circuits stays roughly the same as transistors
get smaller[2]. To continue these trends, it is necessary to introduce non-traditional mate-
rials as well as beyond-CMOS (complimentary metal oxide semiconductor) logic devices[2,
36, 37, 38]. One proposal to make significant improvements in energy efficiency and speed
of integrated circuits is to use a “collective switch” of a material’s order parameter in lieu
of an electronic current[2, 3]. By using a ferroic order parameter as the state variable, one
automatically has a non-volatile system, stable to thermal fluctuations and a well-defined (at
least) two state system. Multiferroic materials, enabling one to use voltage instead of current
to manipulate the magnetic state, can, in principle operate at 1aJ per switch[2], a significant
improvement over current technology. Energy is not the only important metric, and dy-
namic studies of these systems provides vital insight into timescales of switching (and limits
thereof), holding vital insight for computation rates and processing speeds. Multiferroics
may also open doors to new paradigms in computing, enabling spin-wave-based computing,
for example, which would require power-costly magnetic fields in other materials.

8These are not “rules” in the strict sense of the word, but rather observations of reliable trends in the
semiconductor industry.
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With both the fundamental and applied motivations in mind, I now turn to a discussion
of multiferroicity in real systems. As it turns out, systems with intrinsic multiferroicity, i.e.,
coexisting magnetic and ferroelectric ordering, and specifically the ability to manipulate one
order parameter with the other, are quite rare. To understand why, I consider symmetry,
electrical properties, and chemistry, as in [39].

Symmetry : There are a finite number of crystal structures, corresponding to 122 so-called
Shubnikov point groups. 31 points groups can accommodate a spontaneous ferroelectric
polarization (lack inversion symmetry) and 31 allow for spontaneous magnetization. There
are only 13 point groups which allow for both ferroelectricity and ferromagnetism to exist in
the same phase.

Electrical Properties : Ferroelectrics are insulators. Though it is not always the case,
ferromagnets are typically metals. This is because ferromagnetism often arises from a high
density of states at the Fermi level, which also makes the system metallic.

Chemistry : Perhaps the most important contribution (or at least the most cited) is the
fact that ferromagnetism is often driven by electrons in partially filled d shells. In contrast,
the common perovskite oxide ferroelectrics have a formal charge corresponding to d0, and
there is a tendency for empty d shells to be associated with ferroelectricity. These two “rules”
are at odds with one another.

As is clear from this discussion, single phase multiferroic materials are hard to come by.
While there exist composite materials[5], which offer an engineering pathway to creating mul-
tiferroic behavior, for this thesis I am predominantly interested in single phase multiferroics,
of which, only one is known (to exist at room temperature), BiFeO3.

1.1.4 BiFeO3

BiFeO3 (BFO) is the only known room temperature magnetoelectric multiferroic9 with a
Curie temperature Tc ≈ 1100K and Néel temperature TN ≈ 650K. BFO is in the space group
R3c (rhombohedrally distorted perovskite), which arises from the freezing of two normal
modes: the polar displacement of the Bi3+ ions along ⟨111⟩, and the antiferrodistortive
rotation of the oxygen octahedra (Fig. 1.6). Via super exchange, the iron spins in BFO
exhibit G-Type antiferromagnetic ordering (where each iron spin is aligned opposite to its
nearest 6 neighboring iron spins). Owing to the DM interaction, the antiferrodistortive
rotation of the oxygen octahedra permit the canting of the otherwise antiferromagnetically
aligned iron spins in the ⟨111⟩ plane (Fig. 1.6b.)[40, 41, 42].

Ferroelectricity in BFO predominantly comes from the stereochemically active (affecting
the geometry) A-site bismuth 6s2 electrons, the so-called “lone-pair”[41, 43]. This effect
is nicely summarized in the following excerpt from ref [44], “The ‘lone pair’ in bismuth-or
lead-based oxides is believed to form due to the hybridization of 6s and 6p atomic orbitals
with 6s2 electrons filling one of the resulting orbitals in bismuth or lead in their oxides. The

9There are other magnetoelectric multiferroics, notably YMnO3 (Tc ∈ (570K, 990K) and TN ∈
(70K, 130K)) and BiMnO3 (Tc ≈ 450K and TN ≈ 100K)[40]
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lone pair is then considered to be chemically inactive, not taking part in the formation of
bonds but sterically active. The hybridization causes the lone pair to lose its spherical sym-
metry and is projected out on one side of the cation, resulting in an asymmetry of the metal
coordination and distorted crystal structures.” This is in contrast to other prototypical ferro-
electrics, such as BaTiO3, where the B-site distortion (titanium) predominantly contributes.
The magnetic ordering in BFO, on the other hand, comes from Fe3+, which has 5 d electrons.
It is remarkable that BFO naturally has achieved a solution to the aforementioned chemistry
problem [5] causing sparsity of magnetoelectric multiferroics (see section 1.1.3). While both
magnetic and ferroelectric ordering exist in the same phase in BFO, we also require that they
are coupled, i.e., switching one will result in switching of the other. In early work on this
topic, Ederer and Spaldin [42] argued that although magnetization reversal in BFO follow-
ing ferroelectric switching was unlikely due to symmetry considerations, it was in principle
possible. In that work, the authors demonstrated how the rotation of the oxygen octahedra
play a key role (through the DM interaction) of setting the magnetization orientation. With
regard to magnetization reversal however, the authors considered 180◦ switching, meaning
the switching pathway passes through no intermediate (meta-stable) states, which is in part
why they concluded magnetization reversal following ferroelectric reversal was unlikely. Sub-
sequent work (explained next), considered alternative switching pathways and was able to
show switching of magnetic order by manipulating the ferroelectric state.

Figure 1.6: a. Schematic view of the R3c structure of BFO, comprised of two cubic perovskite
unit cells. The cations are displaced along ⟨111⟩ (arrows indicating Bi3+ polar distortion)
relative to the anions, and the oxygen octahedra rotate (alternately) about the ⟨111⟩ axis.
b. Schematic of Fe3+ antiferromagnetically aligned in the ⟨111⟩ plane with a small canting
of the spins producing a net magnetization.
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BFO exhibits a stripe domain structure (Fig. 1.1b). As ferroelectricity is the dominant
order parameter in BFO, and FE order results from strong coupling between charge and
lattice degrees of freedom, the domain structure in BFO is dependent on both electrostatic
and elastic boundary conditions. By choice of substrate and/or bottom electrode we can
modify the domain structure from 2-variant stripe, 4-variant stripe, to mosaic, to even single
domain[16, 45, 46]. For example, we can tune the domain structure from consisting of 109◦

domains to 71◦ domains simply by growing a bottom electrode and modifying the electro-
static boundary conditions. Such control of domain structure via epitaxy is a important tool
that we as researchers can use.

Three seminal experimental papers laid the foundation for so-called “electric field con-
trol of magnetism” in BFO. The first, ref [47], showed that electric field poling, using a
piezoresponse force microscope (PFM), of BFO resulted in reversal of the antiferromagnetic
order. The ferroelectric and antiferromagnetic (AFM) domains were imaged before and after
poling. Ferroelectricity was imaged using PFM. To study the antiferromagnetic order, the
authors used photoemission electron microscopy (PEEM) based on X-ray linear dichroism
(XLD). XLD-PEEM is sensitive to antiferromagnetic order via a process called the “search-
light” effect. In the antiferromagnetic state, spin-orbit coupling leads to a change in the
charge density in the unit cell. An intuitive way of understanding the search-light effect is
the following: electric field can be absorbed wherever charge exists. In the extreme case
where the charge in the system points only along a single axis, if the incident electric field
(from linearly polarized incident photons) is orthogonal to this axis, there can be no absorp-
tion. The “dichroism” in XLD means that one takes the difference between observed signals
(photo-emitted electrons) for orthogonally polarized incident light, allowing one to “see”
the antiferromagnetic state (more precisely the resulting charge density) via the search-light
effect. XLD-PEEM, is also sensitive to ferroelectricity (which also constitutes a change in
charge density in the unit cell), but via temperature dependent studies[47], the authors show
that the XLD signal predominantly comes from the antiferromagnetic order in BFO.

The results of PFM and XLD-PEEM are shown in Fig. 1.7a. As can be observed, there
is a one-to-one mapping between ferroelectric domains and AFM domains, and importantly,
the two are coupled before and after switching, offering some of the first indications of robust
magnetoelectric coupling in BFO. In 2011, there was another substantial breakthrough, this
time, related to ferromagnetism (as arising from canting and the DM interaction).

In ref [10], the authors again used a combination of PFM and photoemission electron
microscopy, though in this case looking at X-ray magnetic circular dichroism (XMCD).
XMCD-PEEM, where one subtracts the signals resulting from opposite chiralities of incident
light (right vs. left circularly polarized) is sensitive to ferromagnetic ordering. By growing a
heterostructure consisting of ferromagnetic CoFe and BFO (i.e., CoFe(2.5nm)/BFO) layers,
the authors found a remarkable coupling one-to-one coupling between ferromagnetic domains
in the CoFe and ferroelectric domains in the BFO (Fig. 1.7b.). Even more exciting was the
finding that the sign of the anisotropic magnetoresistance (AMR) of the CoFe layer reversed
upon electric field poling of the BFO. AMR measures the resistance of a ferromagnetic
metal under the influence of a rotating externally applied magnetic field, where the relative
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orientation between the magnetization of the ferromagnetic and the applied field dictates
whether the system is in a high or low resistance state[48]. AMR is typically small, and
contributes only a fractional change in resistance. The fact that electric field switching of
the BFO resulted in sign reversal of the AMR signal in the CoFe overlayer indicated that
the reversal of the BFO in turn reversed the preferred orientation of the magnetization in
the CoFe[10]. These findings are explained by the canted moment in the BFO. The net
magnetization (canted moment) of the BFO points along ⟨11− 2⟩, which projects parallel to
the polarization on the (001) surface, and is exchange coupled to the CoFe layer, explaining
the 1-1 correspondence between ferromagnetic and ferroelectric domains. The switching of
the ferroelectric order is accompanied by switching of the canted moment, thereby applying
an effective field to CoFe, modifying its preferred magnetization orientation and resulting in
the sign reversal observed in the AMR data.
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Figure 1.7 (previous page): Figures used with permission from [9, 10, 47]. Electric field
control of magnetism in BiFeO3. a. From [47], i. and ii. show XLD-PEEM images of BFO
before and after electric field poling of a region (dotted yellow box). iii. and iv. show identical
location imaged via PFM. Results reveal electric field switching of antiferromagnetic order.
b. From [10], CoFe/BFO heterostructure. i. shows PFM image of stripe domain structures
in BFO. ii. shows XMCD-PEEM images of CoFe ferromagnetic domains at the same spatial
location which one-to-one correspondence with the ferroelectric domains. iii. shows sign
reversal of AMR upon electric field switching of the BFO. c. From [9], i. shows XMCD-
PEEM images of CoFe/BFO heteroscructure before and after electric field poling. ii. shows
hysteretic GMR signal of CoFe/Cu/CoFe/BFO heterostructure mapping to the ferroelectric
hysteresis loop. iii. shows the 2-step switching pathway of BFO polarization reversal. Top
panel shows that 2-step switching pathway is energetically preferred over 180◦ switching,
middle and lower panels shows bismuth ion shift (analog for ferroelectricity) and octahedral
rotation (essential for magnetic ordering) reversal for three Cartesian coordinates.

In 2014, Heron, et. al. [9] presented a robust demonstration magnetoelectric coupling
in BFO, resulting in “deterministic switching of ferromagnetism at room temperature using
an electric field”. There, the authors once again used XMCD-PEEM to study CoFe/BFO
heterostructures, but, as an important extension to earlier work, were able to image the ferro-
magnetic domain structure before and after electric field switching of the BFO (Fig. 1.7c.i.),
thereby definitively showing that the switching of the canted moment in the BFO resulted
in switching of the exchange coupled ferromagnetic magnetization in the CoFe. In the same
work, the authors introduced an additional read-out mechanism for magnetoelectric coupling
in the form of giant magnetoresistance (GMR)[49, 50], which makes use of a CoFe/Cu/CoFe
(so-called “spin-valve”) trilayer heterostructure. For a given relative orientation between the
magnetization in the top and bottom CoFe layer, the resistance is either low (magnetizations
aligned) or high (magnetizations antiparallel). In a CoFe/Cu/CoFe/BFO heterostructure,
the CoFe adjacent to the BFO can be switched by electric field switching of the BFO, mean-
ing that one can switch between high and low resistive states using an electric field. Indeed,
such a result was observed, and by comparing a voltage-driven GMR hysteresis loop to the
ferroelectric hysteresis loop (Fig. 1.7b.ii.) it is evident that the two ferroic orders are in-
deed coupled. The GMR technique has become a standard for measuring magnetoelectric
coupling in BFO as a simple transport-based alternative to measurements done at a syn-
chrotron[51, 52]. Finally, Heron et. al. also addressed the switching pathway in BFO which
is crucial to our current understanding of how magnetization reversal occurs in the system.
Rather than switch as a single (180◦) step, first principle calculations and time-resolved PFM
revealed that the polarization reversal occurs in two steps (Fig. 1.8); a 71◦ followed by a
109◦10 switch, or vice versa. These types of switches are often referred to as “ferroelastic”

10Why is it called 109◦? It refers to the angle between intitial and final polarization state. e.g. switching
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switching pathways as there must be significant transient lattice distortion during switching.
In so doing, the oxygen octahedral tilts, which are key to setting the magnetization of the
system (recall the DM interaction and the off centering of the mediating oxygen atom in
super exchange, Fig. 1.3), also reverse (Fig. 1.7c.iii.). This remarkable coupling between
lattice, charge, and magnetic degrees of freedom is what allows for magnetization reversal
to occur!

Figure 1.8: Ferroelastic switching pathways in BFO.

As I hope is clear from the discussion above, BFO provides a fruitful playground for
studying both fundamental and applied physics. Most intriguing is the correlated behavior
of ferroic order parameters and coupling between degrees of freedom that intricately combine
to allow for electric field control of magnetism. The remainder of this thesis will be dedicated
to dynamics of ferroic order as a means of gaining a deeper insight into multiferroic coupling,
both in terms of mechanisms, and implications.

1.2 Dynamics of ferroic order

Multiferroic magnetoelectrics, and specifically BFO, provide a unique platform to study
dynamics of ferroic order. As described above, the equilibrium and DC-coupling between
charge, lattice and magnetic degrees of freedom has been established and studied though
experiments designed to study dynamics (and their implications) of ferroic order in these
systems is largely in its infancy. For the remainder of this dissertation, I will focus on
dynamic studies both of switching and low-energy excitations, the unique manifestations of
mulitferroicity, and the implications of my findings. To assist in contextualizing my findings,
I will often discuss application to computing technology and ways in which my progress can
be used to improve and/or discover new paradigms in computing. Throughout, I will be
guided by a central question, outlined below.

from ⟨111⟩ to ⟨1− 1− 1⟩ corresponds to an angle θ = arccos (111)·(1−1−1)√
3
√
3

= 109.5◦
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1.2.1 Central Question

What are the manifestations, mechanisms, and implications of dynamic evolution of (cou-
pled) ferroic order in multiferroic and related materials?

1.2.2 Organization of Dissertation

This dissertation consists of 6 chapters and 3 appendices. With the exception of chapters 1
and 6, each chapter consists of essential background and motivation, including a literature
review and technique overview, followed by a detailed account of my results and analysis,
and finally a summary, which typically includes extensions and on-going research.

Chapter 1 introduces key concepts and lays the framework for the rest of this dissertation.
Chapter 2 introduces high-speed ferroelectric switching dynamics studies, and addresses how
a number of factors, both intrinsic and extrinsic, impact switching of ferroelectric order. In
Chapter 3, I consider the role of charge-lattice coupling in setting the energetics and dy-
namics of ferroelectric switching. Importantly, I also establish the role of antiferrodistortive
(oxygen octahedral tilt) order in dictating ferroelectric switching in BFO. Implications for
switching of magnetic order are discussed. Chapter 4 is dedicated to ferroelectric depolariza-
tion, where the stability of the polar state is addressed and the mechanisms/implications of
depolarization in ultra-low coercivity thin films is established. Chapter 5 shifts gears slightly,
and is dedicated to dynamic low energy excitations of magnetic order (magnons) in BFO.
In a novel demonstration of magnetoelectric coupling in BFO, I demonstrate non-volatile
electric field control of thermal magnons, and their hysteretic nature. The mechanism of
bi-stable states of magnon current is established. I discuss pathways for novel computing
applications and ways in which nonlocal spin transport can be utilized. In Chapter 6, I
summarize my findings, including summaries of each chapter, and discuss the conclusions
and extensions of this work.
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Chapter 2

Electric-field Driven Ferroelectric
Switching Dynamics

2.1 Essential background and motivation

A defining characteristic of a ferroelectric material is the ability to switch between polar-
ization states with an externally applied electric field. The most straightforward way to
measure ferroelectricity in a material is by switching the polarization, which constitutes a
destructive readout (i.e., the state is modified when it is measured). This can be done by
fabricating a metal/ferroelectric/metal (so-called “ferroelectric capacitor”) heterostructure,
as in Fig. 2.1, and inserting the FE capacitor into a so-called “Sawyer–Tower” circuit. FE
capacitors are typically fabricated by first growing a tri-layer (metal/ferroelectric/metal)
and subsequently ion milling, or otherwise etching, a lithographically defined circular top
electrode (for additional details see Appendix B). A Sawyer-Tower circuit is a simple circuit
consisting of a voltage source and a FE capacitor in series with a dielectric capacitor with
well characterized capacitance. Since two capacitors in series have the same charge[4], by
monitoring the voltage across the dielectric capacitor and using the relation Q = CV , one
can measure the charge (and therefore polarization i.e., P = Q/A, with A the area of the
capacitor) across the ferroelectric capacitor as a function of applied voltage. In this way, by
applying a voltage, one can measure the ferroelectric hysteresis loop (Fig. 1.1e). While the
Sawyer-Tower circuit is effective in establishing ferroelectricity, it is not well suited to mea-
sure dynamic switching on fast time scales. The intuitive reason as to why this is, is because
the dielectric capacitor, which ideally has a very large capacitance1, limits the speed at which
one can measure the charge. In order to measure the charge, which results from the switched
(or switching) ferroelectric order, the dielectric capacitor itself must charge, the timescale of
which is set by the RC-time of the complete circuit. Therefore in the interest of improving the
time resolution observable, it is preferred to remove the dielectric capacitor entirely, leaving
the ferroelectric capacitor (which you cannot remove) as the dominant source of capacitance

1to minimize the voltage drop across it and maximize the voltage drop across the FE capacitor[4]
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in the measurement circuit. In this scenario, one no longer measures the voltage across a
dielectric capacitor, but instead measures the displacement current through the ferroelectric
capacitor as a function of time. To measure the current, one can use a low impedance circuit
element designed for broadband signals (such as a high speed oscilloscope). To obtain only
the ferroelectric switching contribution to the measured current, one must properly account
for other sources of current, most notably dielectric charging of the ferroelectric capacitor.
Regardless of how the charge is measured, whether in a Sawyer-Tower circuit or by integrat-
ing the measured displacement current less currents from sources other than ferroelectric
switching, the polarization-voltage or polarization-electric field (in thin film FE, the electric
field is given by E = V/t, where t is the film thickness) loop can be obtained by plotting
charge versus applied voltage.

Armed with a method of measuring ferroelectric order, I now turn to a discussion of
the mechanism of ferroelectric switching. While the origins of ferroelectric order can be
understood on the length scale of unit cells, in typical measurements, one measures the
macroscopic polarization, which results in averaging over much longer length scales (∼ µm).
The mechanism of switching is also understood to take place on scales longer than the unit-
cell scale, and generally to require the growth and shrinking of domains through the motion
of domain walls[4]. In 1954, Merz [53] described the process of ferroelectric switching to occur
via two processes. 1. The formation of new domains when the electric field is reversed, called
nucleation, and 2. the growth of these small domains at the expense of domains anti-aligned
with the applied electric field. These two processes together are referred to as nucleation
and growth. These concepts have been formalized in the years following Merz’ seminal work
[24, 25, 54], and have been successful in describing ferroelectric switching kinetics. First-
principles molecular dynamics simulations [55] have been shown to agree with the nucleation
and growth mechanism of ferroelectric polarization reversal and have successfully related the
bulk polarization energy and domain wall energy to the rate of polarization reversal. As such,
measurements of switching, and specifically switching time, offer a means of quantifiably
measuring changes not only the dynamic process by which switching occurs, but also the
associated energetics.

Intrinsic vs. Extrinsic Limits: Ferroelectric switching is dependent on a variety of factors,
both intrinsic to the material, and extrinsic e.g., dependent on the measurement circuit.
Note that my usage of “intrinsic” and “extrinsic” is slightly different from other commonly
used meanings in the ferroelectrics community, namely that of the response within a single
domain versus movement of domain walls, respectively. On the unit cell level, the details
of the rearrangement of charge during switching is not universally agreed upon, and can
be dependent on the material system under study. Some authors argue that ferroelectric
switching occurs by traversing through the high symmetry phase (which, unlike ferromagnetic
switching, is allowed), while others argue that polarization rotation, or ferroelastic switching
is preferred[56, 57]. One way of framing the desire to understand “intrinsic” switching is
to endeavor to experimentally reveal the unit cell-scale physics of switching and timescales
thereof. On a more mesoscopic scale, since ferroelectricity constitutes a structural phase
transition, incoherent nucleation and growth of reverse polarized domains is believed to be
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fundamentally limited by the group velocity of acoustic phonons in the system. Intuitively,
this makes sense, as the growing domains cannot travel faster than the lattice permits. In
experiment however, these timescales are rarely observed [58]. To understand why, in this
chapter, I provide a detailed description of how free-charge dynamics act as an extrinsic limit
on ferroelectric switching and discuss pathways to studying intrinsic switching, both on the
unit-cell and mesoscopic scale, alone.

2.1.1 High-speed experimental studies of ferroelectric switching

Figure 2.1: From [26]. a. shows a schematic of the measurement setup and input pulse
profile, with effective circuit shown in b. I show Switching and Non-Switching current
responses for BFO capacitors in c. and d. respectively. The RC-curve fits shown in the
inset of d. indicate the RC-time of the measurement circuit is independent of voltage. In
e. I observe linear scaling of measurement circuit RC-time with ferroelectric device area.
The inset in e. shows the rising edge of an input pulse through the identical circuit with
ferroelectric capacitor removed.

Pulsed measurements of ferroelectric switching offer an alternative means to hysteresis mea-
surements, and allow one to explore an expanded space of parameters influencing switching.
Here, I will outline the details of pulsed measurements with particular emphasis on accessing
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fast timescales (≤ 1ns). At its core, any transport measurement of ferroelectric switching
is a measurement of displacement current through the ferroelectric. One typically stud-
ies ferroelectric switching in capacitor device geometries (Fig. 2.1a.). In a pure dielectric
capacitor, (without ferroelectric order) there is a displacement current (RC-charging) that
occurs when a voltage is applied. As will be described in great detail below, application of
a voltage pulse across a ferroelectric capacitor can cause the polarization (bound-charge) to
reverse. This reorientation of bound-charge yields an additional displacement current (in
addition to the “normal” RC-charging), which can be detected by the external circuit. I
am interested in studying only the displacement current coming from ferroelectric switching,
i.e., bound-charge reversal.

Figure 2.2: From [26]. Pulse train and material response. Via a long preset pulse I initialize
the FE into a well-defined polarization state. Then, via two sequential, identical pulses
separated by a short time delay, I are able to ascertain the switching transient. As shown in
the schematic diagramming the relation to the quasi-static hysteresis loop below the pulse
profile, the first pulse induces a switching event, while the second, non-switching pulse, shows
only a dielectric response. A typical (here 14µm capacitor BFO) material response is shown
in blue along with the effective voltage across the capacitor during the two measurement
pulses. It is clear that I must account for the transient voltage during the switching event.

In Fig. 2.2, I show a schematic of a typical 3-pulse voltage pulse train which is used in
ferroelectric switching experiments. If the two up pulses are followed by two identical down
pulses (giving a total of 5 pulses in the pulse train), the measurement is referred to as a
“PUND”2 measurement. Returning to the 3-pulses of Fig. 2.2, I will refer to the pulses,

2My understanding is that PUND stands for Positive Up Negative Down.
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sequentially, as P0, P1, and P2
3. I will use I1 and I2 to notate the current observed as a result

of applying a voltage pulse. For example, P1 induces observed current I1. To understand
why this set of pulses is used, I will describe each in detail. Since the state of a ferroelectric is
dependent on its history (hysteretic), one must initialize the polarization into a well defined
reference state before measuring its switching response. P0 achieves this goal by serving
as a preset pulse which poles the system (solid circle in Fig. 2.2). P1 and P2 measure
the “switching current” and “non-switching current”, respectively. By subtracting the non-
switching transient (I2) from the switching transient (I1), I determine the contribution to
measured current arising from switching of the ferroelectric polarization alone.[58, 59, 60,
61] The schematic arrows adjacent to the hysteresis loops in Fig. 2.2 indicate how the
second pulse does not contain a ferroelectric switching contribution.4 Any contribution to
currents arising from dielectric charging, leakage, interfacial Schottky barriers and non-linear
dielectric effects (present in all ferroelectric capacitors [62, 63, 64, 65, 66]) is subtracted out
when we analyze the difference between the switching and non-switching current transients.

2.1.2 Experimental details

In this thesis, and specifically this chapter, I am particularly interested in accessing switch-
ing dynamics on fast timescales (∼ns). Driven dynamics, like that of ferroelectric switching,
cannot occur faster than the stimulus which is applied, and so it behooves one to design an
experiment with very fast rise-time pulses. Early work [58], fabricated a ferroelectric capac-
itor directly on a photoconductive switch in order to access sub-ns timescales. However, the
fabrication process is difficult and time-consuming, making such an approach not amenable
to high throughput experimentation. Instead, I am interested in using a probe tip based
approach, which presents additional challenges. A typical DC-probe (Fig. 2.3a.) consists of
a single, fine (100s of nm) tip to which you can make electrical connection, and can maneuver
using a “micromanipulator” in three directions. The conductor which carries the signal is
exposed, allowing for one to contact a sample. At GHz frequencies, like those required here
for fast rise-time pulses, impedance matching and proper shielding becomes of the utmost
importance. Coaxial cables were invented, in part to be well suited for broadband operation,
and when using probes to measure RF components, RF engineers typically use “ground-
signal-ground” (GSG) probes where the probe tip contacting the sample is not a single lone
tip, but rather a set of 3 tips. There are two ground tips directly adjacent to the signal
tip, effectively creating a coaxial cable all the way down to the point of contact between the
probe tip and the sample. To use GSG probes, one requires special device geometries (you
must now design for 3 probes instead of just 1), and typically, GSG probe are more difficult
to use, especially when landing on very small (∼ 5µm in diameter) capacitors. For these
reasons, it is desirable to modify DC probes, with fine point tips and high maneuverability,

3Others like to call P1 and P2 “P∗” and “P ”̂, though I find it very confusing to recall which is which,
so I just stick with numeric indexing.

4As we will see in Chapter 4, this is not always the case, and only holds for perfectly remnant systems
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which are able to operate at relatively high frequencies. I developed a scheme to do just
that.

Figure 2.3: Grounding wire influence on pulse profile. a. shows schematic of probe without
additional grounding wire and resulting (noisy) pulse profile. b. shows a schematic of
wrapping with grounding wire (Copper) and the resulting clean pulse profile.

In order to generate the fast pulses, I use a Berkeley Nucleonics 765 fast rise-time pulse
generator, which has a nominal capability of 70ps rise time. In order to measure the dis-
placement current, I use a Tektronix TDS6604 oscilloscope capable of 20GS/s. Motivated
by the shielding role of the “ground” in the GSG probes, I decided to introduce a nearby
ground to the DC probe tip, by carefully wrapping the probe tip in a grounded wire. The
same ground wire was used for both drive and return probe tips. A schematic of this pro-
cess and the results of doing so are shown in Fig. 2.3, which shows that the rise time and
noise on the voltage pulse is significantly improved. In Fig. 2.1e, I demonstrate that such
careful mitigation of parasitics enables us to achieve ∼ 300ps rise-times through DC probes,
a significant achievement (recall nominal rise-time is 70ps).

Next, I describe how to generate the pulse train required for the switching experiment.
I developed two schemes for achieving the desired 3 pulse pulse-train, while working within
the constraints of the Berkeley Nucleonics 765. The instrument is capable of uni-polar
fast voltage pulses. One can switch the polarity, but the process takes several hundred
milliseconds. The two schemes developed are shown in Fig. 2.4. Since I require high time
resolution (∼ 100ps) on the oscilloscope, and my pulses can be spaced by up to 100ms, it
is impossible to collect all of the data in a single shot (one trial alone would be 125MB of
data, beyond the capabilities of the scope). Instead, in Scheme 1, I send the identical pulse
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train 3 times, and use Ch2 of the pulse generator to trigger the oscilloscope to collect each
pulse (i.e., I0 is collected the first time the pulse train is applied, I1 the second time, and so
on). In the second scheme, I use an RF power splitter (ZFRSC-183-S+) and both output
channels on the pulse generator timed appropriately (Ch1 with negative polarity, Ch2 with
positive polarity) to create the pulse-train without the need for switching the polarity of the
pulse generator. A second pulse generator (Tektronix AFG3252) is used to trigger the scope
and the fast pulse generator. In Scheme 2, the power splitter results in a voltage reduction
by half, so the full range (5V) of the Berkeley Nucleonics pulse generator cannot be accessed
in this scheme. The advantage of Scheme 2, however is that there is no need to reverse
the polarity and I now have precise control over the the delay time between P0 and P1. In
both schemes, I have precise control over the delay between P1 and P2. This pulse train is
crucial for ferroelectric switching studies, and the ability to achieve very fast timescales in
a probe-based setup allows us to study the mechanisms and factors impacting ferroelectric
switching, as described next and throughout this thesis.
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Figure 2.4 (previous page): Two schemes for generating 3-pulse ferroelectric switching exper-
iment pulse-train. The top box (scheme 1) shows connections between the pulse generator
and oscilloscope as well as timing (Ch2, pulse generator) used to trigger the scope for data
collection. The bottom box shows a schematic for scheme 2, which uses an additional (tim-
ing) pulse generator and a power splitter to allow for more precise control of P0-P1 delay.

2.2 Toward Intrinsic Ferroelectric Switching in

BiFeO3

Figure 2.5: From [26]. a. shows the polarization transient, determined by integrating the
difference between the switching and non-switching current response in the system (inset).
Dashed vertical lines show extracted switching time, defined as the time when polariza-
tion reached 90% of saturation. b. shows experimentally observed switching times for 20
nm-thick BiFeO3 (BFO) and 20 nm-thick Bi0.85La0.15FeO3 (LBFO) as a function of ap-
plied field. The data reveals low-ns switching (dashed lines provide a guide to the eye).
c. shows switching time as a function of area for the following samples: 20 nm BiFeO3

(BFO), 20 nm Bi0.85La0.15FeO3 (LBFO), 85 nm Pb.9La.1[Zr.2Ti.8]O3 (PLZT) and 85 nm
Pb[Nb.04Zr.29Ti.67]O3 (PNZT). Solid lines are linear best fits. The data shown is at an ap-
plied field of 95MV/m, 95MV/m, 26MV/m, and 60MV/m for BFO, LBFO, PLZT, and
PNZT, respectively. I include similar data for all samples and applied fields in this study
(Fig. 2.6).

Using pulsed ferroelectric measurements, I probe switching dynamics in multiferroic BFO,
revealing low-ns switching times and a clear pathway to sub-ns switching. My data is well
described by a nucleation and growth model, which accounts for the various timescales
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in the switching process, namely 1) the ferroelectric polarization switching (bound-charge)
dynamics and 2) the RC-limited movement of free-charge in the circuit. My model shows
good agreement with observed data and begins to bridge the gap between experiment and
theory, indicating pathways to study ferroelectric switching on intrinsic timescales.

While there has been extensive work on quasi-static magnetoelectric coupling in BFO,
and electric-field control of magnetization has been experimentally demonstrated,[9, 67] the
dynamics, fundamental speed limits, and mechanisms of ferroelectric and magnetoelectric
switching on intrinsic timescales are largely unexplored. One theoretical study using a first-
principles-based effective Hamiltonian within molecular-dynamics simulations predicted ul-
trafast (∼ps) switching of both ferroelectric and magnetic order in BFO[19] and various
theoretical works have predicted ferroelectric switching times on the order of tens of ps.[55,
68] In proper ferroelectrics, it has often been speculated that the limit on switching speed
is imposed by an acoustic-phonon mode (approximately the velocity of sound) which sets a
limit on domain-wall propagation speed. The ferroelectric phase transition is a structural
transition, so, in order to reverse the ferroelectric order parameter, the lattice must also
reorient. The speed at which this process can occur is thus limited by the ability of the
lattice to respond, or the speed at which “knowledge” of the switching event can traverse
the system. The rate at which structural distortion information is transmitted in a mate-
rial is precisely the speed of sound. Additionally, condensation of long-wavelength acoustic
phonon modes are largely responsible for correlated behavior (i.e., domains) in ferroelectrics
at equilibrium[1], and reversal of any such structures must be mitigated by the same acoustic
phonon modes.

To contextualize this intrinsic limit on ferroelectric switching with an example, one would
expect that switching 100 nm of a prototypical ferroelectric such as PbZr1−xTixO3 (velocity
of sound ≈ 2500 m/s [58]), would take ≈ 40 ps. There have been numerous experimental
studies of switching kinetics in ferroelectrics, both in bulk and thin films;[53, 69, 70, 71, 72,
73, 74, 75] however, these experiments detail a wide range of switching times, and generally
report times considerably longer than those predicted by theory. To date, experimental ob-
servations of ultrafast switching have been limited, with only a few works approaching the
low-ns time scale, [59, 60, 61] and only one reporting a switching time of hundreds of ps.[58]
Importantly, and almost ubiquitously in the literature, switching studies claim convolution
between the switching time of the ferroelectric and RC-effects from the measurement circuit.
Using an electrical test setup that is capable of accessing timescales on the order of hundreds
of ps, I measure the switching dynamics of thin-film Bi0.85La0.15FeO3 (LBFO) and BFO. My
data show a pathway to sub-ns switching, which is a key milestone for device applications.[2]
I developed a model for switching which accounts for free-charge dynamics in the measure-
ment circuit (i.e., RC-effects and parasitics) and demonstrate that such a model accurately
describes switching in (L)BFO capacitors as well as a variety of other thin-film ferroelectrics.
Finally, the model sheds light on the large disparities in experimentally observed switching
times, and provides motivation to study switching on intrinsic timescales.

I performed pulsed measurements of ferroelectric polarization switching (Fig. 2.2, 2.1). A
sequence of 3 pulses (Fig. 2.1a), each with nominal rise time of 70 ps (applied using a Berkeley
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Nucleonics BN765 fast rise time pulse generator), is used to first preset the ferroelectric
capacitor, second measure the switching current transient (Fig. 2.1c), and third measure the
non-switching current transient (Fig. 2.1d) of the circuit. Current transients are detected via
a Tektronix TDS 6604 Digital Storage Oscilloscope (6GHz, 20GS/s). By subtracting the non-
switching transient from the switching transient, I determine the contribution to measured
current arising from switching of the ferroelectric polarization alone.[58, 59, 60, 61] Any
contribution to currents arising from leakage, interfacial Schottky barriers and non-linear
dielectric effects (present in all ferroelectric capacitors [62, 63, 64, 65, 66]) is subtracted out
when I analyze the difference between the switching and non-switching current transients.

Pulsed measurements of ferroelectric capacitors are, by necessity, performed within the
context of a measurement circuit which imposes additional constraints. As highlighted (Fig.
2.1a,b), careful consideration of the complete circuit is required to understand ferroelectric
switching in such configurations. The transmission line delivering and collecting the signal
is impedance matched from the pulse generator to the probe tip (DCP-150R coaxial probes:
characteristic impedance of 50Ω) and from the probe tip to the oscilloscope. To quantita-
tively measure the parasitics in the circuit, I extract, via fitting of the non-switching pulse
current response to an RC-curve, the RC-time of the measurement circuit and find that it
is independent of applied voltage (Fig. 2.1d, insets) and scales linearly with the area of the
ferroelectric capacitor being studied (Fig 2.1e). The latter observation indicates that the
measurement circuit capacitance is dominated by the ferroelectric device under study. Via
extrapolation of the extracted RC-time dependence on device area, I are able to determine
the effective time-scale of the parasitics of the circuit to be ≈ 318ps (Fig 2.1e), which matches
well with the observed rise time of a pulse through the identical circuit with the ferroelectric
capacitor removed (Fig. 2.1e).
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Figure 2.6 (previous page): From [26]. Universality of area scaling. Shown is data for a
variety of samples (LBFO, BFO, PLZT in panels a., b.,c., respectively) and voltages, all
exhibiting linear area scaling of switching times. The bands in each panel show the range
of linear best fits (for different applied fields) of switching time as a function of area. The
inset in each panel shows data (error bar in area from fabrication) and linear best fits for all
applied fields in the study. As indicated by the arrow in the first panel, higher applied fields
induce faster switches.

2.2.1 Role of Landau Free Energy

To better understand the mechanisms and limits on ferroelectric switching I use high quality
epitaxial (Fig. 2.8) ferroelectric thin films with systematically tuned spontaneous polariza-
tion and study switching under a range of applied electric fields and device sizes. All samples
have symmetric top and bottom SrRuO3 (SRO) electrodes. By integrating the difference be-
tween the switching and non-switching response current, I obtain the polarization transient
(Fig. 2.5a, 2.9) and extract the switching time, defined as the time when the switched po-
larization reaches 90% of its saturation value (vertical lines in Fig. 2.5a). I show extracted
switching time as a function of applied field for 20-nm-thick BFO and LBFO films (Fig.
2.5b). As observed, the LBFO consistently switches faster than its BFO counterpart.

Figure 2.7: Used with permission from [51]. Effect of La substitution in the BFO system. a.
Theoretical modeling data, obtained from first-principles calculations, showing the evolution
of the free energy of BFO with varying La doping. b. Variation of saturation polarization
(PS) and ferroelectric switching voltage (VFE) with La concentration of 100 nm thin films.
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Within the BFO system, it has been shown experimentally that lanthanum substitu-
tion (Fig. 2.7) reduces the rhombohedral distortion thereby lowering the magnitude of the
remnant polarization and the coercive field (Fig. 2.8). Similarly, density-functional-theory
calculations show that lanthanum substitution reduces both the potential-energy barrier
between, and magnitude of, the degenerate ground states of polarization.[76, 51, 52] This
systematic change in the free-energy landscape manifests itself as a lowering of the acti-
vation energy for switching. Similar dependence on the spontaneous polarization (or, con-
versely, the spontaneous structural distortion) is also observed in other ferroelectrics (Fig.
2.10a). For example, a Pb0.9La0.1[Zr0.2Ti0.8]O3 (PLZT) sample, with a switchable polariza-
tion of ≈ 15µC/cm2 switches much faster than the (L)BFO, with a switchable polarization
≈ (80)100µC/cm2. I show switching times as a function of lateral device area for LBFO,
BFO, PLZT, and Pb[Nb0.04Zr0.29Ti0.67]O3 (PNZT) (extracted from [77]) (Fig. 2.5c) for single
applied fields and include extended results for LBFO, BFO, and PLZT for several applied
fields (Fig. 2.9). In all cases, a similar trend is observed, wherein there is a linear scaling
with capacitor area. As such, the data presented provide a pathway to sub-ns switching for
capacitor areas of ≤ 5 µm2 for LBFO.
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Figure 2.8 (previous page): From [26]. a. XRD Theta-2 theta scans of BiFeO3 and
Bi0.85La0.15FeO3 films deposited on single-crystal substrate DSO (110)O. b. P-E hysteresis
loops for BiFeO3 and Bi0.85La0.15FeO3 films. Recipical sapce mappings for c. BiFeO3 and d.
Bi0.85La0.15FeO3 films thin films in the (203)pc diffraction condition. From the XRD data,
the LBFO and BFO do not show a clear difference in terms of crystallinity.

I developed a scheme to compare switching times across materials and device sizes. By
re-scaling the extracted switching time (90% of switched polarization saturation) as: ts →
ts × tFE/(AR) where tFE, A, and R are the thickness of the ferroelectric, device area, and
external resistance, respectively, (Fig. 2.1a) I can map switching-time data onto families
of curves (plotted as switching time vs. applied electric field), which depend only on the
ferroelectric material (Fig. 2.10). Since the capacitance of the circuit is dominated by
ferroelectric capacitor (Fig. 2.1e) the ratio RA/tFE enters directly into the calculation for
the RC-time of the circuit. I note that in performing the re-scaling (Fig. 2.10), I account for
the extrinsic factors impacting the RC-time of the measurement circuit, revealing dynamics
dependent on material alone. The success of such re-scaling illustrates an effective way
to compare switching speeds across samples and materials where the free-energy landscape
differs.

Figure 2.9: From [26]. Polarization switching transients for (L)BFO capacitors for various
applied fields. Vertical dashed lines show extracted switching time.
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2.2.2 Bound- vs. Free-charge Dynamics

When studying ferroelectric switching, I must account for the charge dynamics of the entire
system, including the measurement circuit and parasitics inside and outside the ferroelectric
capacitor (e.g. leakage current, nonlinear dielectric response, external resistance and capac-
itance, and electrode-ferroelectric interfacial Schottky barriers). The total observed current
(Iobs) is comprised of the sum of displacement and leakage (IL) currents. Displacement cur-
rent has three contributions; ferroelectric switching (IFE), linear dielectric response (ILD),
and non-linear dielectric response (INLD).

Iobs = IL + IFE + ILD + INLD (2.1)

Figure 2.10: From [26]. The top panel shows switching time data for a variety of measure-
ments as a function of applied field. I vary composition, thickness and lateral capacitor size
and find a broad spread in data. Decreasing capacitor size correlates with faster switching
time. In the bottom panel I re-scale switching time as ts → ts × tFE/(AR) and collapse all
data points of a single composition onto a single curve, providing a protocol for comparing
switching times across materials and samples.
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The observed current (Iobs), the displacement current (Idisp = IFE + ILD + INLD), and
the (leakage) current (IL) arising from Schottky barriers [62, 78, 63, 64, 65, 66, 79] at the
metal/ferroelectric interfaces and resistive leakage in the ferroelectric (Fig. 2.1b) are given
by:

Iobs =
Vin − VFE

R
(2.2)

Idisp =
Vin − VFE

R
− IL (2.3)

IL = A
2JS1JS2 sinh

qVFE

2kT

JS1 exp
[
− qVFE

2kT

]
+ JS2 exp

[
qVFE

2kT

] + VFE/RP (2.4)

where R, Vin, VFE, IL, A, q, T , and k are the external resistance, applied voltage, volt-
age across the ferroelectric, current through the back-to-back Schottky diodes with a series
resistance (Fig. 2.1b) [80, 81] and parallel resistor (RP), device area, elementary charge,

temperature, and Boltzmann constant, respectively. JS1,S2 ≡ A∗T 2 exp
[
−−qΦb1, b2

kT

]
, where

A∗ is the Richardson constant, and Φb1, b2 is the Schottky barrier at the interfaces[80, 81].
The simulated (Fig. 2.12) maximum leakage current is ≈ 10µA, similar to the observed
steady state leakage current (Fig. 2.1d) of ≈ 4µA. For a complete list of parameters used
herein, Table 2.1. The charge on the ferroelectric capacitor (Qcap) is given by:

Qcap = A(ϵ0ϵrEFE + P ) (2.5)

where EFE, ϵ0, ϵr, and P , are the electric field across the ferroelectric, vacuum dielectric
constant, relative permittivity, and average ferroelectric polarization, respectively.

Combining Eqs. 2.2 - 2.5, I find:

dQobs

dt
=

1

R

[
Vin −

tFE (Qcap/A− P )

ϵ0ϵr

]
(2.6)

dQcap

dt
=

1

R

[
Vin −

tFE (Qcap/A− P )

ϵ0ϵr

]
− IL (2.7)

In the limit IL → 0, Eq. 2.6, 2.7 reduce to Eq. 4 of [23].
Polarization reversal in ferroelectrics has been successfully described by a nucleation and

growth model [82, 83, 24, 55] where domain-wall motion determines switching speed. Thus,
domain-wall velocity is of the utmost importance in this process. In his seminal work on
polarization reversal, Merz found the domain-wall velocity (u) to be empirically described
by [53, 69]:

u = u0e
−α/EFE (2.8)

where u0, α, EFE, are the domain-wall velocity at infinite applied field, the activation field
(related to the double-well structure of the Landau free-energy landscape), and the electric-
field across the ferroelectric, respectively. Merz’ law has been used since its conception, and
it is commonly found that the activation field is ≈ 10Ec where Ec is the coercive field [84].
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Merz’ law provides a framework to describe the average polarization dynamics of the
film. I assume nucleation and growth of cylindrical domains (Fig. 2.12a), yielding the rate
of change of polarization:

dP

dt
(t) = 2πnr(t)u(t)Psw = 2πnu(t)Psw

∫ t

0

u(t′)dt′ (2.9)

where n, r(t) =
∫ t

0
u(t′)dt′, u(t), Psw are the areal density of nucleated domains, instan-

taneous domain radius, instantaneous domain-wall velocity, and switchable polarization,
respectively. Eqs. 2.6-2.9 define a system of equations which are simultaneously solved nu-
merically, yielding polarization, observed current, domain-wall velocity, and voltage across
the ferroelectric as a function of time. I approximate the relative permittivity as constant
[76] for the present simulations. Increased leakage current will slow polarization reversal as
the voltage across the ferroelectric will be reduced. Here, the observed leakage current is ≥ 4
orders of magnitude smaller than displacement current (Fig. 2.1), and thus contributes only
a small (∼ mV) change in voltage. I compare (Fig. 2.11) resistive versus Schottky emission
leakage current and show that even for reduced parallel resistances the effect on switching
polarization is minimal in macroscopic device structures.

The model reveals a transient voltage profile across the ferroelectric (Fig. 2.12b) where
the voltage across the device reduces during switching. This effect has been observed before,
is known to stem from the negative curvature of the double well potential near the zero of po-
larization, and is sometimes referred to in the literature as “transient negative-capacitance”,
where, during switching, the voltage across the ferroelectric transiently decreases despite an
increase in current (recall dQ/dt = CdV/dt, so C < 0) [23, 85, 86, 87]. Here, I further explore
the origins of such a temporal voltage profile and discuss the implications for ferroelectric
switching. The physical origin of the time-dependent voltage and domain-wall velocity profile
(Fig. 2.12b) can be explained as a competition between free- and bound-charge dynamics.

Two dynamical timescales play an essential role in ferroelectric switching of capacitor
structures. The first is the polarization (bound-charge) dynamics (here modeled as nucleation
and growth within the context of Merz’ law), while the second is RC-limited movement of
free-charge in the measurement circuit.

The key equation linking free-charge on the ferroelectric capacitor, voltage across the
ferroelectric and average ferroelectric polarization is given by Eq. 2.5 (for simplicity I ignore
leakage current at present). The rate of change of charge on the ferroelectric capacitor is
described by Eq. 2.7

dQcap

dt
=

1

R
[Vin − tFEEFE] (2.10)

which precisely describes free charge dynamics in a normal RC-circuit. The rate of change
of the average polarization of the ferroelectric is given by:

dP

dt
(t) = 2πnr(t)u(t)Psw = Kru (2.11)
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Figure 2.11: From [26]. Effect of leakage current. Top panels show transient voltage (Left)
and domain wall velocity (Right) as a function of time for various leakage mechanisms and
values. As observed, differences in leakage mechanism have little effect on switching. Bottom
panels show domain wall velocity (Left) and leakage current (Right) as a function of electric
field across the ferroelectric during switching for the same leakage mechanisms. Even with
dramatic reduction of parallel resistance (5kΩ) resulting in a dramatic increase in leakage
current (Bottom Right Panel), switching time is not dramatically effected (as observed in
the top panels, Green). Importantly, leakage current will more dramatically affect switching
dynamics at smaller device sizes, higher applied field and lower spontaneous distortions.

which describes growth of cylindrical reverse polarized domains. I have defined a new con-
stant, K ≡ 2πnPsw. Substituting Eq. 2.10 and Eq. 2.11 in to Eq. 2.7 yields

dEFE

dt
=

1

ϵ0ϵr

[
1

RA
(Vin − tFEEFE)−Kru

]
(2.12)

Eq. 2.12 now describes the electric field across the capacitor and includes contributions
from free- and bound-charge. Upon examination of Eq. 5, I find a competition between
the free-charge dynamics ( 1

RA
(Vin− tFEEFE)) and the bound-charge dynamics (Kru), which,

together, determine the rate of change of the electric field. Since domain wall velocity is
a function of electric field (Merz’ law), this competition also feeds back into the process of
polarization switching itself. Initially, when the external switching voltage (Vin) is turned
on, EFE(t = 0) = u(t = 0) = 0. Which means that at t = 0,

dEFE

dt
=

Vin
ϵ0ϵrRA

> 0 (2.13)
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Figure 2.12: From [26]. a. shows a schematic of a single growing (radially) cylindrical domain
with instantaneous radius r(t) and domain-wall velocity u(t) given by Merz’ law. The change
in polarization for many domains, with density n, ∆P , is given for an infinitesimal time-
step ∆t. In b. I show simulated voltage and domain-wall velocity transient profiles during
ferroelectric switching. c. shows measured switching time for 140MV/m applied field in
20nm-thick BFO (points) and simulated switching time (solid line) as a function of area.
The asymptote is that of the “domain growth limit.” d. shows switching time for 14µm
diameter 20nm-thick BFO capacitors (points) and simulated switching time (solid line) as a
function applied field. For a full list of parameters used in the simulation see Table 2.1.

implying voltage across the ferroelectric begins to rise at time t = 0. As voltage across the
ferroelectric builds, domain wall velocity increases and domains grow. If the domain radius
(r) and domain wall velocity (u) satisfy Kru = 1

R
[Vin − tFEEFE] at some time tcritical the
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Parameter Meaning Value
Psw Switchable Polarization 100µC/cm2

T Temperature 300K
tFE Ferroelectric Film Thickness 20nm

Φb1,b2 Schottky Barrier Height .75eV[62, 78]
R External Resistance 250Ω
ϵr Relative Permittivity 100
α Activation Field 2.5× 108V/m[84]
u0 Maximum Domain Wall Velocity 2500m/s
n Density of Nucleated Domains 1× 1014 m−2

Table 2.1: From [26]. List of Parameters used for simulated data.

voltage across the ferroelectric (and domain wall velocity) reach a maximum. Then (t >
tcritical), the voltage across the ferroelectric (and therefore domain wall velocity) decreases
monotonically until switching completes. To see this explicitly, I search for extrema of EFE(t)
by setting its first time derivative to zero:

dEFE

dt
=

1

ϵ0ϵr

[
1

RA
(Vin − tFEEFE)−Kru

]
= 0 (2.14)

which gives the condition for a extremum:

Kru =
1

RA
[Vin − tFEEFE] (2.15)

relating the free- and bound-charge dynamics. Recalling that domain wall velocity (Merz’
law) is given by Eq. 2.8, taking the derivative, I find:

du

dt
= u0e

−α/EFE
α

E2
FE

dEFE

dt
= u

α

E2
FE

dEFE

dt
(2.16)

thus, in search of extrema, when the rate of change of the electric field (dEFE

dt
) is zero, so is

the acceleration (du
dt
) of the domain wall.

dEFE

dt
= 0 =⇒ du

dt
= 0 (2.17)

Peak in domain wall velocity during switching: To determine whether extrema are max-
ima or minima, I examine the second time derivative (when dEFE

dt
= 0)

d2EFE

dt2
=

1

ϵ0ϵr

[
− tFE
RA�

�
��dEFE

dt
−K

(
u2 + r

�
�
�du

dt

)]
= − K

ϵ0ϵr
u2 ≤ 0 (2.18)
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which means that any extrema must be a maximum (second time derivative is < 0), or u = 0.
In the case that u = 0 and dEFE

dt
= 0 this is a trivial solution with no dynamics. Notably,

at t = 0, u = 0 but dEFE

dt
(t = 0) ̸= 0, producing non-trivial evolution. Since extrema

in electric field (domain wall velocity) can only be maxima, once a maximum is reached,
the electric field (domain wall velocity) will decrease monotonically until switching stalls or
completes (Fig. 2.12b). Physically, a peak in electric field (domain wall velocity) can occur
only once, because after such a peak, the radii of growing domains are sufficiently large that
any change in free-charge, which would otherwise transiently increase the voltage across the
ferroelectric, will coincide with a sufficiently high change in polarization which will negate
the voltage increase. When switching completes as in Fig. 2.12b, the domain wall velocity
drops to zero, and the voltage across the capacitor follows a transient RC-curve charging to
Vin (assuming no leakage current). In Fig. 2.13, I show the effect of reducing the switchable
polarization (Psw) on the transient voltage (EFEtFE) and domain wall velocity (u) profile. As
observed, a low switchable polarization results in little deviation in voltage from a normal
RC-curve. This is contrast to a large switchable polarization which dramatically deforms
the transient voltage profile. These observations can be understood within the context of
a negative feedback loop, where, during the polarization switching process, rapidly growing
domains (switching bound-charge) act to lower the voltage across the device. This lower
voltage across the ferroelectric results in slower domain wall velocities and extends switching
time.

As seen in Fig. 2.13, electric field (and domain wall velocity) does not have to reach
a maximum during switching if complete switching occurs rapidly with minimal deviation
in electric field from an RC-curve. I explore this scenario quantitatively. In order for no
transient peak in electric field (domain wall velocity) to occur, I require that dEFE

dt
> 0 for

all time during switching. This is satisfied if

Kru <
1

RA
[Vin − tFEEFE] (2.19)

The radii of growing domains, the domain wall velocity and the electric field are all time
dependent and coupled, so there is not an analytical solution to this inequality. However,
I can explore an important limiting case. The radius of growing domains can be no larger
than one half of the distance between adjacent nucleation sites (otherwise switching would
be complete): rmax = 1/(2

√
n) so, Kru ≤ Krmaxu and, substituting in the definition of K,

=⇒ Kru ≤ π
√
nPswu. Thus in order for no maximum to occur in electric field (domain

wall velocity) during ferroelectric switching, a sufficient condition is:

Kru ≤ π
√
nPswu <

1

RA
[Vin − tFEEFE] =⇒ u <

Vin − tFEEFE

RAπPsw

√
n

(2.20)

substituting in Merz’ law for the domain wall velocity, I find the condition:

u0e
−α/EFE <

Vin − tFEEFE

RAπPsw

√
n

(2.21)
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I plot Eq. 2.21 in Fig. 2.14 and observe two regions. If, during the course of the ferroelectric
switching event, the electric field across the capacitor stays in region I, there will be no
maximum in electric field (domain wall velocity) in time domain. However, if, during the
switching event, the electric field increases sufficiently to cross from region I into region
II, I will observe a maximum in electric field (domain wall velocity) and then subsequent
monotonic reduction in electric field (domain wall velocity) at times after which the maximum
occurred. As can be observed upon examination of Eq. 2.21, one way to extend region I
to higher electric fields is by decreasing the switchable polarization, and indeed as shown
in Fig. 2.13, upon lowering the switchable polarization, I are able to get rid of the peak in
voltage across the ferroelectric (domain wall velocity) during switching.

Role of switchable polarization magnitude: This model further explains (in addition to
the lowering of the activation energy, as described in Section 2.2.1) the decrease in switching
time observed with decreased spontaneous distortion (Fig. 2.10). As voltage across the
ferroelectric, polarization, and domain wall velocity are all intimately linked by Eq. 1, a lower
switchable polarization will result in smaller deviations from normal dielectric capacitive
charging and correspondingly, less significant reductions in domain wall velocity, i.e. faster
switching.

As a final illustrative example, consider a 14µm diameter BFO capacitor with assumed
switchable polarization of 100µC/cm2, which yields approximately 150pC of bound-charge.
If I assume such a device (ignoring momentarily the ferroelectric nature) has a capacitance of
20pF, an applied voltage of 5V produces only 100pC of free charge on the metallic electrodes.
Since the free- and bound-charges have similar magnitudes, a change in the polarization can
dramatically effect the voltage across the device.
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Figure 2.13 (previous page): From [26]. Simulation: effect of lowering switchable polarization
on voltage (solid lines, left y-axis) and domain wall velocity (dashed lines, right y-axis)
transient profiles. Once switching completes, velocity drops abruptly to zero and voltage
follows an RC-charging curve. For higher switchable polarizations the voltage profile exhibits
larger deviations from an RC-curve during switching. At low switchable polarizations, the
voltage curve (Solid Pink) shows little deviation from a true RC-curve (Light Green) and
I observe no peak in domain wall velocity during switching. Notably, the peak observed
occurs when switching completes.

2.2.3 Intrinsic vs. Extrinsic Limits

Based on my model, I can extract the area and field dependence of the switching time
(Fig. 2.12c, d). For fixed capacitor dimensions, this model is in close agreement with the
experimental data of the field dependence of the switching time (Fig. 2.12d). The areal
scaling is consistent with the experimental data (Fig. 2.12c, Fig. 2.5c); however for smaller
device sizes, I begin to observe asymptotic behavior (similar to the PNZT data Fig. 2.5c).
A likely origin of the asymptote in areal scaling is the rise time of the measurement circuit
(which includes parasitics) and the device under study. This sets an “extrinsic” limit to
switching speed whereby the switching cannot occur faster than the stimulus. When the
parasitics of the circuit do not limit switching, the asymptotic behavior can arise due to an
intrinsic “domain-growth limit”, defined as the time it takes for adjacent growing domains
to coalesce at maximum velocity (i.e., ∼ u0/

√
n). A final possibility is “intrinsic” switching

whereby nucleation and growth is no longer the switching mechanism. This would occur at
very small thicknesses or lateral device sizes, likely on the order of the critical nucleus size
[55] or in systems in which nucleation and growth can be sufficiently suppressed.

PNZT data deviation from Linear: The PNZT data was obtained on a fully integrated,
chip mounted device, driven with a photoconductive switch for pulse application[58]. This
significantly reduces the parasitics which set the “extrinsic” dynamical timescales in conven-
tional probe-based setups. One explanation for the deviation observed is an approach toward
intrinsic “domain growth limit” switching, where I are seeing the beginnings of asymptotic
behavior. As detailed above, this is likely to occur as the spontaneous distortion of the PNZT
sample is sufficiently small that the voltage across the ferroelectric deviates only slightly from
the normal (RC-) charging curve, resulting in very high domain wall velocities.

As a final demonstration of an approach to intrinsic switching, I used free energy land-
scape engineering, in combination with improved film quality and area scaling to achieve
sub-ns switching in LBFO, as observed in Fig. 2.15. The measurable charge decreases with
capacitor area, making measurement of ever smaller capacitors (a requirement for further re-
ductions in free-charge dynamical timescales) increasingly difficult. Nonetheless, this result
indicates that I have a viable pathway to observing switching at least on the time-scale of
the rise time of the pulse generator. The most straightforward way to go beyond that limit,
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and, hopefully, approach limits set by the intrinsic physics of the ferroelectric, may be to use
ultra-low coercivity ferroelectrics and “over-drive” the system i.e., apply an exceptionally
large voltage pulse5 such that the time to reach an appreciable fraction of the activation
energy is in fact lower than the rise time of the circuit. It will be, of course, difficult to
definitively say that any asymptotic behavior observed in such an experiment is the result
of intrinsic physics, unless the observed switching time is unequivocally lower than the rise
time of the pulse. The implications of this work are significant for computing applications.
In order to compete with current CMOS technology, any ferroelectric-based technology must
be capable of operating at timescales below 1ns[2], a feat which I have already demonstrated
here.

Figure 2.14: From [26]. Determining whether or not a peak in voltage across the ferroelectric
(domain wall velocity) will occur during ferroelectric switching. If the electric field during
switching stays in region I, no peak will occur, if the electric field crosses into region II, a
peak will occur.

In summary, I present direct measurements of the polarization switching dynamics in the
(L)BFO model system. My experimental measurements show a clear pathway to studying
ferroelectric switching on timescales approaching that set by the intrinsic physics of the ma-
terial. My model accurately predicts the scaling observed experimentally and presents an
possible avenue to explain the wide disparity in switching times reported in the literature.
Intrinsic ferroelectric switching, and mechanisms pertaining to that process, are convoluted

5By using ultra-low coercivity films, “exceptionally large” may be only a few volts
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in current switching experiments by the competition between free- and bound-charge dy-
namical timescales. Careful consideration of the free- and bound-charge dynamics within
the framework of the measurement circuit might explain why different measurements have
yielded dramatically different results. While device scaling offers a viable pathway to sub-ns
switching, it remains an important question to address the limits of such scaling, which will
provide vital insight into intrinsic ferroelectric switching speeds and mechanisms.

Figure 2.15: Sub-ns switching in LBFO 4µm diameter capacitor.

2.3 Ultra-low coercivity BaTiO3

In this section, I turn to BaTiO3 (BTO) as a means of further probing the limits on switching
of ferroelectric capacitors and extending my results to a well-studied system which yields
additional tunability in the free energy landscape. BTO is a prototype ferroelectric, and in
its single-crystal form ferroelectric switching can be accomplished with small fields (coercive
field ≈ 1kV/cm) and energy densities (∼ 0.1J/cm3), while maintaining a relatively large
remanent polarization (≈ 26µC/cm2)[88]. It is also a chemically simple, environmentally
benign, and robust ferroelectric which must be in the conversation as a candidate material
for novel low-voltage, non-volatile, ferroelectric-based devices. BTO, unlike BFO, is not a
magnetoelectric multiferroic, and, in the context of this dissertation, serves as an import
reference material, helping to build a holistic picture of ferroelectric switching dynamics.
The ferroelectric properties of BTO thin films have exhibited large variations and deviations
from the values measured in single crystals, including: larger coercive fields [88, 89, 90, 91,
92, 93], increased switching energies and diminished remanent polarization [94, 95, 96, 97,
98].

Here, we synthesize high-quality, epitaxial BTO films[99] via pulsed-laser deposition and
demonstrate ferroelectric properties that approach those of BTO single crystals. Structural,
chemical, and device fabrication requirements reveal important metrics (see [99] for complete
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details) that inform researchers how to achieve this “idealized” performance with the produc-
tion of structurally ideal films having a direct and strong correlation to the best performance.
Subsequent thickness-scaling studies produce films (<50nm in thickness) which exhibit the
desired coercive voltages (<100mV) and fields (<10 kV cm−1 ) sought for future applications
[3]. While further reducing the film thickness reduces the coercive voltage, it does so at the
expense of the remanent polarization. The important role of depolarization fields is evident
in these model films (a topic discussed in detail in Chapter 4). The depolarization fields,
however, have the fortunate consequence that they suppress the coercive field, thereby lower
switching energy and enhancing switching speed. I observe switching times as short as ≈2
ns observed in 25-nm thick films with 5-µm-diameter capacitors and lateral scaling studies
reveal a route to sub-nanosecond switching in devices as large as 10 µm2.

Figure 2.16: Used with permission from [99]. Switching dynamics studies on BaTiO3 thin
films grown at 60mTorr. a. Polarization transient curves as a function of applied field,
measured on 5-µm-diameter circular capacitors. b. Extracted characteristic switching time
as a function of applied electric field on 5-µm-diameter circular capacitors for 25nm-thick
BTO, 20-nm-thick BFO, and 20-nm-thick Bi0.85La0.15FeO3 films. The dashed curves are fits
to Merz’ law. c. Comparison of characteristic switching time between 25-nm-thick BTO
films and other common ferroelectric thin films, as in Fig. 2.5. The dashed lines are linear
fits to the data. The orange star is the projected capacitor area at which sub-ns switching
time can be achieved with these BTO films.

As observed in Fig. 2.16, these near-bulk-like BTO films exhibit exceptional switching
properties. The essential physics is captured in Fig. 2.16b,c (which can be compared to,
and includes data from, Fig. 2.5 for BFO). I see the emergence of a family of curves (both
as a function of electric field and area) for switching times, where a single curve corresponds
to a single combination of spontaneous polarization and free energy landscape. Further, the
BTO data shows the broad applicability of the area scaling and interplay between free- and
bound-charge, discussed above. From a plot of switching time versus area, one can derive a
meaningful comparison across material systems. From an applied, device design viewpoint,
the same plot allows one to estimate the geometry required to reach a desired timescale (for
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a given applied field). Finally, deviation from linear scaling allows one to study the ultimate
limits on switching (both intrinsic and extrinsic).

2.4 On-going work

There are a number of on-going/future work projects that aim to study ferroelectric switch-
ing. One approach is to further manipulate the free-energy landscape, and/or switching
mechanism. I will discuss one such pathway, i.e., tuning mechanical boundary conditions,
in Chapter 3. Other projects include further area scaling, by fabricating devices below 1µm
in diameter. The signal to noise ratio is expected to decrease, where smaller areas result in
smaller ferroelectric displacement currents. In order to increase the signal, we have consid-
ered using arrays of small capacitors, though this will introduce additional capacitance to
the measurement circuit (slowing down the measurement speed). An alternative is to use an
amplifying circuit, though such an amplifier must be capable of accessing timescales signif-
icantly faster than 1ns. This can be a challenge, though one option is to use an avalanche
diode. Improved pulse generation, with faster rise times (≤ 50ps), will also assist in accessing
switching near intrinsic limits. I will discuss such experiments in greater detail in Chapter
6, Section 6.2

Other on-going work is predicated on observing, in real-time, the ferroelastic switching
pathway (Fig. 1.8) in BFO. Such a measurement would enable studies of factors impacting
the switching pathway (i.e., strain), and have important implications for the switching of
magnetic order (Fig. 1.7). I provide preliminary results for such an experiment, using
time-resolved second-harmonic-generation, in Chapter 6, Section 6.2.1.2.
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Chapter 3

The Role of Lattice Dynamics in
Ferroelectric Switching

In Chapter 2, I discussed the interplay between free- and bound-charge dynamics and re-
vealed a pathway to studying ferroelectric switching dynamics on intrinsic timescales. Even
in macroscopic device structures, where free charge in the measurement circuit can convo-
lute absolute switching times, I showed how fair comparisons can be made across material
systems, specifically how tuning the free energy landscape with chemical substitution (or by
choice of material, i.e., BFO versus BTO) can lower the activation energy of polarization
switching, and how this is measured in switching studies. The coupling between charge and
lattice degrees of freedom is a key feature of ferroelectricity. The nucleation and growth
mechanism of polarization reversal is widely believed to be intrinsically limited by acoustic
phonons, which mitigate domain wall motion. For films grown epitaxially on a substrate,
the substrate will undoubtedly modify the phonons of the thin-film, altering their energetics
and dispersion characteristics. These considerations are especially pertinent to thin film ge-
ometries where the film is a fraction of the thickness of the substrate on which it is grown.
The requirement of lattice deformation accompanying ferroelectric switching, and the conti-
nuity of such deformation at the ferroelectric/substrate interface means that the substrate
can impose mechanical boundary conditions that act to inhibit, or otherwise alter ferroelec-
tric switching by “clamping” the film, and resisting structural deformation associated with
ferroelectric switching. This can be a dynamic process, whereby the lattice dynamics of
the substrate can influence, or in fact, dictate, the ferroelectric switching dynamics of the
film. Additionally, consider BFO, which undergoes both ferroelectric and antiferrodistortive
(oxygen-octahedral tilts) structural phase transitions. A perovskite substrate that does not
contain any oxygen-octahedral tilts will probably soften (and reduce the equilibrium ampli-
tude of) the O6 tilts of a BFO film, which will in turn impact ferroelectric switching via
coupling between antiferrodistortive and ferroelectric order parameters through the lattice.
In contrast, a perovskite substrate presenting rigid oxygen octahedral tilts may harden the
corresponding phonons of the film, and may act as a “built-in field” of sorts for the BFO tilts;
this will most likely result in slower switching, and potentially even modify the switching
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pathway. In this chapter I discuss charge-lattice coupling at length and reveal how dynamic
coupling between order parameters in multiferroic BFO and ferroelectric BTO manifests
both energetically and dynamically. Notably, I address dynamic coupling between ferroelec-
tric and antiferrodistortive order in BFO, which has strong implications (see Chapter 1) for
switching of magnetic order in the system.

Even if we restrict ourselves to simple considerations – ignoring subtle effects related to
phonon dynamics and their interplay with polarization and strains – it is clear that this
is an exceedingly difficult problem. As such, I devise a tractable set of theoretical calcula-
tions and experiments that aims to answer a question that addresses how lattice dynamics
influence polarization reversal, namely, what is the role of the substrate in influencing fer-
roelectric switching? I begin by considering the clamping effect, or resistance to structural
deformation, which imposes an additional energy barrier that must be overcome to induce
switching in films constrained to a substrate. Such an enhanced energy barrier can be under-
stood as a coupling between the dynamic lattice strain and the primary order parameters in
the system, which manifests itself both in the energy required to switch the state (coercive
field) as well as in the switching time (both nucleation and growth regimes of polariza-
tion reversal). Indeed, previous work combining phase-field modeling with in-situ biasing
transmission electron microscopy to study mechanical and electrical loading of relaxor fer-
roelectrics has demonstrated the importance of such mechanical constraints in establishing
ferroelastic switching energies [100, 101]. Here, I present a detailed theoretical and experi-
mental analysis of the role of substrate clamping in influencing ferroelectric switching in the
proper ferroelectric/multiferroic, BFO. It is found that by removing the constraints imposed
by mechanical clamping from the substrate I can realize a ∼40% reduction of the switching
voltage and a consequent ∼60% improvement in switching speed. Our findings highlight the
importance of a dynamic clamping process occurring during switching, which impacts strain,
ferroelectric, and antiferrodistortive order parameters and plays a critical role in setting the
energetics and dynamics of ferroelectric switching. In this chapter, I reveal the fundamental
importance of considering all coupled order parameters in the BFO system, and introduce
the notion of “strain + tilt clamping”.

While all thin-film ferroelectrics are subject to clamping constraints from the substrate,
it can play a larger role in inhibiting ferroelastic switching pathways [102, 103]. BFO, which
follows a two-step polarization switching pathway, (consisting of out-of-plane (109◦) and in-
plane (71◦) steps (Fig 3.1c.), with its antiferrodistortive oxygen octahedral tilts following
the ferroelectric polarization [9, 104]) is therefore an ideal candidate for studying the role
of clamping in impacting the switching of coupled primary order parameters. Previous
theoretical works have developed highly successful theories for the equilibrium energetics of
the BFO system, including effects from oxygen octahedral tilting [105, 106], though they
have not addressed how substrate clamping influences such energetics (or dynamics) of the
switching process. I theoretically study varying degrees of clamping, and introduce the
notion of “strain + tilt clamping” where the substrate influences not only the ferroelectric
and strain order parameters, but also, importantly, the oxygen octahedral tilts. I show that
“strain clamping” alone (ignoring the role of the substrate in clamping the antiferrodistortive
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order) is insufficient to explain the changes to the energetics and dynamics of switching in
freestanding vs clamped BFO films, which I observe in our experiments. Interestingly, phase
field calculations reveal that the rotation of the antiferrodistortive order slows the switching
by almost an order of magnitude in comparison to the case where oxygen octahedral tilts are
ignored. Our findings are further complemented by similar measurements in the literature
[107] on thin films of ferroelectric BTO, a prototypical tetragonal ferroelectric, a finding
which highlights how substrate clamping impacts a variety of ferroelectric materials. In the
case of BTO [107] and in the present study, the data reveal a clear impact on the switching
voltage (a measure of the barrier energy) as well as the switching dynamics (as manifested by
changes in the switching time). These observations indicate that the effects from mechanical
clamping by the substrate are broadly applicable to all displacive ferroelectrics. Such an
understanding is essential, as the 100mV switching voltage goal remains a grand challenge
for the field[3, 108].

3.1 Essential background and motivation

A key question is how to quantify the role of the substrate in dictating the switching process
and whether switching can be studied experimentally without the influence of the substrate.
Freestanding ferroelectric membranes have recently emerged as an exciting platform to study
the role of mechanical constraints in ferroelectric systems[109], and here, I attempt to quanti-
tatively address the effect of mechanical clamping by using a combination of thermodynamic
calculations, phase-field simulations, piezoresponse force microscopy, and quasi-static and
dynamic switching measurements on epitaxial, substrate-attached and freestanding versions
of the same thin films (Fig 3.1a.).

3.1.1 Thermodynamic calculations (Landau free energy)

To quantitatively understand the switching-energy landscape with and without substrate
clamping in BFO (Fig. 3.1b.), we modeled the thermodynamic free-energy within the context
of the Landau theory for ferroelectrics [22, 110, 111], using a potential of the form:

f = αijpipj +αijklpipjpkpl + βijθiθj + βijklθiθjθkθl + tijklpipjθkθl +
1

2
Cijkl

(
ϵij − ϵ0ij

) (
ϵkl − ϵ0kl

)
(3.1)

[112]where pi,θi,and ϵij refer to the ferroelectric polarization, ferrodistoritve rotation of the
oxygen octahedra, and strain, respectively, while ϵ0ij = λijklθkθl + Qijklpkpl. We use two
sets of parameters for this Landau potential: a first set directly fitted to first-principles
results (nominally at 0K) and a second one corresponding to the room-temperature Ginzburg-
Landau potential for BFO previously introduced in [112], the latter of which is the same
model used for the phase-field simulations of ferroelectric switching discussed below. The
set of Landau coefficients used presently is summarized in Table 3.1. Guided by previous
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literature[9, 113], we know that upon the application of an out-of-plane electric field, BFO
typically undergoes 180◦ switching via a two-step process (Fig. 3.1c): a 109◦ switch (where
the out-of-plane polarization component reverses together with one in-plane component)
followed by a 71◦ switch (where the remaining in-plane component reverses), or vice versa.
In our thermodynamic analyses, we calculate the free-energy profile associated with the two
switching steps while considering different levels of clamping.

Figure 3.1: From [16]. Role of Clamping. a. Transmission electron microscope (TEM) im-
age of SRO / BFO / SRO heterostructure. b. Schematic highlighting significant mechanical
constraints imposed by the substrate compared with the freestanding film. c. SRO/BFO
interface schematic showing ferrodistortive oxygen octahedra rotations and switching path-
way (109◦ out-of-plane followed by 71◦ in-plane) for BFO films.

The calculations of free-energy profiles are performed by solving the system of equations
∂ϕi

∂t
= −Lϕ

∂f
∂ϕi

[114], where f is defined by Eq. 3.1, ϕi is the order parameter of interest
and Lϕ is the kinetic coefficient describing the rate at which ϕ approaches its equilibrium
value. Since, in these simulations, we are only interested in the equilibrium values of the
order parameters and not the trajectory by which it is reached, we let the system evolve to



CHAPTER 3. THE ROLE OF LATTICE DYNAMICS IN FERROELECTRIC
SWITCHING 52

Parameter Phase Field DFT Unit

α1 (4× 105)(T − 1193) −2.98× 109 Jm/C2

α11 3× 108 1.38× 109 Jm5/C4

α12 1.188× 108 2.06× 109 Jm5/C4

β1 (6× 106)(T − 1198) −4.78× 1010 J/m3/rad2

β11 3.44× 1010 3.89× 1011 J/m3/rad4

β12 6.799× 1010 5.25× 1011 J/m3/rad4

λ11 0.288 0.261 rad−2

λ12 −0.097 −0.125 rad−2

λ44 0.206 −0.825 rad−2

t11 4.532× 109 3.96× 1010 Jm/(C2rad2)
t12 2.266× 109 6.40× 1010 Jm/(C2rad2)
t44 −4.84× 109 −1.16× 1011 Jm/(C2rad2)
C11 2.95× 1011 3.12× 1011 Pa
C12 1.18× 1011 1.24× 1011 Pa
C44 0.74× 1011 0.78× 1011 Pa
Q11 0.0603 0.0572 m4/C2

Q21 −0.0111 −0.0143 m4/C2

Q44 0.0176 0.0703 m4/C2

Table 3.1: From [16]. BFO Landau potential coefficients.

equilibrium for each set of conditions before obtaining the relevant order parameter values
and energies.

We perform the calculations of the free-energy profiles for the polarization switching
path in which 109◦ out-of-plane switch (Py and Pz polarization components are reversed) is
followed by the 71◦ in-plane switch (Px component is reversed). This path is chosen based
on PFM experiments on BFO/SRO heterostructures previously reported [9], in which the
initial polarization switching event follows the aforementioned step sequence. In the following
description of the simulation details, I will only discuss the 109◦ out-of-plane switch, though
the same considerations can be applied to 71◦ in-plane switch.

For the freestanding BiFeO3 membrane we assume that during the polarization switching
process all order parameters can freely evolve and adapt to the instantaneous values of the
switching polarization components. For example, for 109◦ out-of-plane switch, at each value
of Py=-Pz between -0.7 and 0.7 C/m2, we allow Px as well as of all the components of θ and
the strain tensor, to evolve to their preferred values as dictated by ∂ϕi

∂t
= −Lϕ

∂f
∂ϕi

. Then, we
use the relaxed values of P, θ and strain to compute the energy of the system, at each step
of the switch. The evolution of all order parameters with varied Py is shown in Fig. 3.2.

In the simulations of the films clamped by the substrate, we consider three possible
clamping effects. First, we assume that the substrate clamps only ϵ11, ϵ22, and ϵ12 compo-
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nents of the strain tensor (“strain clamping” case). To reflect this in our simulations, we fix
ϵ11, ϵ22, and ϵ12 to their equilibrium values corresponding to the initial direction of the po-
larization and to the considered set of model parameters (either DFT or phase-field). Then,
for 109◦ out-of-plane switch we vary Py=-Pz components of the polarization between -0.7
and 0.7 C/m2 and for each Py value we optimize Px, θx, θy, θz as well as the unclamped
components of the strain tensor. The evolution of the order parameters with varying Py is
presented in Fig. 3.2 together with that of freestanding case, where the system has no such
constraints and is free to evolve.

Figure 3.2: From [16]. Evolution of the polarization, octahedral tilts and strain tensor
components during the 109◦ polarization switching. The curves denoted as “clamped” cor-
respond to the strain clamping case (ϵ11, ϵ22, and ϵ12) are fixed to their equilibrium values
corresponding to the initial direction of the polarization while all the other order parameters
are allowed to relax.)
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Next, we consider the possibility that the presence of the substrate can have an addi-
tional clamping effect on other order parameters, such as O6 octahedral tilts (“strain + tilt
clamping”). In particular, we study two cases, to which we refer in the following as “weak
strain+tilt clamping” and “strong strain + tilt clamping”. In the case of weak strain+tilt
clamping, in addition to ϵ11, ϵ22, and ϵ12, we fix the non-switching components of polariza-
tion and tilts (e.g., Px and θx for 109◦ out-of-plane switch) to their initial equilibrium values.
Then, we vary Py=-Pz components and for each considered Py value we optimize θy, θz as
well as the remaining components of the strain tensor ϵ33, ϵ13, and ϵ23. The evolution of all
order parameters with Py is presented in Fig. 3.3. To simulate the case of strong strain+tilt
clamping, we first identify the equilibrium values of all order parameters for both sets of the
Landau potential coefficients (DFT and phase-field). Then, we vary Py=-Pz and θy = −θz
between their equilibrium values corresponding to up and down polarization directions while
we keep Px, θx, as well asϵ11, ϵ22, and ϵ12 fixed to their initial values. For each value of Py and
θy we relax the unclamped components of the strain tensor ϵ33, ϵ13, and ϵ23. The evolution
of the order parameters is shown in Fig. 3.3.

The results of this effort are effective double well potentials for ferroelectric switching in
BFO, which account for varied mechanical boundary conditions imposed by the substrate.
This provides a good intuitive picture that summarizes the dynamic coupling between charge
and lattice order parameters in a digestable (energy-based) way for comparison with exper-
iment.

3.1.2 Experimental realization (Freestanding membranes)

To experimentally study the effect of clamping imposed by the substrate, we employ recent
advances in chemically assisted lift-off techniques to produce freestanding BFO (and later,
BTO) layers. Such techniques are rapidly emerging as an approach for tuning the lattice dis-
tortion and strain in ferroelectrics[107, 115, 116, 117, 118, 119]. Several sacrificial layers have
been developed, such as water soluble Sr3Al2O6[117], acid solution soluble La0.67Sr0.33MnO3

(LSMO)[107], and graphene for mechanical exfoliation[118], leading to freestanding ferro-
electric films down to the monolayer limit[109], as well as integration of single-crystalline
membranes[118], and flexible layers with super-elasticity[119]. We demonstrate that quanti-
tatively different features are obtained in freestanding BFO membranes versus their clamped
counterparts, both in quasistatic measurements of the energetics (coercive field from hystere-
sis measurements) and dynamical measurements (pulsed switching studies) of the switching
process.

Two types of samples were employed for this study. The first type, henceforth referred
to as “clamped”, is a Pt (20 nm)/SrRuO3 (SRO 30 nm)/BFO(x nm)/SRO(30 nm), (where
x ranges from 12.5 nm to 100 nm) heterostructure (Fig. 3.1a.) epitaxially grown via pulsed-
laser deposition (PLD) on SrTiO3 (STO)[001] substrates. The second sample type, hence-
forth referred to as a “membrane”, is a Pt/SRO/BFO/SRO/LSMO stack, that has been
subsequently released from the STO[001] substrate by etching the LSMO layer (Fig. 3.4a.)
[107] to completely lift-off the Pt/SRO/BFO/SRO stack from the STO substrate. A sup-
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portive PDMS layer is used to then transfer the stack to a Pt/Si (001) substrate. We use an
etch rate of ∼1 nm/hour to dissolve the LSMO layer in order to avoid deformation or dam-
age of the Pt/SRO/BFO/SRO heterostructure during lift-off. To verify a successful transfer,
we measured via atomic force microscopy (AFM) the surface roughness of the initial film
and that of the transferred freestanding membrane. Typical measurements are shown (Fig.
3.4b,c), yielding a surface roughness of 223 pm and 406 pm, respectively, indicating that the
high-quality samples can be maintained during this process.

Figure 3.3: From [16]. Evolution of the polarization, octahedral tilts and strain tensor com-
ponents during the 109◦ polarization switching. The curves denoted as “clamped” correspond
to the “weak strain + tilt clamping” case (non-switching components of polarization and
tilts (Px and θx) as well as ϵ11, ϵ22, and ϵ12 components of the strain tensor are fixed to their
initial equilibrium values. For each value of Py only θy, θz and the unclamped components
of strain tensor are allowed to relax).)
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Film Growth The oxide heterostructures BFO/SRO/LSMO or SRO/BFO/SRO/LSMO
were grown on single-crystalline (001) STO substrate by pulsed laser deposition at 650-720◦C
with focused laser fluence ∼1.2 J cm−2 in 100-160 mTorr oxygen pressure and cooled down
to room temperature in 400 Torr oxygen pressure. To protect the film during the lift-off
process, a 20-nm Pt layer was deposited on top of the SRO or BFO layer by magnetron
sputtering. The top SRO layer was patterned into circular top electrode and the bottom
SRO layer served as a bottom electrode for ferroelectric switching testing.

Lift-off process PDMS stamps were cut into 8 mm x 8 mm x 1.5 mm from a commer-
cial specimen (Gelfilm from Gelpal). Then they were stacked tightly onto the film. After
floating the PDMS/films in an etching solution (low-concentration HCl solution (0.3 vol %)
mixed with 0.1 mol mL-1 potassium iodide) for several hours, the LSMO dissolved to lift the
freestanding film off STO substrate, which were subsequently washed with deionized water
and dried with N2 gas. The samples were then transferred onto Si/Pt substrate. The entire
stack was annealed at 110◦C for 30 min to promote adhesion at the film/new substrate inter-
face. After cooling to 70◦C and peeling off the PDMS stamp with tweezers, the transferred
membrane on Si/Pt substrate was obtained.

3.1.3 Phase field calculations

The phase-field model used here is an extension to previous models for bulk and epitaxial
thin film simulations[22, 112, 21, 120, 121, 122] in which we use the spontaneous polarization
p = (p1, p2, p3) and oxygen octahedral tilt θ = (θ1, θ2, θ3) as the order parameters . A
temporal evolution of the order parameters can be obtained by solving the time-dependent
Ginzburg-Landau equation [123, 124]:

∂pi
∂t

= −Lpi

δFtot

δpi
, i ∈ [1, 2, 3] (3.2)

∂θi
∂t

= −Lθi

δFtot

δθi
, i ∈ [1, 2, 3] (3.3)

in which Lp and Lθ are the kinetic coefficients, t is time, Ftot is the total free energy of
BFO membrane. Owing to the lack of experimental data to which to fit Lp and Lθ (which
requires studies on intrinsic timescales), we set both Lp and Lθ to be 1 after normalizing all
coefficients to unitless values. By doing this normalization, our “timestep” is meaningless
as an absolute time, though comparisons between material systems i.e., between the BFO
membrane and clamped film, are valid. The expression for the total free energy is,

Ftot =

∫
(fLandau + fgrad + felec + felast) dV (3.4)

where

fLandau = αijpipj + αijklpipjpkpl + βijθiθj + βijklθiθjθkθl + tijklpipjθkθl (3.5)
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represents the local free energy density, which includes the landau energyfor polarization,
oxygen octahedral tilt and the coupling terms.

Figure 3.4: From [16]. Growth, transfer, and characterization of freestanding BFO mem-
branes. a., Schematic of the SRO / BFO / SRO / LSMO / STO heterostructure growth,
freestanding membrane release and transfer. AFM images of the BFO film (b.) and free-
standing membrane (c.) with thickness of 35nm. The roughness is 223 pm and 406 pm,
respectively.

fgrad =
1

2
gijklpi,jpk,l +

1

2
κijklθi,jθk,l (3.6)

represents the gradient energy, which includes the gradient energy for both polarization
and oxygen octahedral tilt. All equations with repeating subscripts follow the Einstein
summation notation, and the comma in subscript means spatial differentiation, e.g., p(i,j) =
∂pi
∂xj

.
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felec = −
ϵ0ϵ

b
ij

2
EiEj − Eipi (3.7)

is the electrostatic energy, where ϵbij is the background dielectric constant, Ei is the electric
field obtained by solving the electrostatic equilibrium equation

ϵ0

(
ϵb11
∂2ϕ

∂x21
+ ϵb22

∂2ϕ

∂x22
+ ϵb33

∂2ϕ

∂x23

)
=
∂p1
∂x1

+
∂p2
∂x2

+
∂p3
∂x4

(3.8)

ϕ is the electrical potential, and

felast =
1

2
Cijkl(ϵij − ϵ0ij)(ϵkl − ϵ0kl) (3.9)

is the elastic energy, in which ϵij is the total strain distribution obtained by solving the
mechanical equilibrium equation σ(ij,j) = 0, σij = Cijkl(ϵij − ϵ0ij), and the eigenstrain is
connected to the order parameters ϵ0ij = λijklθkθl + Qijklpkpl. There are two differences
between our free-standing film and our epitaxial thin film model[112], both of which pertain
to solving for the mechanical equilibrium state. First, the clamped thin film has a fixed
displacement bottom and traction-free top surfaces, while for the free-standing film, both the
top and bottom surfaces are set as traction-free boundaries. Second, the in-plane macroscopic
strain in clamped thin films is controlled by the misfit of the substrate, while for the free-
standing film, the in-plane macroscopic strain is set to be the average eigenstrain (calculated
from the current order parameter distribution) since overall the free-standing film is in a
stress-free state. Refer to Table 3.1 for a full list of parameters used.

Phase field calculations, as those just described, yield a variety of important results for
comparison to experiment. First off, phase field calculations can be used to obtain equilib-
rium domain structures, which can be directly compared to PFM imaging. Importantly, such
calculations allow us to calculate the energy for different switching pathways, as in Section
3.1.1. By breaking down the energy into contributions from various sources (Landau, fer-
roelastic, etc.), we also have unprecendented insight into how each energy term contributes
relative to other energy scales. Finally, we can also evolve the system in time and see how
each energy scale contributes, not only in equilibrium, but in time domain. In these ways,
phase-field simulations offer an excellent means of interrogating the physical origin behind
the observed (experimental) data.

3.2 Results

3.2.1 Strain and Strain + Tilt clamping

First, we calculate the case of no clamping, or the “membrane” case. The energy profiles
labeled “membrane” (blue curves in Fig. 3.5) are obtained by continuously varying the
transformed polarization components (P2 and P3 for the 109◦ step, P1 for the 71◦ switch)
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while allowing all other variables (remaining polarization components, tilts and strains) to
adapt to this change. We observe, as expected[9, 102, 104, 113], that the tilts reverse together
with the polarization. This yields the lowest-energy switching paths corresponding to the
experimental case of a free-standing membrane.

Next, we consider the case of the so-called “strain clamping”. In order to separate
clamping effects from the effects of epitaxial misfit strain, we assume the film is thick enough
so that it is fully relaxed to its rhombohedral ground state. The fully relaxed nature of the
film does not, however, mean that it is free to deform; on the contrary, it is still clamped and,
as dictated by the substrate, energetically favors maintaining its original state. To obtain
the free energy profiles labeled “clamped” in Fig. 3.5a(b), 3.5e(f) we vary P2 and P3 for
109◦ switch (P1 component for 71◦ switch) while keeping the strains ϵ11, ϵ22, and ϵ12 fixed to
their equilibrium values corresponding to the initial polarization direction (before the initial
109◦ out-of-plane switch). All the other order parameters are allowed to relax following
the polarization switching process (Section 3.1.1). One can see that strain clamping leads
to slightly increased energy barriers compared to the freestanding case, about 6% for the
109◦ step and 20% for the 71◦ step. Notably, the results obtained for the first-principles
Landau potential (Fig. 3.5a and 3.5b) and the phenomenological model (Fig. 3.5e and
3.5f) are essentially equivalent with regards to the change in activation energy barriers,
highlighting the consistency of both methods. Additional free-energy calculations for the
prototypical ferroelectrics PTO and BTO are presented for clamped and membrane cases
(Fig. 3.6). These calculations, consistent with previous experimental work [107], show
a similar reduction in switching energy for freestanding membranes compared to clamped
films suggesting a broad applicability of the role of strain clamping effects in ferroelectric
switching.

There exist other ways in which the substrate can impact switching, namely by clamping
additional order parameters (such as octahedral tilts) beyond strain. This can arise, for
example, by a mismatch in roto-strictive coefficients between the film, electrode, and sub-
strate. To quantify this effect, we introduce “strain + tilt clamping” (and varying degrees,
i.e., weak vs strong, thereof) and compute the free-energy profiles while imposing additional
constraints on some order parameters in our simulations. In the limiting case of “strong
strain + tilt clamping” (Fig. 3.5g, 3.5h) we fix all non-switching polarization and tilt com-
ponents (as well as ϵ11, ϵ22, and ϵ12) to their equilibrium values corresponding to the initial
polarization direction. Moreover, we do not fully relax the switching tilt components, but
interpolate them between the values corresponding to the minima of the free energy curves.
Only strains ϵ33, ϵ13, and ϵ23 are allowed to relax following the variation of the other order
parameters. One can see that clamping of other degrees of freedom immediately results in a
greater difference between the membrane and clamped cases (about 64% for both the 109◦

and 71◦ steps for the phase-field parameter set). We expect the true clamping effects to lie
between “strain clamped” and “strong strain + tilt clamped” cases, which serve as limiting
cases of clamping effects. To quantify such an intermediary degree of clamping, we consider
a third type of clamping termed “weak strain + tilt clamping.” In this case, (Fig. 3.5b, 3.5c,
3.5g, 3.5h) we fix the non-switching tilt components, but allow switching tilt components
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to adapt freely to the change in polarization. In this case we see a smaller reduction in the
energy barrier upon releasing the film from the substrate, which more accurately describes
our experimental data, discussed below.

Figure 3.5: From [16]. Thermodynamic calculation of switching free energy for BFO. a.
(e.) and b. (f.) show 109◦, out-of-plane, and 71◦, in-plane, switching energy landscapes,
respectively, calculated using Landau coefficients obtained from DFT (used in the phase-field
model) for the strain-clamped and membrane cases. c. (g.) and d. (h.) show 109◦ and
71◦ double well potentials, respectively, calculated using the Landau potential from DFT
(from the phase-field model) for strain + tilt clamped and membrane cases. In all panels,
the “membrane” curves (blue) correspond to a film free of constraints, i.e., all order param-
eters are free to adapt to the switching polarization. To obtain the “clamped” (solid orange
curves) results in panels a., b., e., and f., the in-plane strains are held fixed, modeling the
effect of strain clamping from the substrate. “Clamped (Weak)” (solid orange) curves in c.,
and d., (g., and h.) represent switching potentials derived from DFT parameters (phase-
field parameters), but subject to so-called “weak strain + tilt clamping” constraints, where,
additionally, all non-switching polarization and tilt components are held fixed. “Clamped
(Strong)” (dashed orange) curves in c., and d., (g., and h.) show switching potentials de-
rived from DFT parameters (phase-field parameters), but subject to so-called “strong strain
+ tilt clamping” constraints, where, all the non-switching polarization and ferrodistortive
components are held fixed and the switching components of tilts are linearly interpolated
between the values corresponding to the minima of the free-energy curves. Percentages listed
are reductions in maximum energy barrier for membrane vs. clamped films in each scenario.
Calculations correspond experimentally to the thickest, fully relaxed, films.
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Figure 3.6: From [16]. Clamped vs. Membrane Switching Energy Landscapes for BTO and
PTO. a. and b. show calculated switching energy landscapes for prototypical ferroelectrics
BTO and PTO, respectively, showing energy barrier height reductions of ∼30% in BTO and
∼35% in PTO. Calculations are performed by clamping non-switching order parameters.

3.2.2 Energetics: PFM imaging and ferroelectric hysteresis

As described in Section 3.1.2, we fabricated both clamped and freestanding BFO membranes
for study. The impact of mechanical constraints from the substrate can be observed directly
in PFM imaging of the ferroelectric domain structure before and after release from the
substrate. In-plane and out-of-plane PFM amplitude images for both the clamped BFO
and freestanding membrane (Fig. 3.7b,c, and Fig. 3.8a,b), reveal dramatic differences. The
well-ordered 71◦ stripe domain pattern of BFO in the clamped film evolves into a “blocky”
180◦ domain pattern with a larger domain size in the freestanding membrane. These changes
are also observed in the corresponding in-plane and out-of-plane PFM phase (Fig. 3.8c-f)
images for the clamped film and membrane. Kittel’s law[125] for ferroelectric domains states
that the domain width scales as:

w =

√
σt

U
(3.10)

where σ, t, and U are the domain-wall energy, film thickness, and domain energy, respec-
tively. The domain-wall energy is given by

U = Udip + Ux + Ue (3.11)

where Udip, Ux, Ue are the energy contributions from dipolar interactions (correlation en-
ergy), elastic energy, and depolarization energy, respectively[1]. By releasing the film from
the substrate, we significantly reduce the elastic energy (correspondingly leading to an in-
crease in the domain width), and therefore the electrostatic energy becomes the dominant
energy scale. In order to minimize electrostatic energy, ferroelectric domains typically adopt
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configurations such that ∇ · P ≈ 0 at domain-wall boundaries, and such a condition is sat-
isfied with 180◦ domains in perovskite ferroelectrics[1]. We directly observe this effect here,
highlighting the dominance of electrostatic energy after removal of elastic constraints from
the substrate. It is important to note that the changes in domain structure observed (Fig.
3.7) can be unequivocally attributed to the role of substrate clamping. In both the clamped
and freestanding cases, the SRO layer is the same thickness (30nm), so, while the SRO layer
may play a small role in epitaxially constraining the BFO, its effect is present in both the
clamped and freestanding cases. Therefore, any differences we observe between these two
cases can be attributed to the substrate clamping alone, and not to the SRO layer.

Figure 3.7: From [16]. Lattice parameters and domain structure of the BFO clamped films
and freestanding membranes. a. c and a lattice parameters and their ratio c/a for the BFO
films and membranes as a function of thickness. The freestanding BFO membranes exhibit
decreased c, increased a, and decreased c/a ratio. b., c., In-plane PFM amplitude image of
100-nm BFO film (b.) and freestanding membrane (c.). d., e., Phase-field simulation of
BFO layer before (d.) and after lift-off (e.).

Our experimental PFM results are in good agreement with the mesoscale domain struc-
ture predicted by phase-field simulations, calculated using the same Ginzburg-Landau poten-
tial [112] as that used to calculate free-energy switching landscapes (Fig. 3.6) and including
gradient terms (see Section 3.1.3) to allow for determination of the domain configuration.
As observed in our simulations, by releasing the film from the substrate, the lateral width of
the domain indeed increases dramatically, and 180° domain walls emerge in the freestanding
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membranes (Fig. 3.7d,e). There are two important considerations in understanding the ob-
served domain structure evolution: misfit strain and the clamping effect from the substrate.
To disentangle the two effects, and specifically elucidate the role of clamping in the system,
we turn to experimental measurements of the energetics and dynamics.

Figure 3.8: From [16]. Domain patterns of the 100-nm BFO film and free-standing mem-
brane. Out-of-plane PFM amplitude images of film (a.) and free-standing membrane (b.).
In-plane PFM phase images of film (c.) and free-standing membrane (d.). Out-of-plane
PFM phase images of film (e.) and free-standing membrane (f.). The free-standing mem-
brane features larger domain size and an exclusively 180◦ domain pattern.
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Figure 3.9: From [16]. Ferroelectric switching voltage and switching dynamics of BFO films
and membranes. Ferroelectric polarization versus voltage (P-V loops) of 100nm (a.) and
35nm (b.) clamped films and membranes measured at 10 kHz. c. Switching dynamics as a
function of applied voltage for the clamped and free-standing 25nm films. d., Comparison
of the extracted switching time (normalized by the RC-time constant) of the samples before
(clamped) and after lift-off (freestanding), with BFO thicknesses of 25nm and 60nm. Solid
lines and activation voltages (α) are shown for fits to the Merz’ law for the 25nm films. These
findings show a ∼40% reduction in switching energy stemming from substrate clamping
effects.

The measurements of polarization versus applied voltage (P-V) hysteresis loops on both
the clamped films and freestanding membranes were carried out at low temperature (100 K)
to minimize the effects of leakage. We compare P-V hysteresis loops measured at 10 kHz
for 100-nm and 35-nm BFO clamped films (orange) and membranes (blue) (Fig. 3.9a,b).
The data demonstrate that the coercive voltage, defined as the voltage at which the average
polarization is zero, measurably decreases upon lift-off. The free-standing membranes also
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have a lower remnant polarization, consistent with the observed decrease in c/a ratio (Fig
3.7a). Both 100-nm and 35-nm BFO samples show a significant decrease (∼40%) in the
coercive voltage after the lift-off process. It is important to note that, while the 100-nm-thick
clamped film is known to be almost fully relaxed (c/a ratio matches that of bulk, Fig 3.7a),
reductions in switching energy persist even at this film thickness, indicating that clamping,
and resistance to structural distortion during switching, plays a dominant role in setting the
switching energetics over effects from misfit strain. In other words, I am able to conclude
that a dynamic process (and not static misfit strain), which serves to inhibit switching
as it progresses, is imposed by the charge-lattice coupling in BFO. The coercive voltage
is a measure of the energy required to switch the polarization, and our observed coercive
voltage ratio (∼40%) between free-standing and clamped films indicate that the clamping
effect lies somewhere between the limiting cases of strain clamping and strong strain + tilt
clamping, and is most accurately described by weak strain + tilt clamping (Fig. 3.5). This
is an important finding, and deserves special attention. Strain clamping alone, where the
mechanical effect of the substrate only inhibits switching via the strain order parameter,
is insufficient in explaining the dramatic reduction in energy observed experimentally. The
substrate clamping plays an additional role, namely that the mechanical constraints imposed
also inhibit variation of oxygen octahedral tilting. Only when both effects are considered,
can we explain the significant reduction in switching energy observed. Furthermore, the
extreme case of strong strain + tilt clamping predicts a reduction in energy larger than that
observed. This indicates that while clamping effects during switching inhibit changes in
octahedral tilting, they do not completely prevent these changes from occurring.

3.2.3 Dynamics: ferroelectric switching

Having established the role of clamping on switching energetics, we now turn to the dynamics
of the switching process. Polarization reversal in ferroelectric thin films is known to proceed
via nucleation and growth of reverse polarized domains[71, 26, 55, 53] and we used pulsed
ferroelectric measurements[26] to directly measure the ferroelectric polarization evolution
during switching. We show polarization transients for various applied voltages for a 25-nm-
thick clamped film and freestanding membrane (Fig. 3.9c, Fig. 3.10a, b show correspond-
ing observed ferroelectric switching displacement current). It is known that the dynamical
timescale of free-charge in the measurement circuit, namely RC (resistance×capacitance)
time, plays a significant role in the ferroelectric switching times observed in macroscopic
device structures at these timescales (Chapter 2, [26]) because the RC-time of the mea-
surement circuit imposes limits on how fast one can deliver charge to facilitate polarization
switching. In order to account for any such effects, we normalized all measured switching
times to the measured RC-time for each device (Fig. 3.9d)[107], thereby enabling us to make
meaningful comparisons across material systems (e.g., freestanding vs clamped films). Clear
decreases in switching time persist even after such normalization, verifying that the observed
changes are from the mechanical clamping and not changes to extrinsic-circuit parameters.
The normalized switching time, defined as the time when the switched polarization reaches
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90% of its saturation value, normalized by the non-switching RC-time of the measurement
circuit, was extracted for the samples with thicknesses of 25 nm and 60 nm (Fig. 3.9d)
with capacitors of the same area. The freestanding membranes show a significant decrease
in the switching time compared to the clamped films. Particularly, the 60-nm-thick sample
presents a ∼63% decrease in the switching time after lift-off. To quantitatively determine
the role of clamping from the switching dynamics measurements, we employ Merz’ law[53]
to extract the ratio of the activation voltage for the clamped and freestanding films, taking
care to account for RC effects in the measurement circuit. Our findings (Fig. 3.9d) shows
that the activation voltage for the 25-nm-thick clamped film is 3.45 V while the 25-nm-thick
membrane film has an activation voltage of 2.18 V, indicating that the removal of clamping
effects results in a ≈37% reduction in switching energy. This finding is consistent with the
considerable decrease observed in coercive voltage in the hysteresis loops (Fig 3.9a,b) and
energy barrier in our thermodynamic calculations (Fig. 3.5), showing best agreement with
“weak strain + tilt” clamping scenario.

Finally, we performed time-resolved phase-field simulations (Section 3.1.3) to further
investigate the relevant energy scales and the effects of clamping during switching. We
simulated the same applied voltage (13V)1 for both the clamped and membrane cases, and
the evolution of elastic, electric, and Landau energy during the switching process (2000 time
steps) were computed (Fig. 3.11). All simulations start from an equilibrium domain state
with polarization pointing downwards. A voltage is then applied to switch the polarization
upwards. Changes in the various energy values correspond to changes in the polarization
distribution within the simulation, with the most dramatic changes occurring as domains
are switched. We can clearly see that the time for a freestanding membrane to switch (∼200
timesteps) is significantly shorter than that for the clamped film to switch (∼800 timesteps).
Corroborating the true dynamic nature (opposed to quasi-static) of the experiment is the
remarkable agreement between reductions in switching time predicted (∼63% for the 60nm
film, and ∼75% as predicted by simulation).

1Phase field simulations are known to overestimate the applied voltage required to induce switching
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Figure 3.10 (previous page): From [16]. Switching transients (displacement current) in the
SRO/BFO/SRO capacitors samples before and after lift-off. a, b, The switching current
responses for the samples with BFO thickness of 25 nm, before and after lift-off, respectively.

Returning now to the fundamental aim of this study, by examining the time-resolved
evolution of the elastic, electric, and Landau energies individually (Fig. 3.11a-c), we can use
our simulations to directly interrogate the role of substrate clamping during switching in a
relative sense, i.e., how does each energy contribution compare relative to the others? As
expected, the elastic energy of the membrane (Fig. 3.11a) is essentially negligible through-
out the ferroelectric switching process, except for small local stresses imposed by adjacent
domains. The time-resolved elastic energy of the clamped film, on the other hand, remains
high, and locally peaks just before switching is completed. These results demonstrate that
dynamic evolution of the polar state and accompanying structural distortions transiently
modify the energy landscape. The peak at close to them moment where switching occurs,
indicates how switching transiently creates an energetically unfavorable state. Since both
nucleation and growth of reverse polarized domains are activated processes[53] and both have
exponential dependence on the activation energy, such transient changes (even moderate)
in the energy landscape can have a dramatic effect on switching time. Other energy terms
(Landau and electric) are also impacted by mechanical constraints, where the high elastic
energy slows the evolution of the polarization so that the higher energy state persists for a
longer period of time. Finally, we address the role of oxygen octahedral tilting. The data pre-
sented (Fig. 3.11) includes dynamical evolution of the oxygen octahedral tilts, and as such,
an associated energy increase (Eq. 3.1). Informed by our earlier findings that the switch-
ing energy barrier lies somewhere between strain clamping and strong strain + tilt clamping
(i.e., weak strain + tilt clamping), and to extract the effect on switching from the octahedral
tilts, we simulate the same polarization switching (Fig. 3.12) without consideration of the
oxygen octahedral tilts. There is a stark contrast between these two cases, with the oxygen
octahedral tilts accounting for a ∼10x increase in switching time over the case where oxygen
octahedral tilts are removed from the simulations. This is an important finding, and the
dramatic increase in switching time highlights the importance of proper consideration of all
coupled order parameters in setting the dynamics and energetics of switching in BFO.
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Figure 3.11: From [16]. Free energy evolution during the switching process under an exter-
nally applied voltage for clamped film and membrane cases. Horizontal axis is time (a.u.)
and vertical axis is the average energy for various contributions to the total energy. a. Elas-
tic energy. b. Electrostatic energy. c. Landau energy. d. Total free energy which is the
summation of the elastic, electrostatic, and Landau energy. For the clamped film case, 0.4%
compressive mismatch strain is considered.

This work reveals the fundamental role of substrate mechanical constraints, and more
generally charge-lattice coupling, in dictating ferroelectric switching energetics and dynam-
ics in BFO. With the grand challenge of achieving sub-100mV switching in ferroelectrics,
clamping effects and the relative contribution to switching energetics and dynamics of all
coupled order parameters must be understood. We employ a Landau free energy formal-
ism to conduct thermodynamic calculations modeling varying degrees of clamping effects
from the substrate, both using ab-initio and phenomenological models. We experimentally
demonstrate a method of mitigating clamping effects by lifting-off SRO/BFO/SRO trilayers
from an STO substrate. Other methods, for example, by tuning device aspect ratio[120] may
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provide additional pathways to mitigate clamping. Here, we observe a marked evolution of
crystal and domain structure, consistent with changes in elastic constraints, and show that
the energetics and dynamics of the system drastically change after lift-off. We observe a
significant reduction in switching voltage and improved switching speeds for freestanding
membranes relative to clamped films. The origins of the changes observed are better under-
stood with the help of phase-field simulations, where the dynamic elastic energy and oxygen
octahedral tilts play a predominant role in slowing polarization reversal. In the following sec-
tions, I expand upon the significance of our findings surrounding strain + tilt clamping, with
particular emphasis on implications for dynamic coupling between charge, lattice and mag-
netic degrees of freedom. Finally, I discuss the broad applicability of our findings, and the
significance of charge-lattice coupling, by presenting studies on the prototypical ferroelectric
BaTiO3.
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Figure 3.12 (previous page): From [16]. Free energy evolution during the switching process
under an externally applied voltage for clamped film and membrane cases without oxygen
octahedral tilts. Horizontal axis is time (a.u.) and vertical axis is the average energy
for various contributions to the total energy. a. Elastic energy. b. Electrostatic energy. c.
Landau energy. d. Total free energy which is the summation of the elastic, electrostatic, and
Landau energy. For the clamped film case, 0.4% compressive mismatch strain is considered.

3.2.4 Implications for switching of magnetic order

There are two important observations from our findings that the deserve additional attention.
The first is that our results are most consistent with “weak strain + tilt clamping” (Fig.
3.5) This means that the oxygen octahedral tilts are vital in setting the energetics of the
switching process in BFO. The second observation (Fig. 3.11,3.12) is that by including the
oxygen octahedral tilts in the phase field simulation, the switching time of ferroelectric order
is observed to increase dramatically. We know that the oxygen octahedral tilts are key in
setting the magnetization (and dynamics thereof) orientation through the DM interaction
[9, 42]. What this means is that the required coupling between charge and lattice order
parameters inhibits ferroelectric switching, and more importantly, the magnetic order, which
in some sense is a slave to the lattice degree of freedom, induces slower switching dynamics.
Notably, this finding does not come from the spinful nature (recall the LLG equation in
section 1.1.2) of magnetization, which can induce additionally complex dynamics. Yet, even
in the case where we consider just charge-lattice coupling, the implications for dynamics of
all couple order parameters in BFO is significant. On-going/future work (Appendix 6.2.1.3)
aims to address the spinful nature of magnetization directly.

3.3 BaTiO3

Next, I turn to the broad applicability of our findings on charge-lattice coupling by examining
another material system, namely the prototypical ferroelectric BaTiO3. Here, using the
ferroelectric BTO, production of precisely strain-engineered, substrate released nanoscale
membranes is demonstrated via an epitaxial lift-off process (the same as for BFO, Fig.
3.4) that allows the high crystalline quality of films grown on substrates to be replicated.
Similar to the case of the BFO, releasing the substrate clamping is shown to dramatically
impact ferroelectric switching and domain dynamics (including reducing coercive fields to
<10 kV/cm and improving switching times to <5 ns for a 20 µm diameter capacitor in a
100-nm-thick film).

Mechanical separation of a film from the substrate is expected to facilitate polariza-
tion switching processes, either by enabling ferroelastic events limited by substrate con-
straint,[120] or by reducing domain-wall pinning at the substrate/film interface.[126] Struc-
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tural inhomogeneities emerging in unclamped membranes, however, can mask the impact of
the substrate release on the switching kinetics.[115] Therefore, preserving high crystal qual-
ity in the ferroelectric membranes after the release is important to identify intrinsic changes
in switching mechanisms and domain-wall mobilities with the aim of lowering switching
times, as is sought after for ultra-high-speed, non-volatile memories,[127] memristors,[128]
and neuromorphic networks.[129]

Though pulsed measurements of ferroelectric switching have to date accessed the fastest
timescales observed, researchers also employ frequency dependent polarization-electric field
hysteresis loops to extract information about domain wall dynamics. The idea is that by
tuning the drive frequency of the (typically) triangular voltage waveform, and studying the
change in the observed “coercive field”2, one can extract meaningful information about how
fast the domain walls move. As with any transport-based measurement of ferroelectrics,
if one properly accounts for free-charge dynamics, fair comparisons can be made across
material systems, even if absolute dynamics are difficult ascertain. As such, we use frequency
dependent measurements of the coercive field in BTO to study the impact of mechanical
constraints imposed by the substrate. From a log-log plot (Fig. 3.13c) we identify a linear
dependence of the observed coercive field as a function of stimulus frequency that allows us
to fit our data to the Ishibashi and Orihara model for domain-growth-limited switching,[25]
where Ec ∝ fβ. The fitting reveals a decrease by a factor of 2 and 4 in the scaling exponent
(β) for films with bottom electrode chemistry SrRuO3 and Ba0.5Sr0.5O3, respectively. (The
introduction of Ba into the SRO modifies tunes the strain on the ferroelectric, BTO [107].)
Lower β values indicate lower frequency dispersion of coercive fields which implies higher
domain-wall mobility[130]. Faster dynamics under ac fields can be obtained by reducing
the inhomogeneities cause by structural defect so or surface roughness[131]; however, these
membranes show comparable structural quality and surface morphology to the epitaxial
films, implying that the change of dynamics is directly related to the substrate release.

To provide further insight into domain-wall dynamics and the switching kinetics of the
films, I performed pulsed-electric-field switching measurements (as in Chapter 2) on epitaxial
BTO films and freestanding membranes. From the polarization transients from the on-
substrate films (Fig. 3.13d) as well as the membrane (Fig. 3.13e)on silicon substrates,
I extract the characteristic switching times for the polarization reversal, t0 (Fig. 3.13f).
The on-substrate BTO film shows t0 = 17ns, where as the the released membrane exhibits
a t0 = 5ns and a similar value of switched polarization. While different circuit RC time
constants for the clamped and freestanding film can contribute to differences in measured
switching times, I find that after re-scaling by RC, the membranes on silicon still show faster
switching times (Fig. 3.13f), indicating that the switching times are not solely dominated
by RC effects, but rather the influence of the substrate. These results agree with the domain
dynamics under ac fields, as described above.

2Here, one defines the coercive field as the applied voltage at the time when the average polarization of
the film is zero.
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Figure 3.13 (previous page): Used with permission from [107]. Controlling polarization
and switching dynamics of Ba1−xSrxTiO3 membranes on silicon at room temperature. a.
Room-temperature ferroelectric polarization hysteresis loops measured at a frequency of
10kHz on capacitor devices of various (x, y, z) heterostructure types transferred onto silicon
substrates. x denotes the chemistry of the ferroelectric layer (Ba1−xSrxTiO3), y denotes the
chemistry of the electrode layer (Ba1−ySryTiO3), and z denotes the ratio of the electrode
thickness to ferroelectric thickness, (2tE/tFE). Data for an epitaxial BaTiO3 sample with
SrRuO3 electrodes are also shown (dashed). Ferroelectric hysteresis loops are corrected for
bias imprint and permittivity contributions at high field. b. Coercive field (left axis) and
remanent polarization (right axis) obtained from polarization hysteresis loops, as a function
of lattice parameter ratio, c/a. Data for epitaxial samples on GdScO3 substrates are shown
as empty symbols and bulk BaTiO3 data[88] are shown as star symbols. Lines are guides
to the eye. c. Frequency dependence of the coercive field (log–log plot) obtained for all
BaTiO3 membranes (filled symbols) and epitaxial films (open symbols). Lines are fit to the
Ishibashi and Orihara model. d,e Switched polarization obtained from the integration of
the current transient after a switching voltage pulse of varying amplitude, for an as-grown
BaTiO3 epitaxial film (with 10nm SrRuO3 electrodes) on: d. GdScO3, and e.) a BaTiO3

membrane on silicon with SrRuO3 electrodes of thickness 40nm. f. Polarization switching
times as a function of the inverse of electric field pulse amplitude for three BaTiO3 films,
before (left axis) and after (right axis) rescaling with the circuit RC time. Lines are fit to
Merz’s law.

Further I consider the eneregetics of the switching process: from the switching time
dependence on the pulse amplitude, I obtain the activation field (α) from Merz’ law[53]
(Eq. 2.8), which results in values that are nearly 20% lower for the freestanding membrane
(Fig. 3.13f); implying that the domain walls require less energy to move after release from
the substrate. This observation, together with the evidence of modified domain dynamics,
points to a lower energy switching pathway upon removal of the mechanical constraint of
the growth substrate. Calculations show that the energy to create 90◦ domain boundaries
is significantly lower than that of their 180◦ counterparts[56], making it more favorable to
realize the polarization reversal via two successive ferroelastic switching steps with creation
of 90◦ domain walls, as observed experimentally in single crystals[]. In epitaxial films, how-
ever, substrate clamping prevents the formation and propagation of these 90◦ domain walls
during switching due to the large elastic energy cost. The removal of this constraint in the
membranes-which are only weakly bonded to the silicon substrate-likely permits the local
strains generated by 90◦ domain walls to be readily accommodated thus facilitating a lower-
energy switching process. These findings are perfectly in line with those observed in BFO,
where the charge-lattice coupling introduces additional energy terms that must be overcome
during the switching process. What is interesting is that BFO is known to switch via a
two-step ferroelastic switching pathway, where BTO was believed to switch via one, 180◦
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switch. From our BTO data, it turns out that a ferroelastic switching pathway (two 90◦

steps) is actually preferred, but the coupling between charge and lattice degrees of freedom
can inhibit such switching pathways, increasing the energy and slowing the process.
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Chapter 4

Relaxation Mechanisms of Polar
Order

4.1 Essential background and motivation

Applications of ferroelectric materials make use of the collective nature of ferroelectric or-
der to enable low energy switching and make use of inherent non-volatility. As ferroelectrics
progress toward increasingly low voltage operation (a necessity for device applications), issues
pertaining to polarization stability must be addressed. Recent progress has demonstrated
ultra-low voltage operation of thin film ferroelectrics [51, 52, 99] approaching the 100mV
goal [2, 3] and continues to show the potential of these materials to revolutionize computing
hardware [2, 3, 132, 133, 134]. In efforts to reduce the switching voltage further, researchers
have employed doping[51, 52] electrode interface engineering [99, 135] and thickness scaling
[136] as well as a variety of other methods including using freestanding films [16, 107], which
are free from mechanical constraints imposed by the substrate (Chapter 3). While reduction
of the switching energy and time has seen significant improvement[26, 52, 58, 107, 137], an
increasingly important metric to consider is the stability of the polar state. In the proto-
typical metal/ferroelectric/metal trilayer configuration, one must carefully consider the role
of depolarizing fields in impacting the stability of the ferroelectric polarization. If sufficient
depolarization persists in the ferroelectric, the utility of the remnant state is significantly
reduced or completely destroyed. I aim to better understand the mechanisms and factors
impacting depolarization in an effort to make more robust the ferroelectric order param-
eter. Such studies are important in the BFO system as ferroelectricity sets the dominant
energy scale of the coupled order, so, depending the mechanism (e.g., reduction in polar
displacement on the unit-cell level or nucleation and growth of domains), depolarization can
result in decoupling or suppression of all order parameters, or domain formation modifying
the macroscopic length scale and/or timescale over which magnetoelectric coupling is useful.
This work is also broadly applicable, holding important insight for other ferroelectric systems
and applications thereof.
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Here, using high-speed, time-resolved, pulsed ferroelectric measurements, I study dy-
namic evolution of the ferroelectric order parameter in ultra-low coercivity BaTiO3 (BTO).
I choose BTO as it is a prototype ferroelectric (not multiferroic) and allows me to isolate
ferroelectric order and study the impact of a number of factors on, and mechanisms of, de-
polarization. Via thickness and temperature dependent studies, I interrogate the interaction
between depolarization fields and the energy barrier between adjacent polarization states.
A comparison is made with the prototypical relaxor ferroelectric, 0.68Pb(Mg1/3,Nb2/3)O3 -
0.32PbTiO3 (PMN-PT), which, as expected, does not follow the same mechanism of depolar-
ization. My thickness and temperature dependent studies are understood within the frame-
work of the Landau free energy and my results show how mitigating depolarization fields
and/or modifying the energy barrier between adjacent polarization states can significantly
increase polarization stability. Finally, I contextualize my findings within the framework of
computing applications.

4.1.1 Background

Previous first-principles work predicts a lower bound on film thickness for stabilization of
ferroelectric order of ∼24 Angstroms[138]. Beyond such a “critical thickness” electrostatic
depolarization fields, arising from incomplete screening of the polarization by the adjacent
top and bottom electrode fully suppress ferroelectric ordering1. The dominant role of electro-
statics is confirmed by implementing a simple model for the polarization, which self consis-
tently accounts for atomic displacements and electronic polarization. The simplified model
reproduces the results from first-principles calculations, indicating that the chemistry of the
interface (including in the first-principles calculation, but not in the simple model) does not
play a significant role, and electrostatics dominate the suppression of ferroelectric order [138].
More recent work, however, has addressed depolarization as it results from pinned dipoles at
the ferroelectric/metal interface. In particular, in ref [135], the authors demonstrate that by
inserting a thin layer of SrTiO3 at the SrRuO3/BaTiO3 interface, they can favorably modify
the termination sequence and remove pinned dipoles, thereby enhancing the stability of the
ferroelectric order of the BTO. Remarkably, recent progress in HfZrO2 (HZO) has stabilized
FE order down to the single nanometer limit[139], while other work has shown a significant
impact of depolarization fields at thicknesses at least an order of magnitude larger than that
predicted by Ghosez, et. al.[140] and even up to 4µm film thicknesses[141]. Depolarization
fields are known to increase with decreasing film thickness[140, 141], and as the commu-
nity moves toward thinner films with lower coercivities (as necessitated by applications), the
issues arising from depolarization fields will only become increasingly acute.

Here I study depolarization in the classical ferroelectric material BaTiO3. BTO has
received significant attention over the past several decades prototypical, tetragonal ferro-
electric, and provides a parallel ferroelectric system to BFO. Much of the early work on

1This is understood as a suppression of the polar displacement itself, not the macroscopic polarization,
which can exhibit depolarization through domain formation
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switching of the ferroelectric order was performed on BTO [69] and depolarization has been
extensively studied theoretically [138, 141] and experimentally [140, 135], adding context
and background to my studies. Unlike BFO, BTO does not contain magnetic ordering, and
importantly has a much lower Curie temperature. The high Curie temperature of BFO
(≈ 1100K [41]) means (as detailed in Sections 4.1.2 and 4.3.2) that the ferroelectric order is
relatively stable. Depolarization in BFO, while not significant at the thicknesses typically
studied here (> 10nm), is predicted to become increasingly important as progress is made
toward thinner and thinner films in the sub-5nm range. Using BTO as a test system, there-
fore, allows me to study the mechanisms and effects of depolarization in a well-characterized
ferroelectric system, without the need for exceptionally thin films.

4.1.2 Depolarization Fields

Here, I detail the role of electro-statics in producing depolarization fields, and interpret them
within the context of the thermodynamic free energy landscape. The Landau free energy of
a classical ferroelectric, up to 4th order, can be written:

F = α1(T − Tc)P
2 + α2P

4 − EP +O(P 6) (4.1)

where αi (i=1,2) are coefficients determined via experiment or first principles calculations,
P , is the polarization order parameter, E is an external electric field, and T ,Tc are the
temperature and Curie temperature, respectively. For brevity, I write only the out-of-plane
(z-component) of the polarization here, though the full free-energy functional includes in-
plane components as well [142, 143]. Below the Curie temperature, and in the absence of
an external field, there are two degenerate ground states, corresponding to minima of the
so-call “double well potential”, where, in principle, the uniformly polarized state is a stable
energy minimum. As observed from Eq. 4.1, the presence of an electric field modifies the
free energy such that one polarization state is energetically preferred over the other. Under
the influence of such an electric field, it is known that ferroelectrics undergo an activated
process of domain nucleation and growth to form domains of different polarization states
and minimize the free energy [69, 25, 54, 55]. Taken in isolation, a finite ferroelectric with
polarization P will experience a depolarization field independent of thickness:

E = −P
ϵf

(4.2)

where ϵf is the relative dielectric constant of the material [144, 145]. To see this, consider
a uniformly polarized insulating ferroelectric (finite in ẑ, but infinite in x̂ and ŷ, i.e. a
thin-film) with polarization

P⃗ = P ẑ (4.3)

In the absence of external free charge, the resulting volume and surface charge densities
are:
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ρ ≡ ∇ · P⃗ = 0, σ ≡ P⃗ · n̂ = P (4.4)

assuming the ferroelectric has dielectric constant ϵf , the relation for the electric field
(E) within the material can be obtained using the equation for the parallel plate capacitor,

Q = CV =
ϵfA

d
Ed, and using the charge density Q/A = P from the surface charge, one

arrives at the electric field of Eq. 4.2, which points opposite the polarization. The origin
of this “depolarization field” is the presence of uncompensated charges at the edge of the
ferroelectric, which produce an electric field.

Figure 4.1: Depolarization fields in an isolated ferroelectric vs in a metal/ferroelectric/metal
trilayer configuration with compensating (screening) charges.

In a metal/ferroelectric/metal trilayer heterostructure (Fig. 4.1), such as that studied

here, however, the polarization of the ferroelectric, P⃗ , induces compensating charges in the
metal electrodes. The depolarization field in this case can be calculated by solving Poisson’s
equation subject to appropriate boundary conditions (here I use a short circuit boundary
conditions) and carrier statistics in the adjacent electrodes. In such a configuration the
depolarization field is found to be thickness dependent and is given by:

E = −P
ϵf

(
2ϵf/d

2ϵf/d+ ϵe/λ

)
(4.5)

where d, ϵe, λ are the film thickness, dielectric constant of the electrode, and screen-
ing length (related to carrier density, effective carrier mass and dielectric constant) of the
electrode, respectively[141]. If such depolarization fields are sufficiently strong, they can
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drive nucleation and growth of domains in the ferroelectric, which will dynamically evolve
to minimize its energy. In this case, depending on the relative strength between depolariza-
tion energy (P · Edepole) and the “activation energy”[69] (related to the depth of the double
well), the uniformly polarized state may no longer be an energy minimum. Using a relative
dielectric constant for the BTO (SRO) layer of 360 (10) [99], a screening length λ = 0.5Å,
a film thickness of 100nm and a polarization value of 25µC/cm2, I obtain a depolarization
field of ∼27kV/cm. For context, operation of an identical 100nm film at 100mV switching
voltage corresponds to an electric-field of only 10kV/cm. This comparison makes clear the
significance of depolarization fields in ultra-low coercivity ferroelectrics.

4.2 Experimental observation of polarization

relaxation

4.2.1 Experimental protocol

Here, to address both the issues concerning polar instability for practical applications, and
the fundamental mechanisms, implications, and timescales of such instability, I study de-
polarization dynamics of the prototypical classical ferroelectric BaTiO3 (BTO). To do so,
I perform high-speed pulsed ferroelectric measurements. Similar pulsed measurements of
switching have been used extensively in the study of ferroelectric materials, though typi-
cally, such measurements are used to study dynamics under the influence of an externally
applied voltage [26, 58, 69]. In standard pulsed switching experiments, a pulse train (Fig.
4.2a), consisting of three pulses is used to 1. Preset the polarization, 2. Drive a ferroelec-
tric switching event and 3. Measure the non-switching response of the measurement circuit.
The ferroelectric switching displacement current is then obtained by subtracting the non-
switching response from the switching response (j1 − j2 Fig. 4.2b). These measurements
have been used to observe ferroelectric switching at very fast timescales and to study the
mechanisms of switching [24, 146, 147]. The technique, however, relies on a key assumption
of ferroelectric order, namely non-volatility, i.e., that the polarization does not change dur-
ing the time (td) between the switching and non-switching pulses (P1 and P2, respectively
in Fig 4.2a). The assumption of non-volatility allows me to disentangle ferroelectric switch-
ing displacement current from other sources of charge transport [26] (from resistive leakage,
capacitive charging, etc.). However, depolarization mechanisms in classical ferroelectrics,
arising from internal fields[138, 140, 141] or imprint from, for example, electrode asymmetry,
defects, or composition gradients can cause internal fields and result in a dynamic evolution
of the order parameter during the time td, when no external field is applied. In the presence
of depolarization, as the delay, td, becomes longer, the response to pulses P1 and P2 will
become increasingly similar. To understand this, consider the limiting case of instantaneous
depolarization, i.e., after pulsing, the sample immediately returns to a net zero polariza-
tion state. In such a scenario, the initial state of the material for any pulse applied will be
the same, and I expect to see no difference between what was previously referred to as the
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“switching” (j1) and “non-switching” (j2) responses. In experiment, depolarization does not
occur instantaneously, and my measurement scheme allows me to probe depolarization dy-
namics and associated timescales by studying the difference between j1 and j2 as a function
of td (Fig. 4.2c).

Figure 4.2: Depolarization or ferroelectric relaxation experimental protocol. a. Experimen-
tal voltage pulse profile. An identical pulse profile is used in two different polarities (‘up’
or ‘positive’ refers to P1 and P2 corresponding to positive applied voltages, and ‘down’ or
‘negative’ refers to P1 and P2 corresponding to negative applied voltages). P1 is the so-called
“switching pulse” with P2 the so-called “non-switching pulse”. To probe depolarization dy-
namics, I tune the time delay (td) between pulses P1 and P2. b. Observed displacement
current for a 25nm BTO film during pulses P1 (j1) and P2 (j2). Data is shown for a nomi-
nal 9.5µm-diameter capacitor. As the time delay td lengthens, j2 increasingly resembles j1
because of depolarization. c. Differential current (dp) and differential switched polarization
(DSP) for increasing td. Though I observe a polarization switching transient in the displace-
ment current (j1, j2), the DSP tends towards zero as depolarization progresses, since the
film’s initial state just before application of P1 and P2 becomes increasingly similar.
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4.2.2 Imprint versus Depolarization

Figure 4.3: Imprinted Polarization Reversal. Owing to internal fields in the ferroelectric
(BFO shown here), one polarization state is preferred over the other. This is observed in
the PE loop (a.) as well as in bipolar switching transients (b., c.). When poling in the non-
switching direction (c.), i.e., towards the already preferred state, only a dielectric response
is measured. When poling in the switching direction (b.) pulses P1 and P2 more closely
resemble one another as the delay time td is increased.

First, in order to ensure that the observed decay in DSP does not stem from the effects of
imprint (i.e., a hysteresis loop which is not centered at 0V), I perform an identical pulsed
measurement with the polarity reversed (preset positive polarity, P1 and P2 negative polarity,
in Fig. 4.2a.). Depolarization from imprint acts differently than the depolarization effects
presented here. Imprinted ferroelectric films have a preferred polarization direction, and in
the absence of an applied electric field will tend toward that direction. This creates a scenario
where a ferroelectric switching transient is only observed for one pulse train polarity (Fig.
4.3). The BTO films presently studied, however, show essentially an identical DSP decay
for both polarities (Fig. 4.4), indicating true depolarization, i.e., the system depolarizes
toward net zero macroscopic polarization rather than “back-switching” towards a preferred
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direction. This finding agrees with the symmetric nature of the quasi-static hysteresis loops
(Fig. 4.5).

Figure 4.4: Bipolar Polarization Decay. Identical polarization relaxation transients are ob-
served for both negative and positive polarities. This is in contrast to Fig. 4.3 and indicates
there is no existing preferred polarization state.

4.3 Depolarization in BaTiO3

To experimentally study depolarization, I turn to the same ultra-low coercivity BTO films
studied in Section 2.3. As before, the BTO system offers a parallel universe to BFO, enabling
me to study the effects of modifying the free energy landscape on dynamics of ferroelectric
order. As will be described in detail in Section 4.3.2, the low (in comparison to BFO)
Curie temperature of BTO also offers a means of more easily studying factors impacting
depolarization.

4.3.1 Effect of thickness

Motivated by favorable switching voltage scaling upon reductions in film thickness, I begin
by studying depolarization in a thickness series of BTO films. High quality SrRuO3(27nm)
/ BaTiO3(X nm) / SrRuO3(27nm) (X = 25, 50, 100) tri-layer samples are grown via pulsed
laser deposition (see ref [99] for complete details) on GdScO3 (110) substrates. Careful
growth optimization (idealized structure, chemistry and interfaces) has enabled us to create
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ultra-low coercivity BTO films with almost bulk like-properties, and coercive voltages be-
low 100mV (Fig. 4.5), corresponding to quasistatic coercive fields of ∼20kV/cm or lower,
resembling bulk-like BTO.

Figure 4.5: Ultra-low coercive field BTO ferroelectric hysteresis loops.

I apply the aforementioned pulse train (Fig. 4.2a) to the sample and study the differential
current (∆P = j1 − j2) between responses to pulses P1 and P2 as a function of delay time
(td) for fixed applied electric field (100kV/cm). As seen in the data for a 25nm BTO film
(Fig. 4.2b,c), as td increases, the differential current tends towards zero. I then integrate
the differential current and normalize by the device area to obtain the differential switched
polarization (DSP), i.e.,

DSP(td) =
1

A

∫ tp

0

j1(t, td)− j2(t, td)dt (4.6)

where A,tp are the device area and pulse width time, respectively. In the absence of
depolarization for a classical ferroelectric, the DSP is simply twice the remnant polarization,
and in the limiting case of instantaneous, complete depolarization, the DSP is zero for all
delay times, td. I show the DSP(td) (Fig. 4.6) for various BTO film thicknesses, shows clear
polarization decay as the film is made thinner.

To better understand the mechanisms influencing the observed depolarization, I employ
a thickness series of 25nm, 50nm, and 100nm thick films and plot DSP as a function of
td (Fig 4.6). For all measurements (Fig 4.6), the voltage amplitude was set such that the
nominal applied electric field was fixed to 100kV/cm, e.g., 250mV applied for the 25nm
sample. Depolarization is significantly more pronounced in thinner samples (25nm and
50nm), with almost no depolarization occurring in the 100nm film. This behavior might be
expected from the form of Eq. 4.5, where the depolarization field increases with decreasing
thickness; however, the sharp roll-off, where I observe significant decay in the 50nm film and
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minimal decay in the 100nm film, is surprising. It has been shown experimentally [99] and
theoretically [148, 149] that reducing the film thickness reduces the Curie temperature. The
fractional change in Curie temperature can be expressed as:

Figure 4.6: Depolarization as a function of time for 100nm, 50nm and 25nm thick BTO
films.

∆T ≡ Tc(∞)− Tc(d)

Tc(∞)
=

(
ξ0
d

)λ

(4.7)

where Tc(∞), Tc(d) are the Curie temperature of the bulk and film of thickness d, respectively.
ξ0 and λ are physically meaningful parameters corresponding to the correlation length of
the order parameter in the bulk and critical exponent of the universality class, which is
believed to be that of 3d random ising model for ferroelectrics [149]. As such, as the film
thickness is decreased, I get closer to the phase transition, further reducing the energy barrier
between adjacent polarization states. By measuring the dielectric constant as a function of
temperature, I observe that the Curie temperatures are 190◦C 350◦C and 390◦C for the
25nm, 50nm, and 100nm films, respectively [99]. This means that as I thin the film, I
am simultaneously approaching the phase transition (i.e., lowering the energy barrier, and
therefore activation energy, between polarization states) and increasing the depolarization
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field. These effects combine to produce the sharp depolarization observed (Fig. 4.6) below
a thickness of 100nm. In the case of other ferroelectrics, such as BiFeO3 (with a Curie
temperature of >1100K)[40, 41], the fractional change in the barrier height is expected to
be less significant upon thinning the film since room temperature remains a small fraction
of the Curie temperature.

4.3.2 Landau Free Energy and Depolarization

Having gained an understanding of the size effects on ferroelectric depolarization, I now turn
to the Landau free energy in detail. Returning to Eq. 4.1, one can solve for the equilibrium
values of the polarization (Peq) as well as the energy barrier (G) (related to the activation
field for nucleation and growth):

Peq =

{
0 Unstable

±
√

α
2β
(Tc − T ) Stable

(4.8)

G =
α2

4β
(Tc − T )2 (4.9)

Figure 4.7: Landau double-well potential highlighting equilibrium polarization values (Peq)
and the energy barrier (G) between adjacent polarization states.

since electric fields enter into the Landau free energy (at leading order) as P ·E, to represent
the energy barrier (G) as a field, one must divide by the polarization, i.e., the activation
field is given by EA ∝ G/Peq, EA = C1G/Peq,

2 where C1 is the constant of proportionality.
Given the form of the polarization from the Landau free energy and the depolarization

2In principle, the activiation field could be a more complex function of G and Peq, though experimental
results [150] show that a simple proportionality is sufficient
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field (Eq. 4.5) I can write the resulting depolarization field as Edepole = −C2Peq where

C2 = 1
ϵf

(
2ϵf/d

2ϵf/d+ϵe/λ

)
. Given the form of Merz’ law (ts = t0e

EA/E), I are interested in the

ratio of the activation field to the applied (in this case internal depolarization) field, EA/E
3.∣∣∣∣EA

E

∣∣∣∣ = C1G

C2P 2
eq

= C
G

P 2
eq

(4.10)

where I have grouped constants into one new constant, C. Combining Eq. 4.9, 4.8, 4.10 into
Merz’ law, I find an expression for the depolarization time as a function of temperature:

ts(T ) = t0e
Cα
2

(Tc−T ) = Ae−BT (4.11)

where A = t0e
CαTc

2 and B = Cα
2

are fitting parameters, which can be used to fit temperature
dependent data.

In Fig. 4.8a, I show the results of depolarization for 25nm BTO at a variety of tempera-
tures from ranging from room temperature to 83K. The solid lines represent fits to stretched
exponential decays. I can define the depolarization time as the time at which n% of the
depolarization is completed, i.e., P (tdepole) = max(P )− n

100
× (max(P )−min(P )), where the

depolarization percent, n ∈ [0, 100). For the present analysis, I use a depolarization percent
of 80, though variations (±10) in this value do not alter my results.

Fig. 4.8b shows the extracted depolarization time as a function of temperature for the
25nm BTO film. The (green) solid line represents a fit to Eq. 4.11, which shows remarkable
agreement with the expected temperature dependence. These results can be interpreted as
follows: the mechanism of depolarization in ultra-low coercivity ferroelectric thin-films is
nucleation and growth of reverse polarized domains. The macroscopic polarization, which is
what I measure, is the sum of the contributions from all domains in the device. Though de-
polarization fields are known to destabilize ferroelectricity directly [138], what I am observing
here is quite different. The decay of polarization is not the suppression of the ferroelectric
order parameter itself, but rather the formation of domains, each of which has a polariza-
tion value equal to that (Peq) given by the Landau free energy. The driving field for this
process of nucleation and growth is internal, and is directly proportional to the macroscopic,
instantaneous polarization of the complete device. As I cool the sample, the value of Peq

increases (thereby increasing the depoling field), but so does the energy barrier, G that must
be overcome to drive nucleation and growth of domains. A simple 4th order Landau theory in
combination with the nucleation and growth mechanism of macroscopic polarization rever-
sal (as dictated by Merz’ law) is able to capture (with remarkable agreement) the essential
physics, where the simultaneous increase in G ∝ T 2 and Peq ∝

√
T result in an exponential

suppression of the depolarization time as a function of temperature. In order to test the
validity of this theory, I turn to another material system, namely a relaxor ferroelectric[151],

3I am interested in the absolute value of the ratio because I make the assumption that the depoling field
drives switching, so I redefine the positive direction as along the depoling field direction
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where depolarization is not expected to obey the same mechanism of domain nucleation and
growth governed by internal depolarization fields.

Figure 4.8: Temperature dependent depolarization transients.

The study of relaxor ferroelectrics (often referred to as relaxors) has spanned several
decades, with countless PhD theses devoted solely to the subject. I do not attempt to discuss
the rich physics of relaxors here, and instead direct the interested reader to several insightful
articles[151, 152, 153]. The theses of Abel Fernandez and Jieun Kim, from Lane Martin’s
group at UC Berkeley, though not yet published at the time of this writing, also serve as
excellent resources for relaxor physics. For my purposes of understanding depolarization, it
is sufficient to have only a cursory understanding of relaxor ferroelectrics, and explain the
essential details in the following.

Relaxor ferroelectrics are characterized by a slim PE loop, with high saturation polariza-
tion and low remnant polarization. Relaxors can be used for a variety of applications and
host interesting correlated physics between polar units in the material. My work on energy
storage[154] and in proposing a novel method of probing correlated behavior [155] in these
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systems aim to address both applications and fundamental physics of relaxors. Relaxors
have complicated phase diagrams [151] characterized by three temperatures: Burns (Tb), in-
termediate (T ∗) and freezing (Tf ), listed in order from high to low. In the high temperature,
paraelectric phase, there are no domains. Upon cooling through Tb, the system enters the
relaxor phase, with “fluctuating domain formation and domains vary in size” [151]. Cool-
ing through T ∗ results in the “coexistence of static and dynamic domains”. After further
cooling, through Tf , the system enters the frozen phase with “static domains with very slow
dynamics”[151].

I am interested in the relaxor and frozen phases. The essential physics to understand
for depolarization (and a comparison with BTO) is this: in the relaxor phase there exist
polar nanodomains which are thermally activated and fluctuating in time. In the absence
of an externally applied electric field, these fluctuations cause the macroscopic polarization
to average to (close to) zero, i.e., very small remnant polarization. Still, the fact that polar
nanodomains exist, means that the relaxor is highly polarizable, with high permittivity, as
externally applied electric fields will align the domains. The ground state in the relaxor is to
have (close to) net zero polarization, and depolarization from a polarized state will proceed
via thermal fluctuations of polar nanodomains, not nucleation and growth of ferroelectric
domains, as is the case for BTO. It is this difference in physical mechanism of depolarization
that explains my choice of a relaxor as a comparison to ultra-low coercivity BTO. In the
frozen phase, the relaxor begins to resemble a ferroelectric, with increasingly remnant po-
larization. Since the relaxor undergoes a phase change upon cooling (where the ferroelectric
does not) I expect to see fundamental differences between depolarization in relaxors and
depolarization in classical ferroelectrics.

To that end, I study depolarization transients and temperature dependent depolarization
times for the prototypical relaxor ferroelectric, 150nm 0.68Pb(Mg1/3,Nb2/3)O3 - 0.32PbTiO3

(PMN-PT). The data is summarized in Fig. 4.8c,d which reveals starkly different behavior
to the corresponding BTO data. The solid orange line (Fig. 4.8d) represents a fit to Eq. 4.11
and shows strong disagreement with the model. This is, of course, expected as the mechanism
of depolarization in the PMN-PT is not expected to follow the same depolarization field
driven nucleation and growth. In the relaxor phase, (T ∼≥ 250K) depolarization time is
relatively constant with temperature, consistent with the thermally activated, fluctuating,
polar nanodomains which collectively average to contribute zero to the net macroscopic
polarization. In this phase, one can think of depolarization as stemming from the thermally
activated decoherence of the polar nanodomains which are initially aligned by the external
electric field. Since this process is not driven by an internal depolarization field, I do not
see the exponential dependence on temperature. As I cool the sample into the frozen phase,
and the system increasingly resembles a ferroelectric, one might expect depolarization fields
to begin playing a significant role, however, at the film thickness of 150nm, given the form
of Eq. 4.5, depolarization fields are not expected to play a significant role. This can be seen
directly in the depolarization transient data at T = 83K, where very little depolarization
occurs.

These results can be summarized as follows: In classical ferroelectrics, dynamic polar-
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ization reversal occurs via an activated (governed by Merz’ law) process of nucleation and
growth of domains. The energy cost to initiate and sustain this process can be directly
mapped to the energy barrier between adjacent polarization states in the Landau free en-
ergy double-well. Methods for reducing the switching energy (and consequently switching
time) therefore, which lower the energy barrier between polarization states, will see benefits
in driven dynamics, though will also have to deal with an increased tendency for depolar-
ization. Cooling the system far from its Curie temperature will have the effect of stabilizing
the polarization only at sufficient temperature where the energy barrier has increased signif-
icantly, with respect to the (also increasing) polarization-induced depoling field. Thus, the
requirement for achieving minimal depolarization can be written succinctly as:

G≫
P 2
eq

ϵf

(
2ϵf/d

2ϵf/d+ ϵe/λ

)
(4.12)

The conclusions of this work naturally lead to a catch-22 of sorts where efforts to reduce
the switching energy/voltage/time simultaneously contribute negatively to depolarization.
To make matters worse, an ideal ferroelectric, say, for FeRAM applications possesses low
work of switching, but high remnant polarization. From my analysis, it is clear that these
two requirements are seemingly at odds with one another. Given these challenges, one
naturally is curious of there exists a “sweetspot” amongst tunable parameters which is most
optimal. I address this directly in the following section.

4.4 Implications and on-going work

An ideal classical ferroelectric, say, for usage in an FeFET[134], possesses: 1. Fast switch-
ing time, 2. Low voltage operation and 3. Robust non-volatility. These three metrics are
not mutually exclusive. Decreasing the activation field, for example, will clearly lower both
switching time and operation voltage, but may also be a detriment to non-volatility fol-
lowing depolarization effects as seen above. Other factors impacting these three metrics
are depolarization field strength, polarization magnitude, strain or mechanical constraints,
free-charge dynamics (predominantly capacitance, including area, thickness and dielectric
constant), free-energy landscape (from Landau theory), applied field, the screening length
of the adjacent metal, and interface-dependent effects (e.g. pinned dipoles or Schottky bar-
riers). Many, if not all of these parameters can vary with film thickness. So, to summarize
these effects, I introduce two quantities: area-normalized switching time (ANS) and initial
polarization fraction at time (t = 100µs)4 (IPF). ANS is the switching time, normalized by
the area of the device, and refers to external-voltage-driven switching. By normalizing by
area, ANS properly accounts for variation in device dimensionality. ANS should be thought
of as a metric quantifying how the system responds to external stimuli. An ideal system with

4One can, in principle, define the initial polarization fraction at any time throughout the depolarization
process. I chose 100µs as it is long enough for applications, i.e., many logic operations can occur within
100µs, but short enough that I am still able to maintain some polarization even for the thinnest films studied.
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fast switching and low voltage operation will have a low ANS. IPF refers to the measured
DSP at a delay time (td) of 100µs normalized by the maximum DSP observed (which is ob-
served at shortest delay times). IPF should be thought of as a metric quantifying internally
driven depolarization in the film. An ideal system with robust non-volatility will have an
IPF value of 1, with higher values (closer to 1) being better and lower values (closer to 0)
being worse. I show results for ANS and inverse IPF (IPF−1) (Fig. 4.9) as a function of film
thickness. There is a trade-off observed, where thinning the film improves the driven metric
(ANS) but is a detriment for the depolarization metric (IPF). The results presented here
clearly indicate the importance of mitigating depolarization and improving the stability of
the polar state as the field approaches lower voltage operation of thin-film ferroelectrics.

From Fig 4.9 it indeed appears that there is a trade off. By utilizing films at intermedi-
ate thicknesses, I gain low voltage driven operation while maintaining (relatively) long-lived
remanence. There exists, however, a new opportunity for polar materials with inherent in-
stability. Recent progress in probabilistic computing, where logical bits populate “on” and
“off” states subject to a (electric-field-dependent, for example) probability distribution, has
shown promise for a number of use-cases[156, 157, 158]. While implementations so far have
been limited to ferromagnetic tunnel junctions, such as in ref [157], work studying a par-
allel implementation using ferroelectrics with inherent instabilities, such as those presented
here, is on-going. The very same mechanisms, of low coercivity and high depoling fields,
which contribute to depolarization in my ultra-low coercivity BTO films, for example, can
cause dipolar fluctuations whose timescale and probability of occurrence will be strongly
influenced by an external DC bias. To study polar fluctuations I have proposed to use noise
electrometry with nitrogen-vacancy centers in diamond [155] in addition to using fabricated
devices and measuring the electrical noise spectrum. The latter technique would consist of
an isolated (including Faraday cage5) ferroelectric capacitor which is electrically contacted
with a wirebond. If the polarization fluctuates with characteristic time-scales, I can observe
such fluctuations in the noise spectrum (as measured with a network or spectrum analyzer)
of the current in the circuit. By applying a DC bias, I expect to be able to tune the prob-
ability distribution (biasing one state over the other) of the polarization in the film, which
will be observed as a change in the noise spectrum.

In summary, I presented depolarization and external-voltage-driven ferroelectric switch-
ing dynamics in the prototype ferroelectric, BTO. The results highlight the importance of
proper consideration of depolarization fields in thin-ferroelectrics, and hold particular signif-
icance in addressing the stability of the polar state as the field progresses towards the goal
of ultra-low power operation of ferroelectric materials. Depolarization dynamics in BTO
are understood within the context of a nucleation and growth model, where the activation
energy decreases, and the depolarization field increases with increasingly thin films. Owing
to the local nature of depolarization effects, no lateral area device scaling is observed, in
stark contrast to external-voltage-driven polarization dynamics. Depolarization in BTO is
compared to the prototype relaxor ferroelectric PMN-PT, where the different mechanisms

5One must take care to remove erroneous signals such as WiFi in the building
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of depolarization (nucleation and growth versus thermal fluctuation of polar nanodomains)
result in starkly different depolarization behavior as a function of temperature.

Figure 4.9: Driven and Depolarization Metric. Left axis shows area-normalized switching
time (ANS), right axis shows inverse initial polarization fraction (IPR) at a time delay of
100µs, both as a function of film thickness for a fixed, nominal, applied voltage of 500mV. In
ultra-low coercivity thin films I observe a trade-off, where thinner films show lower voltage
operation and faster switching times, but also lower stability of the polar state.

There are several pathways to mitigating the effects of depolarization fields. A significant
reduction in the screening length (λ) is possible by changing electrode material, though
growth quality must be maintained. A potential choice is yttrium barium copper oxide
(YBCO) which is superconducting at liquid nitrogen temperatures. In the superconducting
phase, the YBCO will, in principle have a vanishingly small screening length. In this limit,
the depolarization field should also vanish6. Another option is to address the reduction in
activation energy presently observed. This can be achieved through defect implantation[159]
though will also coincide with increased coercivity. In the drive toward 100mV operation of

6Studies using superconducting YBCO would have the added benefit of disentangling depolarization
from electrostatic effects and other mechanisms such as in ref [135]
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ferroelectric materials, one must not lose sight of the stability of the polar state, and must
find a delicate balance of effects.
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Chapter 5

Probing Magnetic Dynamics Through
Spin Transport in BiFeO3

So far, I have discussed “dynamics” in the context of switching, from one (meta-)stable state
to another, of ferroic order. In this chapter, I turn to dynamic eigen-excitations of (mag-
netic) order, specifically magnons, and the ways in which they can be detected, manipulated,
and applied. I will discuss how such excitations manifest in multiferroic materials and how
I can manipulate them with electric fields and domain walls. The findings presented in this
chapter are of both fundamental and applied interest. Fundamentally, transport of angular
momentum (spin transport) via magnons (particularly in insulating systems) has received
an immense amount of attention in the last decade as researchers seek to understand excita-
tion, detection, and manipulation mechanisms, and my research adds important discoveries
to that end. From an applied point of view, much excitement surrounds novel computing ar-
chitectures built on spin-wave memory and logic (so-called “magnonics”)[36, 160, 161, 162],
and my work offers a viable pathway toward magnon-based devices that can be integrated
into current charge-based computing technology. In this chapter, I will discuss a novel mani-
festation of magnetoelectric coupling in BFO, to demonstrate how intrinsic multiferroicity in
the system allows us to control magnons in a non-volatile fashion, using an applied electric
field, instead of an applied magnetic field.

5.1 Essential Background

Magnons are quantized spin waves in magnetic materials (see Section 1.1.2). Historically,
magnons have been studied via scattering or resonant means. For example, Raman scatter-
ing spectroscopy [163, 164, 165] has been used to study k = 0 magnons in BFO [166, 167,
168] and the effect of magnetoelectric coupling[169, 170]. In particular, observation of “elec-
tromagnons”[171, 172, 173] and phonon-electric-dipole-magnon coupling has been reported.
Ferromagnetic resonance (or antiferromagnetic resonance) [174, 175, 176] can also be used
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as a means of measuring magnons resonantly1. Recently, there has been a resurgence of in-
terest in the study of magnon physics, for spintronics [177, 178, 179] applications, especially
as spin-pumping and spin Hall-based measurements have gained significant traction in the
community [180, 181, 182, 183, 184]. Notably, as described in this chapter, the spin Hall
effect can be used to incoherently create and detect magnons in a variety of magnetic ma-
terials, including insulators. This technique can be sensitive to propagating magnons, with
wavevector k ̸= 0, naturally lending itself to transport of spin information. This discovery
has led to a significant body of work studying magnon spin transport in magnetic materials
and holds promise for new paradigms in device technology based on magnons. In this chap-
ter, I am interested in a simple question: how can one study magnetic (magnon) dynamics
in BFO, and, most importantly, how can one make use of magnetoelectric coupling in BFO
to manipulate magnons with an electric field?

In the field of magnonics, spin waves, rather than electrons, form the fundamental oper-
ating unit [36, 160, 161, 162]. The field has experienced rapid growth over the last decade as
exciting progress has yielded a breadth of interesting physics as well as the potential for low
power dissipation in computing [185]. In lieu of an electronic current, insulating magnetic
materials can host magnon currents, which carry spin information and avoid Ohmic losses
associated with electron transport. Such materials are well-suited for wave-based computing
based on magnon logic [186, 187, 188, 189, 190]. Indeed, theoretical work has proposed anti-
ferromagnetic spin wave field-effect transistors [191] and realizations of all-magnon transistors
based on magnon-magnon scattering with resonant excitation have already been experimen-
tally demonstrated [189]. There are several ways to create magnons [36, 162, 192, 193, 194],
and spin transport via magnon currents have already been reported in a variety of magnetic
systems [185, 195, 196, 197, 198]. Though resonant excitations are typically used to study
spin waves [199, 200], magnon currents can be excited incoherently by a thermal gradient
through the spin Seebeck effect (SSE) [201] or near-DC-frequency spin accumulation mecha-
nisms [192, 202]. Thermal excitation of magnons, however, is better suited to materials with
complex domain structure since it does not require long-range magnetic order [203]. Here,
I will focus on so-called “non-local” spin transport through insulating magnetic materials,
where magnons are excited by thermal gradients or other means and detected via the inverse
spin hall effect (ISHE) in a spin orbit metal (typically Pt) some distance away from the
source location.

1The frequencies of antiferromagnetic resonance are typically much higher than ferromagnetic resonance.
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5.1.1 Non-local spin transport

Figure 5.1: Overview of nonlocal spin transport experiment. a. shows the experiment
configuration. A charge current (AC or low-frequency DC) is driven through an injector
wire lithographically defined on top of a magnetic insulator. The magnon current through
the magnetic material is sensed by the resulting inverse spin hall voltage in the detector
wire, as measured by a lockin amplifier (for AC current) or nanovolt meter (for DC current).
b. shows the ISHE detection mechanism in addition to spin accumulation (SAM) and spin
Seebeck effect (SSE) creation mechanisms.

A schematic of the experimental setup for non-local spin transport is shown in Fig. 5.1. In
order to perform the measurement, one lithographically defines two wires, typically both2

made of a good spin Hall metal. Spin Hall metals, such as Pt, have the unique property that
a charge current flowing in the metal will induce a transverse spin current, given by:

J⃗s = θH σ̂ × J⃗e (5.1)

where J⃗s is the spin current, σ̂ is the spin polarization, and J⃗e is the charge current. θH
is called the spin Hall angle3 and characterizes the efficiency of the material in converting

2This is not always a requirement, though to detect magnons via the ISHE, at least one wire (the
detector) must be made of a good spin hall metal, of which Pt is the standard in the literature.

3A substantial amount of effort has been devoted to increasing the spin Hall angle, as a means of
increasing the conversion rate between spin and charge (useful for spintronics applications), though typical
values are quite low. For example, Pt has a spin Hall angle of just ≈0.07
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between spin and charge currents. This phenomenon is (aptly) called the spin Hall effect
(SHE)[204].

When a charge current is driven through the “injector” wire (left wire in Fig. 5.1a)
magnons are excited in the magnetic insulator. These magnons then traverse the channel
and are incident on the “detector” wire (right wire in Fig. 5.1a). This incident magnon can
be scattered by a spin in the detector metal (Fig. 5.1b), and in order to conserve angular
momentum in the process, induce a spin flip of the incident spin. This is referred to in the
literature as the “spin flip scattering mechanism.” The net result of such scattering is a spin
current in the metal (J⃗s). Just as a charge current can induce a spin current via the SHE
(Eq. 5.1), the inverse process can also occur, i.e., the inverse spin Hall effect (ISHE), where
a spin current induces an orthogonal charge current. In the geometry shown, (Fig. 5.1),
spin flip scattering of interfacial spins results in a net spin current, and therefore a charge
current along the length of the wire. So, by measuring the differential voltage along the
wire, one obtains a measure of the incident magnon current into the wire. This mechanism
of detection means that the measurement is sensitive to the incident magnon current with
spin polarization pointing orthogonal to the length of the wire (i.e., across the channel). If the
incident magnons are spin polarized along the length of the wire, the induced ISHE voltage
would not be detected in this geometry. As such, this measurement scheme acts as a spin
polarization “directional” detector4. The detected (non-local) voltages are typically quite
small (∼100nV), so one must use a nanovolt meter (if using DC currents in the injector
wire), or, as is more common, a lock-in amplifier and a low frequency AC current in the
injector wire to provide the reference signal. Having established the detection mechanism, I
now to two mechanisms for creation of magnons.

Spin Seebeck effect : The first mechanism of creation is called the spin Seebeck effect
(SSE). The SSE is the spin analog of the Seebeck effect, where a thermal gradient in a
metal can induce a voltage, E ∝ ∇T , resulting in a charge current. Owing to the SSE,
a spin current can flow as the result of a thermal gradient in a magnetic material[201].
Importantly, such spin currents can flow, even in magnetic insulators, where magnons , in
lieu of electrons, transmit spin. In the non-local geometry as described above, the charge
current in the “injector” wire induces a thermal gradient in the magnetic material owing to
Joule heating in the wire (Fig. 5.1b). As described in detail below (section 5.2) thermal
gradients can persist for long distances, meaning that magnons can be excited via the SSE
at the injector, or away from it.

Spin Accumulation: The second mechanism of creation is called the spin accumulation
mechanism (SAM), or, as it is often referred to in the literature, the “electronic” mechanism.
SAM magnons are excited in the inverse process to which they are detected, i.e., a charge
current in the injector wire induces a spin current toward the interface with the magnetic
material, and, via spin flip scattering, creates magnons (Fig. 5.1b). Unlike thermal magnons
excited via the SSE, SAM magnons can only be excited at the interface between the injector
wire and the magnetic material, meaning that they must traverse the channel without damp-

4I like to think of it in analogy to an optical linear polarizer
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ing, scattering, or other attenuation mechanisms, if I am to detect a magnon current in the
detector wire. From Fig. 5.1b and the form of Eq. 5.1, it is clear that the spin polarization
of the created magnon is dependent on the spin polarization (σ̂) of the incident interfacial
spin, which is set by the properties of the spin Hall metal and the direction of the applied
charge current. If one reverses the direction of the applied spin current, one also reverses the
interfacial spin polarization, and therefore the created magnon spin polarization. In section
1.1.2 (Fig. 1.4), I discussed how magnons are (in the simple case of a ferromagnet) delocal-
ized spin flips of single spins. So, if the interfacial incident spin is polarized antiparallel to
the magnetization of the magnetic material, magnons can be excited. If the incident spin
polarization is aligned with the magnetization of the material, no magnons will be excited
(see [192] for a nice description). Thermal magnons are excited wherever a thermal gradient
exists, and are spin polarized antiparallel to the magnetization of the material.

It is important to note that fundamentally, there is no difference between thermal and
SAM magnons (in terms of dispersion relation, etc.), except for how (and where) they are
created. As we will see, the location and mechanism of creation is very important for
interpretation of results. Regardless of how they are excited, magnons are detected in an
identical way (ISHE) in the detector wire.

Disentangling contributions : Since the detection mechanism is the same, and thermal
and SAM magnons have different creation mechanisms, I seek a method of decomposing the
observed non-local voltage into a contribution from the two effects. This can be achieved
one of two ways, depending on how the experiment is configured. I will first describe the
case of using an AC current (for the injector wire) and a lock-in amplifier (for the detector
wire). Since SAM magnons depend on the charge current in the injector wire for excitation,
to detect SAM magnons, one should look at the first harmonic, and specifically the in-
phase (X) component[205], of the measured voltage on the detector wire. Since thermal
magnons are dependent on Joule heating the injector wire, which is dependent on the power
dissipated, i.e., P = I2R, one should observe the second harmonic, specifically the out-of-
phase (Y) component[205], of the measured voltage on the detector wire. If one chooses to
use a DC current source, a similar decomposition can be achieved by running the current
in the injector first positively(j+), then negatively (j−). Since the thermal magnons are
sensitive only to the thermal gradient, reversal of the current should have no effect, with the
opposite being true of SAM magnons. The two contributions can thus be obtained as:

Vthermal =
V+ + V−

2
, VSAM =

V+ − V−
2

(5.2)

In order to confirm that the observed non-local voltage indeed stems from magnon cur-
rent, one typically applies an external magnetic field to modify, in some way, the magnetic
order in the magnetic material, and in so doing modulate the observed magnon current. In
the following section I describe this in detail.
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5.1.2 Modulation via in-plane magnetic field rotation

The most prototypical non-local experiments have been performed on the ferrimagnetic
insulator, Y3Fe5O12 (YIG). A non-local device geometry is used, and an in-plane magnetic
field (Fig. 5.1a) is applied at a variable angle, θ. The magnitude of the applied field should
be above the coercive field in the YIG (∼500Oe) such that the magnetization in the YIG
follows the direction of the applied magnetic field. Owing to the fact that the detector
(and injector, for SAM magnons) is directional, and sensitive only to the spin polarization
component of incident magnons oriented orthogonal to the length of the channel, by rotating
the magnetization with the applied field, the observed non-local signal is modulated as in
(Fig. 5.2). The first harmonic (SAM) and second harmonic (thermal) signals exhibit different
angle dependence, where the first harmonic is π-periodic and the second harmonic is 2π-
periodic. To understand why, it is easiest to first understand the thermal signal dependence.
For an applied field at angle θ, the thermal magnons have spin polarization antiparallel, i.e.,
at an angle α ≡ θ + π. The Pt detector wire is sensitive only to incident spin polarization
only along a single direction (without loss of generality, let it be x̂). Owing to the spin flip
scattering mechanism, the magnitude of the observed voltage is

Vnl ∝ (cos(α + π)ŷ + sin(α + π)x̂) · x̂ ∝ sin(α) (5.3)

[192] explaining the 2π periodicity in the case of the second harmonic. In the second harmonic
(thermal) signal, the angle dependence has no meaning on injection (Joule heating), though
the same is not true of the first harmonic (SAM) signal. There, the injector acts as a
directional injector in an analogous way to the detector, so I observe the product of two
2π-periodic signals. sin2(x) = 1

2
− cos(2x)

2
, i.e., a π-periodic signal.

YIG is an ideal candidate for studying non-local spin transport owing to its low coer-
civity, robust magnetic moment, and insulating nature. Early work, was performed almost
exclusively on YIG for these reasons. More recently, however, researchers have begun to
explore other classes of materials (most notably antiferromagnets), and used non-local spin
transport as a means of studying fundamental magnetic phenomena for example magnetic
transitions, such as the Morin transition in α-Fe2O3 [206]. In antiferromagnetic systems,
researchers have observed similar magnetic field dependencies to YIG, though the magnetic
fields required are typically much larger. This is because antiferromagnets are generally ro-
bust to externally applied fields and one must apply a field above the so-called “spin-flop”
field, where the Néel vector reorients orthogonal to the applied magnetic field5. Above the
spin-flop field, one also induces a net magnetization stemming from the canting of the spins
along the applied field direction (Fig. 1.5).

5This happens because it is energetically costly for either sublattice, alone, to orient along the magnetic
field direction because the other sublattice is aligned antiparallel. It even more energetically unfavorable for
both to align (that would require overcoming the antiferromagnetic exchange energy, typically ∼100T), so
orthogonal alignment is preferred.
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Figure 5.2: Non-local measurement on YIG. a. Orientation of devices, relative to zero of
magnetic field. A charge current is driven through the injector wire (labeled with je(+) and
je(−)) and the nonlocal voltage at the b. first harmonic (sensitive to the spin accumulation
mechanism) and c. second harmonic (sensitive to the spin Seebeck effect) are measured
in detector wire (labeled with V+ and V−). The charge current amplitude is 500µA. As
expected, I observe a 90◦ phase shift in the observed nonlocal signal for devices (Case 1, 2)
oriented orthogonal to each other.

Magnetic field magnitude dependent measurements of nonlocal spin transport in iron
oxide (the parent compound of BFO) reveals a peak in the first harmonic nonlocal signal
(see Figure 2 of ref [185]). As described in Chapter 1.1.2 (Fig. 1.5) the applied magnetic
field modifies the energy of the two magnon modes, with one increasing in energy, and the
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other decreasing. At the spin-flop field, the decreasing mode reaches zero energy (referred to
as closure of the magnon gap), and, as it costs negligible energy to excite magnons in that
mode, the nonlocal voltage, in principle, diverges. This is the origin of the peak in nonlocal
voltage observed in ref [185]. Above the spin flop transition, also in iron oxide, where one
has deterministic control over the Néel and magnetization vectors, in-plane magnetic field
angle dependent studies [198] have revealed similar angle dependence of the first harmonic
signal (see Figure 2 of ref [198]) to that of YIG. The authors in [198] argue that SAM
magnons exhibit spin transport via the Néel vector6 (and not the magnetization vector
stemming from the canting of the spins in the spin flop phase), though do not show results
for second harmonic, i.e., thermal magnons. In [206], the authors argue that SAM magnons

are transported along L⃗ and thermal magnons are transported along M⃗ , consistent with my
findings in BFO, presented next.

5.2 Electric Field Control of Thermal Magnons in

BiFeO3

Spin transport through magnetic insulators has been demonstrated in a variety of materials
and is an emerging pathway for next-generation spin-based computing. To modulate spin
transport in these systems, one typically applies a sufficiently strong magnetic field to allow
for deterministic control of magnetic order (see section 5.1.2). Here, I make use of the well-
known multiferroic magnetoelectric, BiFeO3, to demonstrate non-volatile, hysteretic, electric-
field control of thermally excited magnon current in the absence of an applied magnetic field.
These findings are an important step toward magnon-based devices, where electric-field-only
control is highly desirable.

Previous research has demonstrated non-local spin transport [208] in insulating ferri-
magnets [192, 209, 210] and antiferromagnets [185, 197, 198, 196, 211], thermally excited
spin-transport over exceptionally long distances [212, 213], and non-volatile magnetic field
control [198]. Electric field control of magnon spin transport, however, has been limited
to concurrent application of high magnetic fields [203]. For operational devices based on
magnon transport, electric field control in the absence of an applied magnetic field could be
a crucial advance for the field.

Here, I make use of the well-known multiferroic material, BiFeO3 (BFO), to demonstrate
such electric field control of thermal magnons. BFO is a room-temperature magnetoelectric
with a large ferroelectric polarization (≈90 µC/cm2), G-type antiferromagnetic ordering,
and a weak ferromagnetic moment arising from the Dzyaloshinskii-Moriya interaction [40,
47, 9]. The ferroelectric and antiferromagnetic domain structures in BFO exhibit a one-to-

6It is known, however, that there may be arbitrary voltage offsets in nonlocal experiments from parasitic
capacitance/inductances or other sources [207], and depending on the existence/sign of such an offset in the
data of [198], it is not immediately clear whether the “minimum” they claim is actually minimum, or if it is a

maximum. This makes interpreting the results of whether the spin transport occurs via L⃗ or M⃗ challenging.
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one correspondence [47], and deterministic control of magnetic order via manipulation of
the ferroelectric state (with applied electric fields) has already been demonstrated [9, 51,
214], making BFO an attractive option for high-speed, low energy computing [52, 2, 3, 26].
Previous work on BFO [169, 173] has revealed broad tunability of the magnon dispersion
with applied electric field, and early theoretical work predicted all electrical switching of
magnon propagation [170].

In the section, I demonstrate a novel manifestation of magnetoelectric coupling in BFO to
manipulate magnon current. Magnons are excited via the SSE and spin transport is detected
via the inverse spin Hall effect (ISHE) [204, 215]. I demonstrate non-volatile, hysteretic,
bistable states of magnon current and establish a robust means of switching between the two
states with an applied electric field. Via piezo-response force microscopy (PFM), I reveal
the switching pathway of the ferroelectric order, which is accompanied by the switching of
net canted magnetic moment, providing the mechanism for electric field control of magnon
current.

5.2.1 Experimental design

We grow BFO samples via pulsed laser deposition and employ a non-local device geometry
(Fig. 5.3a) consisting of two lithographically defined (Appendix B) Pt wires separated by
a distance d (≤1µm) on the BFO surface. Devices are patterned via UV lithography using
a Heidelberg MLA150 Maskless Aligner in the Berkeley Marvell NanoLab at CITRIS, using
AZ MiR 701 Photoresist. After patterning, a blanket layer of ≈10nm of Pt is deposited
via room temperature DC magnetron sputtering at 2 mTorr Ar pressure (base pressure
of 10−8 Torr). Pt is then lifted off via ∼5 hr soak in 1-methyl-2-pyrrolidone (NMP) at
85◦C. In the channel between the Pt electrodes, I observe well-ordered 109◦ ferroelectric
domains (Fig. 5.3a). This confirms the high quality of the BFO film and, via the established
correspondence between ferroelectric and magnetic order, allows us access to the magnetic
domain structure of the device [47, 214, 52]. Each of the four leads (Fig. 5.3a) is wire-bonded
for the non-local measurement, described next. In the “measurement configuration,” low-
frequency AC current, f = 7Hz, driven through the injector Pt wire (Fig. 5.3b) creates a
thermal gradient in the film via Joule heating of the Pt (heater) wire. This thermal gradient
excites magnons via the SSE. The resulting magnon current is detected at the detector Pt
wire as a voltage along the length of the wire, originating from ISHE and spin scattering
at the Pt/BFO interface [192, 215, 216]. I use the standard lock-in technique to measure
the magnon current as a differential voltage along the detector wire, Vnl. Since the thermal
magnon current scales with the square of the charge current in the injector wire, I measure
the second harmonic of the detected voltage, i.e., Vnl(2ω).

In my experiments, the non-local measurements are performed using a Keithley 6221
current source to run current through the heater wire, and two identical Stanford Research
Systems Model SR830 Lock-in amplifiers are used to simultaneously measure the first and
second harmonic differential voltage along the detector wire. All measurements, unless oth-
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erwise stated, are performed at a frequency of 7Hz in the absence of an applied magnetic
field.

Figure 5.3: Experimental Setup. a. Optical and PFM images of non-local device struc-
ture. Out-of-plane (OOP) and in-plane (IP) PFM images reveal a well-ordered 109◦ domain
structure. Arrows in inset (OOP) show IP projection of spontaneous polarization, P. b.
Measurement configuration. c. Pulsing configuration.

I confirm the efficacy of my device structure and non-local (“measurement configuration”,
Fig. 5.3a) testing protocol by fabricating identical devices on (YIG) and performing the pro-
totypical in-plane magnetic-field dependent nonlocal measurement (Fig. 5.2), which shows
the expected behavior[192]. To modulate the magnon current in BFO in the absence of an
applied magnetic field, I perform in-situ electric-field pulsing across the channel (“pulsing
configuration”, Fig. 5.3c) thereby switching the ferroelectric, and consequently magnetic
order parameters.
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5.2.2 Non-volatile Control

Figure 5.4: Bi-stable states of thermal magnon current. a. Cross sectional device schematic.
As shown by the interfacial spin (black), the detected voltage along the detector (left) wire
is dependent on the magnon spin polarization component orthogonal to the length of the Pt
wires. b. Experimental protocol and results of “half” hysteresis loops confirming the stability
of the ferroelectric state after electric field poling. c.Measured lock-in second harmonic
voltage, Vnl(2ω), measuring magnon current, as a function of time. 100 seconds of data
are collected after each electric-field pulse. Data reflects relative changes upon poling, i.e., a
small (≈10s of nV) DC offset is subtracted from both positively and negatively poled signals.
Histogram combining results from 10 trials confirms two distinct states of magnon current.
Fits are to normal distributions. An 800 µA charge current was used to generate the thermal
gradient for SSE.

I follow an experimental protocol (Fig. 5.4b.) designed to both confirm the switching of
the ferroelectricity and monitor resulting changes in detected magnon current. Following a
unipolar (5ms, 350kV/cm) voltage pulse in the pulsing configuration, I measure the second
harmonic voltage on the detector wire, Vnl(2ω), in the measurement configuration. I then
confirm the ferroelectric state by measuring a single bipolar ferroelectric hysteresis (PE)
loop. As observed, (Fig. 5.4b.), the PE loop shows only one switching event (e.g., only
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showing switching in the positive direction, following negative poling) confirming that the
ferroelectric state is both switched and remnant. I then switch the pulse polarity and start
again. By alternating positive and negative polarity electric field pulses (Fig. 5.4c.) one can
clearly observe two non-volatile states of measured magnon current.

Notably, the measured resistance across the channel, i.e., from the heater to detector is
>20GΩ. When measured by a Keithley 2400 multimeter, the resistance measures overload.
These results hold both before and after electric field poling, and cycling between states. As
such, are confident the measured signal does not stem from leakage currents between the
electrodes.

Owing to the ISHE detection mechanism, the Pt detector wire acts as a directional
detector, sensitive to the component of incident magnon spin polarization orthogonal to the
length of the wire (Fig. 5.4a) [185, 192, 198]. The existence of two states of magnon current,
therefore, indicates that the electric field induced switching results in changes to the magnon
spin polarization pointing across the channel. My results thus indicate that the switching of
the ferroelectricity induces switching of the net canted moment (M) adjacent to the detector
Pt wire. As a result, the spin polarization of thermally excited magnons along M, also flips,
resulting in the observed change in detected non-local voltage. To better understand the
mechanism of such switching, I turn to PFM to directly image the ferroic order.

5.2.3 Magnetoelectric Coupling Mechanism

It has been shown previously [47], that there is one-to-one correspondence between ferro-
electric domains and antiferromagnetic domains in BFO, so, via PFM I am able to intuit
the magnetic domain structure. Within a single domain, the ferroelectric polarization, Nél
vector and canted ferromagnetic moment are oriented orthogonal to one another (Fig. 5.5a)
with the in-plane projection of the canted moment pointing along the in-plane projection of
the ferroelectric polarization [9, 133, 10]. Owing to mechanical and electrostatic boundary
conditions [45], adjacent domains’ polarization vectors are oriented 109◦ from each other
and aligned head to tail (Fig. 5.5a). The existence of such 109◦ domains is confirmed via
PFM in my films (Fig 5.3a.), and results in a net canted moment (along ⟨100⟩pc), which
points orthogonal to the directionality (¡010¿pc) of the stripe domains (Fig. 5.5). To study
the switching of the ferroic state, I perform PFM imaging after application of ±350kV/cm
across the channel. I observe reversal of the in-plane contrast (Fig. 5.5b), indicating in-
plane reversal of the ferroelectric polarization. Importantly, while the in-plane component
of the polarization reverses, the underlying ferroelastic domain structure is preserved, i.e.,
switching occurs within each ferroelastic (stripe) domain. The persistence of the ferroelastic
domains very likely contributes to the reversibility of the magnonic signal observed upon
bipolar electric field pulsing (Fig. 5.4c). The IP PFM results, in combination with out-
of-plane (OOP) PFM imaging after switching (Fig. 5.62), which does not show reversal,
allow us to conclude that polarization switching proceeds via a 71◦ IP switch, consistent
with previous research [9]. I show, schematically (Fig. 5.5c), the resulting reorientation of
the polarization, Néel vector, and canted moment after 71◦ switching. The ISHE detection
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mechanism is sensitive to the magnon spin polarization, and therefore the magnetic order,
directly beneath the detector Pt wire. Furthermore, since the Pt wire spans several domains,
the detected voltage is a function of the adjacent net magnetic order (i.e. the sum of twin do-
main contributions). While magnons have been shown to traverse both M and L [12,15,19],
from the schematic (Fig. 5.5c), one can observe that while the net canted moment, M, does
reverse, the net Néel vector, L, does not reverse following 71◦ switching. This indicates that
my data is sensitive to spin wave excitations carried along (spin polarization antiparallel to)
the net canted moment, M. Previous literature, [206], has also observed thermal magnons
to traverse M.

Figure 5.5: Switching Mechanism. a. Schematic of twin 109◦ domains showing ferroelectric
polarization vector, P (red), Nél vector L (blue), and canted magnetization vectorM (green).
b. In-plane phase PFM images after +350kV/cm and -350kV/cm applied across the channel.
The change in contrast indicates reversal of the net in-plane polarization (and therefore
canted magnetization). A (Green) circle marks an external reference domain pattern for
comparison. c. Schematic of 71◦IP switch showing reversal of the both the net ferroelectric
polarization, P, and net canted moment, M.

While I have so far discussed thermal magnons, it is important to address another excita-
tion mechanism, namely the spin accumulation mechanism (SAM) [185, 192, 198, 216] from
the spin Hall effect (SHE) in the injector wire. This effect is dependent on the charge current
in the injector wire (as opposed to j2 in SSE) and therefore appears in the first harmonic
nonlocal voltage. Electric-field switching of BFO results in no change in the first harmonic
signal (Fig. 5.7). It has been shown both experimentally [196] and theoretically [217, 218]
that (anti-) ferromagnetic domain walls act as scattering sites for incident magnons. To
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observe a first harmonic signal, magnons excited via SAM at the injector must traverse the
channel without (or with minimal) scattering. My PFM data reveal many domain walls
between the injector and detector, which scatter all SAM excited magnons, and result in
no observed first harmonic signal. Thermal magnons however, can be “re-excited” after a
domain wall since the thermal gradient, governed by phonon diffusion, for example, persists.
As described in detail in section 5.2.4 similar physics can explain the lack of first harmonic
signal in multidomain NiO [194], and is corroborated by reports on YIG which study the
effects of nonlocal thermal gradients [213] and heat-transparent/spin-opaque interfaces[219].

Figure 5.6: Out-of-plane PFM after ±350kV/cm poling. Green circles highlight identical
area outside of the channel as a reference state. One can readily observe no out-of-plane
switching, evidencing that poling of the channel results in 71 degree switching of domains.

5.2.4 Attenuation mechanisms of first and second harmonic
signals

The first harmonic and second harmonic signals, while related, probe slightly different
physics. As described in [192], the first harmonic measures spin transport via magnons
excited by the spin accumulation mechanism, while the second harmonic probes thermally
excited magnons. In systems such as YIG, a ferrimagnetic insulator with low Gilbert damp-
ing and long-range magnetic order, the two processes are closely related and indeed, the
authors in [192] find similar values of magnon spin diffusion lengths (as measured by varying
the channel spacing in the nonlocal device) for both first and second harmonic signals. To
measure a first harmonic signal, magnons, which are excited locally at the injector, must
diffuse to the detector without scattering or significant attenuation. The authors treat the
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thermal excitation similarly, where Joule heating at the injector excites thermal magnons
which then diffuse to the injector. However, later work [213] has shown that the picture of lo-
cal Joule heating at the injector is incomplete, since the thermal gradient persist beyond the
local region surrounding the injector, and the heating/spin-current source are delocalized.

Figure 5.7: First-Harmonic non-local voltage upon Electric-Field pulsing. Average first
harmonic signal before and after application of 350kV/cm electric field pulse, measured
concurrently with second harmonic voltage (Fig. 5.4). The data reveal no repeatable change
in first harmonic signal before and after switching.

Though the first and second harmonic signals exhibit similar length scalings in YIG, more
complex systems such as multidomain NiO [194], where the authors observe a thermal signal,
but no electrical signal, Cr2O3 [197], where researchers observe a thermal, but no electrical
signal, or Fe2O3[185], where the authors find a spin diffusion length of the electrical signal to
be ∼9 microns, but the thermal signal to persist beyond 80 microns, require a more nuanced
investigation of the two signals. To understand why I observe similar effects in BFO, I must
return to the origin of the two signals.

To observe the first harmonic signal, electrically excited magnons at the injector must
diffuse to the detector without damping, scattering or encountering other attenuation mech-
anisms. It has been shown theoretically that magnetic domain walls act as scattering sites
for incident magnons [217, 218]. This has also been shown experimentally, in the same
non-local geometry to that is implemented in my experiment, in Fe2O3[196], where mul-
tidomain films exhibit significantly shorter magnon attenuation lengths, as measured by the
spin accumulation mechanism (i.e., first harmonic) signal. As more domains are introduced
between the injector and detector the first harmonic signal will decrease owing to scattering
of the magnons in the channel between the detector and injector. I see the exact same effect
in BFO. In BFO, magnetic domains and ferroelectric domains are known to exhibit a 1-1
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correspondence [47, 10], so, by my piezo-response force microscopy imagining (Fig. 5.3 and
5.5), I am able to confirm the existence of many magnetic domain walls (which are pinned
in place, owing to multiferroicity in BFO and the dominant ferroelectric and ferroelastic
energy scales) that act as scattering sites for incident magnons. As demonstrated in [219],
thermal gradients can persist through spin-opaque interfaces, meaning the thermal gradient
can persist through a domain wall, even if the magnons are scattered. Wherever a thermal
gradient exists, so too does the SSE, so the thermal magnons can then be “re-excited” on the
other side of the domain wall. This is starkly different from the electrically excited magnons,
which, following scattering cannot be “re-excited.” As such, it is not surprising that only
second harmonic switching data is observed, and the findings presented here support the
conclusions of a growing body of work studying magnon scattering at domain walls.

Figure 5.8: Electrode spacing series. Differential Vnl as a function of electrode spacing on
log-linear scale. Heater current is 800µA for all devices. Error bars represent standard
deviation of differential Vnl as measured by a lock-in amplifier for 200 seconds. Protocol is
identical Fig 5.4. Red dashed line shows fit to y = Ae−d/λ. The exponential fit is justified by
a 1D diffusion model (see section 5.4.2) in the exponential regime [213]. Later (Fig. 5.15), I
discuss the implications of such scaling.

In order to probe the attentuation mechanisms in my BFO films, I perform a study
measuring the thermal magnon signal as a function of channel spacing.The range of spacings
achievable in my experiment differs from that of systems, such as YIG, where the signal is
modulated with an applied magnetic field. Owing to the need for electric field control, and
the high voltages required to reach the same electric field value at increased electrode spacing,
I am limited in the number of spacings achievable. My results (Fig. 5.8) for the differential
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nonlocal voltage, Vnl = Vnl(positively poled)− Vnl(negatively poled for an electrode spacing
series, fits well to an exponential decay function, as would be expected in a 1D spin diffusion
model [192].

Figure 5.9: Schematic showing thermal magnon signal dominated by domains directly be-
neath the detector, as well as thermally activated magnons (notated by Red arrows) in
nearby domains which are attenuated via scattering, though contribute a nonzero amplitude
at the detector.

As noted in [213] the distance dependence can be a function of both the distance de-
pendence of the thermal gradient, ∇T (x), and magnon relaxation. Further, as in [219],
magnon accumulation can occur at interfaces with variable spin opacities, so it is possible
that there exists a cascading magnon accumulation at successive domain wall interfaces.
These two effects combine to give the net thermal magnon current, observed. Considering
a simple model of phonons as heat carriers, I expect diffusive phonon heat transport, and,
similar to the model for diffusive magnon transport [192], I expect the resulting thermal
gradient (from phonons alone) to exhibit exponential dependence on distance. Therefore,
if I consider only the domains directly beneath the Pt detector (and their magnetic state,
as dictated by the electric field control) as being relevant to the detected thermal magnon
signal, I expect to record the observed exponential dependence. I stress that this is a limiting
case where magnons are completely scattered any time they encounter a domain wall, the
effects of magnon diffusive transport resulting from magnon accumulation at domain walls
are ignored, and phonons are the dominant heat carrier. While it is likely that the contri-
bution to magnon signal from domains directly adjacent to the Pt detector are significant
(dominant), as seen in Fig. 5.9 one must also consider magnons thermally excited magnons
near the detector, which, although attenuated, do not completely scatter to zero amplitude
when traversing a domain wall, or undergo diffusive transport following the magnon accu-
mulation profile. Finally, one must consider that magnons also carry heat. It is possible,
then, that the electrode spacing dependence contains two exponential decay terms, one from
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the thermal gradient (i.e., phonons) and one from magnon relaxation. Disentangling these
two contributions is the subject of ongoing research, as discussed at length in section 5.4.

5.2.5 Hysteretic Thermal Magnon Behavior

Figure 5.10: Hysteretic Response. a. Hysteretic magnon current measurement protocol.
b. Observation of hysteresis in nonlocal second harmonic signal in BFO showing excellent
agreement with the associated ferroelectric hysteresis loop. Identical measurements on PSTO
and YIG are also shown. c. Magnitude of differential nonlocal voltage as a function of
injector (heater) current, as measured through several different means.

Having established the mechanism behind magnetization reversal and the observed magnon
current, I now demonstrate its hysteretic nature. I perform a quasi-static measurement (Fig.
5.10a), varying the magnitude of the electric field pulse across the channel from negative to
positive and back again, while measuring (over 100 seconds) the non-local signal after each
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applied electric field pulse. I observe a hysteretic response in the magnon current (Fig. 5.10b)
which closely matches the ferroelectric hysteresis loop of the same device. To confirm that
the observed data does not stem from capacitive charging or other extrinsic circuit effects
[207], I perform the identical measurement on YIG (Fig. 5.10b). As expected, I observe no
ferroelectric hysteresis, and importantly no hysteretic magnon current. Next, to confirm that
the signal does not come from the remnant state of the ferroelectric polarization alone, I use
a non-magnetic, in-plane ferroelectric Pb0.7Sr0.3TiO3 (PSTO) sample with a similar value of
switchable charge and again perform the identical experiment (Fig. 5.10b). Here, I observe
a strong ferroelectric hysteresis response, as expected, but do not observe any hysteresis in
the nonlocal voltage. The YIG and PSTO control samples together, therefore, allow us to
conclude that the BFO signal is magnetic in nature. Finally, as the SSE signal scales with
the square of the charge current in the injector wire, I expect a linear dependence on injector
(heater) power (I2 R) in the differential nonlocal voltage, defined as the difference between
measured nonlocal second harmonic voltage when poled with a positive vs. negative electric
field. I show (Fig. 5.10c) the expected linear dependence as a function of heater power.
Finally, I show the repeatable nature of the electric field-switchable thermal magnon current
(Fig. A.1), where the bistable states persist beyond ∼100 cycles. Fig. A.2 shows that the
thermal magnon signal is does not depend on the lock-in frequency, at least at the relatively
low frequencies studied here.

In conclusion, I have demonstrated a novel manifestation of intrinsic magnetoelectric
coupling in BFO, establishing electric field control of non-volatile, hysteretic, bi-stable states
of magnon current in the absence of an applied magnetic field. This represents a crucial step
towards operational magnon-based devices. On-going work focuses on several pathways for
increasing the magnitude of the non-local voltage for practical applications [3]. By varying
the domain structure with choice of substrate [45], one can vary the number and type of
magnon scattering sites present between the injector and detector. Advanced lithography
techniques can also be utilized to minimize the injector-detector distance, with previous
research indicating highly favorable scaling laws for reduced channel widths [192, 212]. In
fact, with improved magnon coherence and/or decreased channel spacing, domain walls
can be written using an out-of-plane electric field (rather than in-plane as demonstrated
here), thereby enabling a non-volatile three terminal transistor which operates on magnon
scattering at domain walls at the gate (see section 5.2.6 for more discussion). Perhaps most
importantly, however, is the inclusion of alternate spin-orbit (SO) metals (replacing Pt). The
spin Hall angle sets an intrinsic limit on the detected voltage, while the interface between the
SO metal and the BFO can limit spin conductance and introduce variability in the fabrication
process. Oxide SO metals, such as SrIrO3, have recently shown high spin hall angles [220],
and most importantly can be grown epitaxially, in-situ, via PLD on BFO, likely allowing
for improved spin conductance, higher non-local voltages, and lower operating current, while
maintaining BFO quality. The results shown here, offer an initial verification, highlighting
an important synergy between multiferroics and magnonic spintronics, and demonstrating a
novel pathway toward functional magnonic devices. In the next section, I discuss extensions
to this work and the exciting implications/possibilities for computing technology.
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5.2.6 Implications for computing applications

Figure 5.11: a. Schematic of an inverter based on thermal magnon spin transport in BFO.
By switching the in-plane magnetization of the BFO with an applied electric field (through
intrinsic magnetoelectric coupling) the sign of the output current reverses. b. Used with per-
mission from ref [3], a schematic of a magnetoelectric spin-orbit logic device. By transitioning
to a magnon-based read-out, the device can be simplified by replacing the spin-injection layer,
spin-orbit coupling stack, and ferromagnet, with a single SOC metal layer (e.g., Pt or SIO).
c. Schematic of logic device operating on SAM magnons, instead of thermal magnons. A
third terminal (gate) can be used to write magnetic domain walls, causing scattering, atten-
uation, or even phase shifting (necessary for wave-based computing) of incident magnons.

Previous work on BFO for magnetoelectric spin orbit (MESO) logic devices [2, 3] focused on
using the switchable canted moment in BFO coupled to an adjacent ferromagnetic overlayer,
thereby allowing one control of the magnetic state of the ferromagnet with an applied electric
field. To write the state, an electric field is applied to the BFO/FM heterostructure poled
either positively or negatively. In order to read-out the state, a supply current is injected into
the device, causing a flow of spin-polarized electrons from the ferromagnet into an adjacent
“spin-orbit coupling (SOC) stack”. Owing to SOC spin-to-charge transduction (like the
SHE), a charge current is generated at the output of the device[3]. Depending on the state
of the BFO (and therefore the FM), the output current with be either high or low (positive
or negative). This device design shows promise for very-low-power computation (i.e., 10aJ),
despite consisting of a large set of modules. For example, in the seminal work on MESO
logic, [3], the proposed device consists of a ferromagnet, a spin-injection layer, a spin-orbit
coupling stack, two charge interconnects, a magnetoelectric (BFO) material and contacts
for power supply, all of which need to work together perfectly to achieve the goals of low
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power consumption. Each material, let alone interface must be perfectly engineered so as to
not introduce any losses. As such, one is naturally inclined to pursue alternative pathways
which simplify the design (number of moving parts) while maintaining the ability to perform
ultra-low power computation. Magnons in BFO, offer one such pathway.

The data presented in Fig 5.4, represent a non-destructive read-out the (magnetic) state
of the BFO. Unlike sensing the ferroelectric state, as one does by switching the ferroelectric
order, using magnonic spin transport through the BFO does not change the state of the
BFO. This is highly desirable, as it represents a non-volatile method of doing logic. Perhaps
most importantly, suggest a straightforward pathway to making an inverter, which is a key
logic element. The reversal of the magnetic order with electric field switching of the BFO
allows for inversion of the input charge current (Fig. 5.11). The ISHE detection mechanism
acts as a directional detector. Thermal magnons, which carry spin polarization antiparallel
to the net magnetization in the BFO will only scatter spins in the SOC detector metal which
conserve angular momentum. This means that for well ordered BFO (stripe domains with
consistent relationships between P, L and M) in a given state, the direction of the current
in the detector wire is a directly maps to the magnetic state. 180◦ switching (of the in-plane
projection, i.e., a 71◦ switch of the ferroelectric order) will induce reversal of the charge
current in the detector wire, which is precisely the objective of an inverter.

A few remarks are in order here. The inverter presented in Fig 5.11a works only for
thermal magnons transmitted along M. If I were instead to use SAM magnons, the same
process would not occur upon switching of the BFO. This is because I now must consider
the directional nature of the injector in addition to the detector (recall that the angular
dependence, in Fig. 5.2, of the first harmonic signal is π−periodic). There are, however
other benefits to using SAM magnons instead of thermal magnons, including the possibility
for ballistic magnon transport, and using a gate electrode to write domain walls7, enabling
toggling of, or otherwise manipulating, spin transport without the need for switching the
entire volume of the device (Fig. 5.11c). Lowering the required switched volume will have a
positive impact on energy consumption.

As I have described, BFO and the intrinsic coupling between magnetic and charge degrees
of freedom, makes it a uniquely attractive magnon-based devices. Unlike other magnetic
systems which require the application of (high) magnetic fields, BFO can operate at room
temperature with no applied magnetic field. As an example of how BFO-based devices
operating on electric field control of magnons, consider the MESO device in Fig. 5.11c. The
BFO serves as the “magnetoelectric material”, and its state is read out in the following
manner: 1. a ferromagnetic overlayer is exchange coupled to the BFO, enabling electric field
switching of the ferromagnetic magnetization. 2. a current is run through the ferromagnetic
layer, then through the spin-injection layer and the spin orbit coupling stack, which converts
the state of the ferromagnet into a charge via the SHE. Note that in the geometry of Fig.

7This very likely requires large domain sizes or advanced lithography techniques. 110 oriented BFO offers
a potential material system with larger domain structures, and e-beam lithography is capable of defining
devices which could, in principle, sit with a single stripe domain
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5.11c, electric field switching of the ferromagnet (via coupling to the BFO) must result
in switching of the entire ferromagnetic magnetization, including the region not directly in
contact with the BFO layer. This design, while achievable, is a complicated device structure,
and by using magnon-based alternative, one can replace the ferromagnet, spin-injection layer,
and spin orbit coupling stack with a single spin-orbit coupled metal (such as Pt). Such a
simplification can improve yield, reliability, and energy losses at interfaces. For devices based
on magnonic spin transport in BFO to reach maturity, however, a key hurdle is increasing the
output voltage (or current) on the detector wire. Currently, I observe ∼ 100nV differentials
between positive and negative poling, corresponding to only ≈20pA of current. When these
values are compared to the 100mV and ∼60µA currents proposed in the MESO devices [3],
it is clear that this is not a small challenge. My on-going efforts, described in more detail in
section 5.4, include a multilateral approach to solving this problem, including, but not limited
to, channel spacing, epitaxially control of domains, BFO/SOC metal interface engineering,
and pursuing alternate SOC metals with higher spin-to-charge conversion (higher spin Hall
angle) Before discussing next steps and on-going work, in the next section, I will address
my magnetic field dependent studies of nonlocal devices in BFO, and specifically how the
high spin-flop field in BFO and the Nernst effect makes the observation of non-local spin
transport in such a configuration very difficult.

5.3 Magnetic Field Dependence

Here, I address the question of magnetic-field dependence of the observed nonlocal signal
in BFO. In typical nonlocal spin transport experiments (Fig. 5.2, one rotates an applied
magnetic field in the plane of the sample, while measuring both the first and second harmonic
nonlocal voltages. With a sufficiently high magnetic field, the magnetic order (ferri-, ferro-,
or antiferromagnetic) can be rotated along with the field. In-plane rotation of the applied
field then results in a sinusoidal modulation of the observed non-local signal[197, 192]. I
show the results of in-plane magnetic field angular dependent measurements on BFO (Fig.
5.12), which exhibit π-periodic oscillation (linearly dependent on the applied magnetic field
magnitude), which is apparently consistent with the SSE. Upon closer examination, however,
it is revealed that this signal is dominated by the Nernst effect in the Pt.

The Nernst effect is the thermal analog of the Hall effect in a metal, where an out-of-
plane magnetic field and transverse thermal gradient produce a voltage proportional to the
cross product of the two, i.e., VNernst ∝ H ×∇T . Careful study of the observed sinusoidal
oscillation (explained in section 5.3.1), shows that it can be attributed to a small misalign-
ment during mounting creating a ≈2.8 degree tilt out-of-plane. This then begs the question:
where is the thermal magnon signal in the magnetic field dependence? The non-local SSE
signal is very small, since the field is not high enough to have an impact on the magnetic
order. Estimates of the spin flop magnetic field in BFO, for example, are as high as 15-20T
[221], meaning that at the fields studied (≤6T) the signal from the Nernst effect completely
dominates any potential signal from the SSE, which is known to be weak below the spin
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flop transition [185]. Furthermore, the Nernst effect signal will scale linearly with the ap-
plied magnetic field magnitude, making it difficult to distinguish the magnon signal from the
Nernst effect signal. In order to properly do so, one would ideally have multi-axis control of
the applied magnetic field direction and could minimize (correct for out-of-plane tilting) the
Nernst effect at low field, before ramping above the spin flop field.

Figure 5.12: Second Harmonic Voltage for nominal in-plane and out-of-plane orientations.
Left data shows nominal in-plane mounting of the sample with π-periodic oscillation of
second harmonic voltage on the detector wire (consistent with SSE or Nernst effect). Right
panel shows out-of-plane mounting and linear dependence of measured second harmonic
voltage (consistent with the Nernst effect). Both right and left are measured with the same
heater current. These measurements (see section 5.3.1) indicate that just ≈2.8 degrees of
out-of-plane tilt from mounting the sample “in-plane” can result in the signal observed in
the left panel, even in the absence signal stemming from the SSE.

While the magnetic field itself has no measurable effect on the magnonic nonlocal signal,
I can still observe electric field control in the magnetic field angular dependent measure-
ments. Upon electric field poling, I can induce an offset in the sinusoidally oscillating Nernst
effect signal (Fig. 5.14). The magnitude of this nonlocal voltage offset, after correcting
for variability in resistance across different devices (on both the detector and injector Pt
wires), matches that predicted by the quadratic scaling nonlocal current on heater power
(Fig. 5.10). This is a noteworthy finding, indicating that the electric field control is not only
remnant, but robust to spuriously applied magnetic fields, a finding that represents another
vote of confidence for BFO in terms of device application.
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5.3.1 Nernst Effect

Figure 5.13: Out-of-plane tilt during mounting. (Nernst Effect). A small tilt when mounting
the sample can lead to erroneous Nernst effect signals which can qualitatively match the
expected non-local signal from the SSE.

The Nernst effect in a solid is the emergence of an electric field, E⃗, orthogonal to an applied
magnetic field, H⃗ and a temperature dependent gradient, ∇T , in the solid, i.e., E⃗N ∝
∇T × H⃗. A non-local geometry is highly susceptible to erroneous Nernst effect signals,
whereby, a material mounted with a slight tilt with respect to an otherwise “in-plane”
magnetic field (Fig. 5.13) can display a signal with identical qualitatively identical features
to that of a non-local spin Seebeck signal. I will derive this in detail in the following:

Let the applied magnetic field direction be along x2. I first solve the case of no tilt.
x′1, x

′
2, x

′
3 describe coordinate axes rotating with the sample (around x3). The thermal gra-

dient ∇T points across the channel, i.e., ∇̂T ∝ x̂′2. The measurement is sensitive only to
electric field (in the form of a voltage) along the wire, i.e., V ∝ Ex′

1
. I solve for the electric

field from the Nernst effect:

E⃗ ∝ ∇̂T × H⃗ ∝ x̂′2 × x̂2 ∝ (R3(ϕ)x̂2)× x̂2 (5.4)

where R3(ϕ) is the rotation matrix for a rotation ϕ around x3, i.e.,

R3 =

cosϕ − sinϕ 0
sinϕ cosϕ 0
0 0 1

 (5.5)

=⇒ E⃗ ∝ (− sinϕ, cosϕ, 0)× (0, 1, 0) = (0, 0,− sinϕ) (5.6)

This indicates that there is no detected, erroneous, non-local voltage (Ex′
1
= 0) for the

case of no out-of-plane tilt. Next, I solve for the case with a small tilt angle (meaning
the sample does not lie perfectly flat in the plane in which the external magnetic field is
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applied). Without loss of generality, let this tilt be parameterized by an angle θ and occur
via a rotation about x1, i.e., the tilted sample before rotating about x3 has coordinate axes:

x̂′1 = R1(θ)x̂1
x̂′2 = R1(θ)x̂2
x̂′3 = R1(θ)x̂3

(5.7)

where

R3 =

1 0 0
0 cosϕ − sin θ
0 sin θ cos θ

 (5.8)

now, upon rotating the sample around x3, I solve for the induced electric field from the
Nernst effect.

E⃗ ∝ ∇̂T × H⃗ ∝ x̂′2 × x̂2 = (R3(ϕ)R1(θ)x̂2)× x̂2 (5.9)

= (− cos θ sinϕ, cos θ sinϕ, sin θ)× (0, 1, 0) = (− sin θ, 0,− cos θ sinϕ) (5.10)

and the measured voltage along the detector wire is then

V ∝ E⃗ · x̂′1 = − sin θ cosϕ (5.11)

which shows π-periodic dependence on the azimuthal (in-plane) angle, ϕ, precisely the same
dependence one would expect from the nonlocal (SSE) voltage. Furthermore, the thermal
gradient scales with the square of the applied current, meaning that Nernst signals and
non-local SSE signals show qualitatively the same current and angle dependence. There are,
however, a few key signatures of Nernst signals as opposed to true SSE signals.

1. Linear dependence on applied magnetic field. While this may come from lack of satu-
ration of the magnetic order in the material (especially the case in antiferromagnets),
linear dependence of applied field is consistent with the Nernst effect.

2. Variability in phase and or amplitude of the signal when remounting the sample. Each
time one remounts the sample, in principle one introduces a random tilt, which will
result in a random amplitude (random θ) and random phase (as I tilts can occur from
rotations along either x1 or x2.

3. Devices fabricated orthogonal to each other give the same angle dependence

To ensure that a measured signal is not from the Nernst effect, one should mount the
sample normal to the applied magnetic field, and measure a field dependence of the measured
voltage on the detector wire for fixed current on the heater wire. In this case, the measured
Nernst voltage is linearly dependent on field and given by:
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V = αHj2 (5.12)

where H is the applied magnetic field amplitude, j is the heater current amplitude, and α
is a fitting parameter, which is fit to the experimentally obtained data. Returning now to
the “in-plane” angular dependence, given the amplitude of the sinusoidally varying signal,
A, one can calculate the required erroneous out-of-plane tilt angle to produce such a signal
as:

θtilt = arcsin(A/j2αH) (5.13)

using the α measured in the OOP configuration.
When applied to my data (Fig. 5.12), this analysis performed on my BFO sample revealed

a required tilt of just ≈2.8 degrees. As a rule of thumb, mounting of the sample introduces
<5 degree out-of-plane tilt. If the required tilt is very large (to fit ones OOP data), then it
is unlikely that your signal stems solely from the Nernst effect.

This analysis ignores that one will undoubtedly introduce a small tilt in the out-of-plane
mounting as well. If one so desires, the sample can be mounted several times in order to
obtain several values for α. The researcher should then use the maximum value of α obtained
across remount trials.

If one has access to multi-axis alignment, it behooves one to rotate in-plane to a maximum
of the π-periodic signal, and minimize the measured voltage using other axes of alignment.
This will help correct for out-of-plane tilts.

5.3.2 Nernst effect, comparison with YIG

I also performed an identical analysis on my YIG sample, mounting the sample out of plane
and measuring the Nernst effect, as in Fig. 5.12. The YIG data showed a slope of ≈ 50, which
is approximately a quarter of the slope observed for the BFO (≈ 200). The thermal gradient
(and therefore Nernst signal) at the Pt detector is a function of the thermal conductivity of
the material (either YIG or BFO), with higher thermal conductivity resulting lower thermal
gradients. My results, thus suggest that BFO has a thermal conductivity ≈ 1/4 of that
of YIG. This finding is corroborated by the literature, where κYIG ≈ 6.6W/mK[222] and
κBFO ≈ 1.5W/mK[223]. This also finding also has implications for the true SSE signal
(Fig. 5.4), where, owing to the (relatively) low thermal conductivity, BFO is expected to
produce high thermal gradients and therefore high thermal magnon signals. BFO is, however
susceptible to erroneous signals in the presence of applied magnetic fields, further motivating
my method of electric field control of the thermal magnon signal.

The reason that measurements on YIG are not dominated by Nernst effect signals is two
fold. First, the thermal conductivity is higher, meaning the thermal gradients are lower.
Secondly, YIG has a low coercive (magnetic) field. Since the Nernst effect signal scales
linearly with the applied magnetic field amplitude (Eq. 5.4), at low field, SSE dominates.
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5.3.3 Persistence of electric-field signal in BFO under applied
magnetic field

Here, I reiterate the finding that in spite of the Nernst signal dominating the angular de-
pendence, the effects of electric field poling (and switching) of the BFO order are robust
to externally applied magnetic fields. As observed in Fig. 5.14, in-plane angle dependent
studies reveal that the sinusoidal (Nernst) signal has a variable offset for a device poled pos-
itively and negatively with an electric field, which precisely matches the differential nonlocal
voltage in absence of an applied magnetic field (Fig. 5.4). This confirms that the electric
field controllable thermal magnon signal is, in fact, robust to external magnetic fields, con-
sistent with the fact that ferroelectricity sets the dominant energy scale in the system, and
a positive result for device applications.

Having now completed my discussion of the nonlocal voltages observed in BFO (both
erroneous and as a result of thermal magnon transport), I will return to a discussion of
on-going and future work.

5.4 On-going Work

There exist a number of open questions and extensions concerning my magnon work in
BFO. In this section, I will classify two sets of directions that I believe could be fruitful
pathways. The first class addresses fundamental questions pertaining to spin transport and
the ways I believe BFO provides a unique opportunity to gain new understanding both of spin
transport, and of BFO. The second class (as discussed in section 5.2.6) concerns applications
to computing technology and pathways to creating viable magnon-based technology.

5.4.1 Fundamental

In the iron oxide (a parent compound of BFO) literature there exists a discrepancy between

SAM and thermal magnons, where SAM magnons are believed to traverse the Néel vector, L⃗,
while thermal magnons are believed to be transmitted along M⃗ [185, 198], which is consistent

with my findings (Fig. 5.4, 5.5). Of course, M⃗ and L⃗ are conventions that I have adopted
to succinctly summarize the magnetic order in a material, and, as such, can overly simplify
the picture of magnon spin transport in the system. A proper treatment of magnonic spin
transport (see [35, 194, 224]) must consider the dispersion relation of the system which
consists of many modes with different magnon spin polarizations8. I direct the interested
reader to Dr. Hoogeboom’s doctoral dissertation[224], Chapter 2, Figure 2.18, which shows
the many different types of possible magnon modes in antiferromagnetic NiO (also see the
final paragraph of Chapter 2). The population of each of these modes (via thermal excitation

8In some sense, it does not even make sense to say that spin is “transported along M⃗” (except in
a ferromagnet, where this is exactly true), since the spin is transported by the collective excitations of

magnetic order in the system, which of course, has no knowledge of whether it is M⃗ of L⃗.
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or other means), as well as the magnon-spin polarization relative to the interfacial spin in
the detector SOC metal ultimately determines the non-local voltage observed. In an effort
to better understand magnon mode occupation and experimentally verify spin polarization
of different modes, it would be useful to be able to use the geometry of the system to your
advantage. As a simple illustration of this point, consider, as a thought experiment, an
out-of-plane ferromagnet. Non-local spin transport as I have described in this chapter (in-
plane), would be insensitive to changes in the magnetic order in the out-of-plane direction.
However, if I were to take the system and force the magnetization in-plane, I would now be
able to measure a nonlocal signal. BFO offers a unique system to do just this type of study,
albeit with significantly more complex magnetic structure than a simple ferromagnet. Via
expitaxy, electrostatic boundary conditions (recall that ferroelectricity sets the dominant
energy scale) and device geometry, I can build out a toolbox for experimentally probing
magnon occupation and spin polarization.

Figure 5.14: Non-volatility of Electric-field control; robust to applied magnetic fields. Nernst
effect (angle dependent) signal before and after electric field poling. The data reveal that
while the Nernst effect dominates the angular dependence with applied magnetic field, elec-
tric field poling induces non-volatile changes to the magnetic order which are robust to
externally applied magnetic fields (consistent with the exceptionally high spin flop field in
BiFeO3). Data shown is at 5T applied magnetic field.

The detection mechanism, via the ISHE, acts as a directional detector, only sensitive to
magnon spin polarization orthogonal to the length of the channel. In the case of the first
harmonic signal, the injector also acts directionally. By tuning the orientation of the BFO
film, by growing on DyScO3, SrTiO3(111), or SrTiO3(110) oriented substrates, for example, I
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can modify the relative orientation between the detector/injector directionality and relevant
magnon modes in the BFO with different spin polarization. As an example, in ⟨111⟩ oriented
BFO the polarization points purely OOP, while the magnetic order lies in the plane of the
sample. This control via epitaxy potentially allows us to interrogate specific eigen modes.9

Importantly, however, by modifying the film orientation, one will also modify the domain
structure [45], and must take care to properly account for this (perhaps by using e-beam
lithography to always operate within a single domain). Future measurements can be supple-
mented by first-principles calculations, or micromagnetic simulations, to better understand
the excitation and detection mechanisms as well as provide a holistic (experimentally ver-
ifiable) map of the magnon dispersion in BFO, which includes sensitivity to mode-specific
magnon spin polarization.

Finally, non-local spin transport also allows us access to additional information about the
nature of magnetic ordering in BFO itself. My results are consistent with the canted moment
pointing along ⟨11− 2⟩ (Fig. 5.5), consistent with that reported in much of the thin-film lit-
erature on BFO[10, 9, 133]. In bulk BFO, however, the magnetic ordering is known to exhibit
the so-call spin cycloid [226, 227, 228] where the magnetic Néel vector and canted moment
rotate with a propagation vector along one of three directions, [−211] , [1− 21] , [11− 2]. The
spin cycloid is typically thought to be destroyed in thin-films, owing to expitaxial constraints
[229], though recent work using nitrogen-vacancy (NV) centers in diamond as sensitive mag-
netometers has suggested that the spin cycloid can persist even in thin films [214, 230].
If this is the case, the spin cycloid’s existence10 will certainly modify the magnon modes
and dispersion in BFO, something that will hopefully be studied by a combination of NV
magnetometry and non-local spin transport in the future.

5.4.2 Applied

As discussed in section 5.2.6, my work on magnons in BFO has laid a strong foundation
for using magnon-based technology for computing applications. Here I will discuss on-going

9I have performed such measurements on [110] oriented BFO, and found that, while the sample exhibits a
remnant, switchable in-plane polarization (as measured via in-plane PFM and “half” hysteresis loops, similar
to Fig. 5.4), it does not appear to exhibit bi-stable states of thermal magnon current. This can be explained
by careful analysis of the magnon modes and their spin polarization in [110] BFO (known to have interesting
magnetic structure [225]) and is consistent with PEEM data indicating that in such an orientation, the
canted moment does not project onto the in-plane direction to which the non-local measurement is sensitive.

10The existence of the spin cycloid in thin-film BFO challenges some of the existing literature, particularly
works which discuss coupling between BFO and an adjacent ferromagnetic overlayer, where the canted
moment (which averages to zero in the case of the spin cycloid) is crucial to current understanding of the
coupling mechanism. One possible explanation is that the ferromagnet instead couples to a spin cycloid
propagation vector, rather than a net canted moment. Notably, all works agree that the magnetic order
(whether that is M⃗ , L⃗ or the spin cycloid propagation vector) changes upon electric field poling [9, 230, 52,
51, 214]. Even in the case of the cycloid propagation vector persisting in my thin films, electric field poling,
and consequent manipulation of the cycloid would still be consistent with my observed magnon data. This
is an exciting time, and my magnon findings presented in this chapter could prove to be an important tool
for future studies of magnetic ordering in BFO.
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work aimed at maturing such technology. A key barrier to using magnon-based BFO devices
is the low, 100s of nV, voltages measured on the detector wire. In Table 5.1, I outline several
characteristics that determine the magnitude of the detected voltage, intrinsic and extrinsic
factors which impact these characteristics, and outline potential pathways for improving
each.

Characteristic Factors Impacting Pathway for improvement
Magnon ampli-
tude

Domain wall scattering
Damping
Diffusion length

Epitaxy
Channel spacing
Device geometry

Spin conductance SOC metal/BFO interface Epitaxial SOC metal growth
Spin-to-charge
conversion

Spin hall angle
Magnon mode spin polar-
ization

Alternative SOC metals
New geometries
Improved eigen-mode excitation

Table 5.1: Factors impacting nonlocal voltage, and pathways for improvement.

Spin transport in magnetic insulators has been shown to follow a 1D spin diffusion
model[192], where the nonlocal voltage is given by:

Vnl =
C

λ

ex/λ

1− e2x/λ
(5.14)

with x the channel spacing, λ the characteristic diffusion length, and C a fitting parameter
including the diffusion coefficient, spin conductance and spin-charge conversion efficiency.
As observed in Fig. 5.15a., my data (although additional data is required to confirm such
scaling) can be fit to Eq. 5.14, allowing us to roughly estimate the voltage scaling I can expect
by going to smaller channel spacings, as in [185]. Owing to the mechanism of magnon
scattering at domain walls, I am interested in using domain engineering via epitaxy, in
conjunction with channel spacing series, to ideally reveal a family of curves (in addition to
that presented in Fig. 5.15a). The emergence of such a family of curves may be possible,
if, for example, one is able to tune the average domain size (reducing scattering per length),
transition to ballistic transport, or manipulate which magnon modes are occupied as different
modes may have different scattering characteristics.

The results presented here offer a pathway for improving the measured nonlocal voltage by
decreasing the channel spacing. However, even more importantly, by moving to an alternate
(out-of-plane) device geometry, as in Fig. 5.15b, I expect to see dramatic improvements in the
measured voltage as well as the emergence of the first harmonic signal. In an OOP geometry,
I can get the benefits of exceptionally thin propagation distances, where PLD grown thin-
films can reliably be made less than 10nm thick. Eq. 5.14 scales as 1/x to leading order,
meaning that as the magnon propagation length is made ever smaller, I expect to see a larger
signal. Additionally, in the OOP configuration, I expect minimal scattering at domain walls
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(Fig. 5.15, likely resulting in significantly higher signals, and the appearance a first harmonic
(SAM) signal. The OOP geometry in BFO is made possible by the fact that BFO can be
grown epitaxially on SrIrO3 (SIO), which is already known to have a high spin Hall angle
(good spin-to charge conversion) [220]. The SIO/BFO epitaxial interface will also help with
improved spin conductance. By using a combination of epitaxy, device geometry, thickness
scaling, and alternative SOC metals, I believe nonlocal voltages of at least 100s of µV are
obtainable.

Figure 5.15: Pathways to increasing nonlocal voltage. a. shows channel spacing scaling and
fit to 1D spin diffusion model (as in [192]). The emergence of a family of curves is possible
via domain engineering. b. shows top view and cross sectional view of proposed out-of-
plane device enabling exceptionally short “channel” spacings, and mitigation of attenuation
mechanisms (i.e., scattering at domain walls.)
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Chapter 6

Summary and future work

6.1 Chapter Summaries

6.1.1 Chapter 1

Chapter 1 served as an introduction to the key concepts and themes of this thesis. I discussed
theoretical background for ferroelectrics, ferromagnets, antiferromagnets and multiferroic
materials. BiFeO3, the main material focus of this thesis, was introduced and described.
Key questions concerning dynamics of ferroic order, specifically switching and low energy
eigen-excitations, were detailed within the context of both fundamental and applied physics.

6.1.2 Chapter 2

Chapter 2 detailed electric-field driven dynamics of ferroelectric switching. I began by in-
troducing a measurement technique, focused on mitigating circuit effects when measuring
ferroelectric switching. This lead to interesting discoveries concerning an approach to in-
trinsic timescales and model of how the interplay between free- and bound-charge dynamics
influence the observed dynamical timescales. By tuning the free energy landscape (double-
well potential) through chemical substitution within the BFO system, I show that the nucle-
ation and growth mechanism of switching, and specifically the “activation” energy required
to switch and grown reverse polarized domains, can be modified, and how this manifests
in ferroelectric switching experiments. Via comparison with alternate material systems,
most notably the prototype ferroelectric BTO, I further show that spontaneous polarization
and free energy landscape are essential for understanding ferroelectric switching dynamics.
Through area-dependent switching studies, I show how extrinsic factors impact switching,
and ways to mitigate such effects. The work presented in Chapter 2 lays the foundation
for Chapter 3, where I explore alternate means of tuning the free energy landscape through
modification of mechanical boundary conditions, and provides vital context for Chapter 4,
exploring depolarization dynamics.
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6.1.3 Chapter 3

Chapter 3 expands upon the findings of Chapter 2, and addresses a vital question in fer-
roelectric switching, which to date has not been studied exhaustively: given the robust
coupling between charge and lattice degrees of freedom in ferroelectric materials, what role
do lattice dynamics have in influencing ferroelectric switching dynamics? In order to study
this in a tractable fashion, I make use of recent progress in freestanding ferroelectric mem-
branes and phase field calculations to explore changes in switching energetics and dynamics
upon removal of the epitaxial constraint imposed by the substrate. To undergo switch-
ing, the ferroelectric thin film, which accounts for only a small volume fraction of the sub-
strate/ferroelectric stack, must structurally deform, thereby requiring the substrate lattice
to dynamically evolve in time. My findings show that the resistance to structural deforma-
tion imposed by the substrate results in significantly higher energy of switching, and slower
switching dynamics. This can be understood as a hardening of the free-energy landscape, as
modified by changes in lattice dynamics for freestanding and epitaxial films. I introduce the
notion of “strain+tilt” clamping, whereby the substrate can impose mechanical constraints
on both strain and antiferrodistortive order parameters in the BFO system, and address
the implications for magnetoelectric coupling. Finally, I show how similar results can be
obtained in BTO, indicating a universality of the role of the substrate, and lattice dynamics,
in dictating ferroelectric switching dynamics.

6.1.4 Chapter 4

In Chapters 2 and 3, I focused on driven switching dynamics, and ways in which one can tune
(both intrinsically and extrinsically) the energetics and dynamics of ferroelectric switching.
Chapter 4 represents a transition, where I now turn to a study of internally driven, depo-
larization, dynamics, and the implications (possibly detrimental) of significant reductions
in driven switching energy and time. Here, I predominantly study BTO, as it offers a pro-
totypical ferroelectric response and exceptionally low work of switching (and consequently
exhibits significant depolarization). I reveal the critical role of film thickness and electrode
screening length in dictating depolarization dynamics. Via temperature dependent studies,
I develop a simple model based on Landau theory and show how depolarization in BTO
is consistent with nucleation and growth. This finding is contrasted with results on the
prototypical relaxor ferroelectric (PMN-PT), which, as expected, does not exhibit the same
temperature dependence. Finally, I analyze the implications of depolarization in ultra-low
coercivity ferroelectric thin films within the context of device applications. I consider a
“sweet-spot” in film thickness, where driven dynamics remain fast and require low energy,
but depolarization is small and the polar state remains stable.
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6.1.5 Chapter 5

In Chapter 5, I shift gears from switching dynamics to dynamic eigen excitations of mag-
netic order, specifically magnons, in BFO. I show show results that demonstrate electric
field control of thermal magnons in the system, a novel manifestation of magnetoelectric
coupling and multiferroicity. I demonstrate bi-stable, non-volatile states of magnon current
as measured via the ISHE in an adjacent Pt wire. Via PFM studies, I show that the device
geometry used in my experiment is sensitive to magnons with spin polarization anti-parallel
to the canted moment of the BFO. By using YIG and PSTO control samples, I ensure the
obtained signal is spinful, and not ferroelectric in nature, though can be mapped one-to-one
to the ferroelectric hysteresis loop, thereby demonstrating the origin in multiferroicity. I ad-
dress the role of domain walls in dictating the observed magnon signal, and offer pathways
to mitigate such effects. Erroneous Nernst effect signals are discussed.

The work on magnon transport in BFO is perhaps the most exciting work presented in
this thesis, not only because it represents the first demonstration of electric field control of
magnon propagation in the absence of an applied magnetic field, but because of the promise
it holds for potential new paradigms in magnon-based logic and memory devices. Future
work on device scaling, domain engineering, BFO orientation and alternate SOC metals
offer pathways to improved voltages required for device applications. Finally, I believe my
progress studying thermal versus SAM magnons represents important learning for the entire
field of magnonics. Now, I am most interested in out-of-plane devices (to minimize domain
wall scattering), and using the directionality of the detection (and creation) mechanism in
conjunction with film orientation to create a 3-dimensional map of magnon wave vector and
spin polarization in BFO.

6.2 Future work

6.2.1 Switching Dynamics

6.2.1.1 Fast ferroelectric switching

There are a number of on-going/future work projects that aim to study ferroelectric switch-
ing. One approach is to further manipulate the free-energy landscape, and/or switching
mechanism, for example, by tuning mechanical boundary conditions as in Chapter 3. Other
projects include further area scaling, by fabricating devices below 1µm in diameter. The sig-
nal to noise ratio is expected to decrease, where smaller areas result in smaller ferroelectric
displacement currents (current ∝ P × A). In order to increase the signal, we have consid-
ered using arrays of small capacitors, though one must take care to not introduce additional
capacitances in doing so. An alternative is to use an amplifying circuit to increase the sig-
nal to noise ratio. Such an amplifier must be capable of accessing timescales significantly
faster than 1ns. This can be a challenge, though one option may be to use an avalanche
diode. Improved pulse generation, with faster rise times (≤ 50ps), will also assist in ac-
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cessing switching near intrinsic limits. This can be achieved by fabricating the ferroelectric
capacitor on CMOS, or by using a photoconductive switch, as in [58].

Much of the difficulty in accessing switching timescales ∼ps, comes from the metallic
electrodes and the interplay between free and bound charge. Alternatively, if one is able to
forgo the need for such electrodes, and had another means of applying the electric field, the
timescales accessible may be significantly improved. One such option is to use THz radiation
as a means of creating a propagating electric field. Ideally, one would have unipolar THz
pulses, something that is typically not observed in tabletop THz setups, though may be able
to be achieved by making use of a half cycle unipolar THz field at an accelerator such as SLAC
(at Stanford University). If one is to use THz electric fields, one also requires a sufficiently
high-speed probe of switching, something that can be achieved using optical second harmonic
generation, as in [231], or perhaps by using the THz spectroscopic characteristics of the
ferroelectric itself1. I will discuss early work on using second harmonic generation as a probe
of ferroelectric switching below, as well as in section 6.2.1.2.

6.2.1.2 Real-time observation of switching pathway

Other on-going work is predicated on observing, in real-time, the ferroelastic switching path-
way (Fig. 1.8) in BFO. Such a measurement would enable studies of factors impacting the
switching pathway (i.e., strain), and have important implications for the switching of mag-
netic order (Fig. 1.7). As described in Chapter 2, there exist outstanding questions as
to the fundamental limits on ferroelectric switching, and I am interested in techniques to
further study these dynamics on the timescales at which they occur. Owing to the con-
volution of free and bound charge dynamics, it may be preferred to use alternative means
(e.g., optical) to probe switching, and already, researchers have used optical techniques to
observe ultrafast ferroelectric switching [231] in the ferroelectric LiNbO3. In this section, I
outline on-going/future work which aims to use an optical probe (namely, second harmonic
generation) enabling time-resolved measurements, which are sensitive to both in-plane (i.e.,
71◦) and out-of-plane (109◦) switching events. Such a technique allows for real-time obser-
vation of switching pathways in BFO that are essential for switching of magnetic order in
the system.

Ferroelectric switching experiments on ferroelectric capacitors fabricated in the out-of-
plane orientation (Fig. 2.1) are only sensitive to the projection of the polarization in the
OOP direction. This is why, for example, the measured switchable ferroelectric polar-
ization in (001) oriented BFO films (Fig. 2.5a) is observed to be ∼ 100

2
= 50µm/cm2

(recall that pulsed measurements measure twice the remanent polarization value), even
though the spontaneous polarization magnitude in BFO is a ∼ 90 − 100µC/cm2, i.e.,
90µC/cm2 × ((0, 0, 1) · 1√

3
(1, 1, 1)) ≈ 52µC/cm2. However, BFO is believed to switch via

a 2-step ferroelastic switching pathway (Fig. 1.8). Such two-step switching has been ob-
served via time-resolved PFM studies [9], though the time resolution of the technique use

1See ref [232] for an example of how THz emission can be used to probe the polarization state in BFO
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there, was limited to 40µs, significantly slower than the timescales observed in our measure-
ments. As such, I seek a new technique, capable of resolving in-plane (71◦ in BFO) switching
on the timescale of ns or below. The technique I turn to is second harmonic generation.

Second harmonic generation: Second harmonic generation (SHG) is a process that com-
bines two incident photons at frequency ω into a single photon of frequency 2ω, and can occur
in materials that do not possess inversion symmetry (e.g., ferroelectrics)[8, 233]. The review
by Denev et. al. [233] serves as an excellent reference for the details of SHG in general, and
as they relate to ferroelectric materials, but for the purposes of this thesis, it is not especially
insightful to restate those details here. In terms of dynamics, SHG can be a valuable tool, for
example, in detecting ferroelectric polarization reversal at ultrafast timescales[231], owing to
the time-resolution of pulsed optical based setups (100s of fs). Further, by performing SHG
measurements with linearly polarized photons, the technique can act as a directional probe,
sensitive to symmetry changes along the electric field polarization direction. As such, by
tuning the electric-field polarization, and angle of incidence of the incident photons one can
resolve symmetry changes in a variety of directions. In particular, operating a near normal
incidence (Fig. 6.1a.), the electric field lies in the plane of the sample, offering a probe of
in-plane symmetry changes, which 71◦ switching, for example, will induce. SHG, therefore,
gives us the ability to probe in-plane switching in BFO, and my colleagues and I devised a
scheme to both measure the OOP ferroelectric switching (through collection of displacement
current) while simultaneously monitoring the in-plane switching via time-resolved second
harmonic generation (Fig. 6.1).

We use 800nm incident light and collect the 400nm light produced via SHG. We perform
electric-field-pump, time-resolved (TR) SHG-probe experiments, with a variable time delay,
td, between the onset of the applied electric field and 800nm pulse (Fig. 6.1d.) providing time
resolution. At each time delay, we perform many trials to improve the signal to noise ratio,
and I use a preset electric field pulse to ensure that the ferroelectric state is the same for
each trial. I fabricate devices from SRO/BFO/SRO heterostructures (Fig. 6.1a,b,c), which
are designed to allow for optical access and in-situ electric field control (via wirebonding). I
show the results of the displacement current for both preset and switching pulses as well as
the change in SHG counts, defined as the change in SHG signal from time ∼ −1500, for the
switching pulse (Fig. 6.1e). The preset electric-field pulse is lower in magnitude than the
switching pulse in order to reduce degradation of the film. As observed (Fig. 6.1e), there is a
correlation between the ferroelectric switching displacement current and the P-polarized-in,
S-polarized-out ∆SHG (Green arrow in Fig. 6.1. This is evidence that supports the two-
step (i.e., 71◦, and 109◦) switching process, where the displacement current is sensitive to
the 109◦ and the change in SHG signal is sensitive to the 71◦ switching. It appears that
the two processes occur at similar timescales, which is potentially the result of an ensemble
average of many domains, where some domains follow 71◦ →109◦ switching, while others
follow the opposite order. Following the initial transient, which correlates with the observed
ferroelectric switching displacement current, there is a sustained ∆SHG observed. This is
most likely from electric field induced second harmonic generation[234], and is most likely
not from long-time in-plane dynamics of the ferroelectric order.
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Figure 6.1: Time-resolved second harmonic generation studies of ferroelectric switching. a.
Schematic of near normal incidence SHG in BFO. b. Schematic of device for making electrical
contact to top and bottom electrode, and performing in-operando SHG. c. Optical image
of fabricated device under study. d. Schematic of electric field pulse/SHG pulse timing.
e. Displacement current (OOP) and change in SHG counts during ferroelectric switching.
Yellow regions indicate times when electric field pulses are applied. Green arrow highlights
transient feature in P-in, S-out signal during FE switching.

These studies offer some of the first experimental data apparently verifying real-time
two-step ferroelastic switching pathways in BFO at these timescales, and provide a basis
for future work. In particular, as discussed in detail in Chapter 3, Section 3.3, freestanding
membranes of BTO, have been shown to exhibit enhanced switching dynamics, possibly
owing to the emergence of a ferroelastic switching pathway upon removal of the mechanical
constraints imposed by the substrate. TR-SHG, as described here can resolve the emergence
of such pathways. Furthermore, TR-SHG could help settle the debates, more broadly in
ferroelectrics, about the fast-timescale mechanisms of switching, for example, whether or not
ferroelectric switching proceeds through the high symmetry phase, or instead by rotation of
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the ferroelectric dipoles.

6.2.1.3 Switching of coupled (magnetic) order

Coupled ferroelectric and antiferromagnetic dynamics What follows is a proposal to study
ultrafast time-resolved ferroelectric and antiferromagnetic dynamics in BFO using a free-
electron laser (FEL). Specifically, the following is a proposal for the MagneDyn beamline at
Elettra Sincrotrone Trieste.2

As I hope you have learned from this dissertation, from both technological and funda-
mental perspectives, key research in the field of multiferroics studies the dynamics of coupled
magnetic and ferroelectric order. As such, I am interested in the fundamental limits that
govern the out-of-equilibrium dynamical response (on the natural femtosecond timescales) of
spin and charge degrees of freedom. To answer this question, I propose to study the ultrafast
ferroelectric (FE) and antiferromagnetic (AFM) dynamics in the prototypical multiferroic,
BiFeO3. I present a multi-modal approach that will utilize the sensitivity of x-ray magnetic
linear dichroism (XMLD) at the iron M-edge to AFM ordering with element-specificity and
the polarization selectivity of second harmonic generation (SHG) to deconvolute the ultra-
fast response of the relevant order parameters to an optical excitation. Harnessing full x-ray
polarization control with ultrafast time resolution, this first-of-its-kind measurement will
elucidate key timescales and dynamical coupling mechanisms that will advance strongly cor-
related materials theory and set benchmarks on the ultimate speed limits of next-generation
magnetoelectric-based logic devices.

FE and AFM ordering in BFO are coupled in equilibrium, enabling deterministic switch-
ing of the magnetic state via application of applied electric fields [9, 47]. Transport measure-
ments [26] have studied FE dynamics as fast as ns timescales relevant for device applications
and time-resolved x-ray diffraction has been used to study the ps-to-ns lattice relaxation
after an optical pump pulse [235, 236], though sub-ps measurements of coupled magnetic
and FE order parameters remain elusive. Investigations of sub-ps dynamics have been an ex-
tensive area of research in materials possessing either dominant spin- or charge-ordering, but
a systematic study of the ultrafast non-equilibrium response in a material possessing strong
magnetoelectric coupling is lacking, in part owing to the few experimental approaches capa-
ble of deconvoluting the response.

The goal is to characterize the sub-ps response of BFO to an ultrashort optical pulse
with specificity to both AFM and FE order parameters. Fundamentally, it is still an open
question as to whether the magnetoelectric coupling observed in equilibrium remains one-
to-one coupled in the time-domain, particularly on the natural timescales of the charge- and
spin-dynamics. Previous studies of sub-ns dynamics in BFO have studied the photo-induced
lattice response on ps timescales. Transient x-ray diffraction in combination with optical
transient absorption revealed a fast lattice expansion occurring within tens of ps, attributed
to photoexcited carrier screening of the FE depolarization field, followed by a slower thermal

2This proposal was accepted, though unfortunately later cancelled. I hope that by including it here, a
future scientist will pursue this direction.
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relaxation [235, 236]. Time resolved optical SHG measurements in ref. [237] showed that
an above band gap (∼3 eV) [238] optical pump pulse can collapse the FE ordering within
150 fs, which fails to recover completely within tens of ps. This phenomenon is attributed
to photoexcited carriers modifying the ferroelectric state. As such, owing to magnetoelectric
coupling, one would expect a corresponding change in AFM ordering, thereby offering a
means to study magneto-electric dynamics on ultrafast timescales. However, missing from
both of the aforementioned studies is the sub-ps temporal resolution and specificity to AFM
ordering necessary to deconvolute the spin and charge response. While traditional probes
of magnetic dynamics utilize the magneto-optical Kerr effect (MOKE) that can be used in
conjunction with optical SHG, the former is nontrivial to perform in multiferroic materials,
particularly those with AFM ordering, where the FE ordering gives rise to a significant
electro-optical effect and since MOKE requires a nonvanishing magnetic moment.

Figure 6.2: Experimental scheme. a. The three color experiment consists of a pump at 390
nm generated from the SLU (800nm seed laser) using a 780 nm interference filter and a BBO
crystal, an s-polarized optical SHG probe at 800 nm, and an XUV pulse at the Fe M-edge
with either LV or LH polarization. All three beams are incident at 45◦ onto the sample.
The STO (111)-BFO sample has the FE axis out-of-plane and the AFM ordering in-plane.
b. Preliminary calculations of the expected XMLD signal at above the Fe M-edge with
∼10% contrast expected around 58 eV. c) Preliminary calculations of optical SHG intensity
estimate the strongest signal in the s-polarization channel with an in-plane rotational angle
of ∼0◦, denoted by a star. (BS = beamsplitter, IF = interference filter, DCBS = dichroic
beamsplitter, PD = photodiode).

To address these issues, we will perform XMLD above the Fe M2,3 edge (∼52.7 eV) and
optical SHG in a simultaneous fashion to uncover the ultrafast non-equilibrium response
with spin-, charge- and elemental specificity (Fig. 6.2). This multi-modal scheme avoids
the added challenge of changing experimental conditions that all-too-often renders the com-
bined interpretation of different ultrafast probes difficult. The XMLD signal measures the
absorption or reflectivity when the x-ray polarization is parallel and perpendicular to the
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AFM ordering axis. XMLD theory shows that this difference depends on ⟨M2⟩, rather than
⟨M⟩, and exhibits a cos2 θM dependence, where θM denotes the angle between the magnetic
axis and the x-ray polarization, thus making XMLD sensitive to anti-ferroic ordering [239,
240, 241]. On the other hand, optical SHG will assist in decoupling the FE response since it
is a measure of the nonlinear susceptibility, χ(2)(2ω), which is only nonzero when inversion
symmetry is broken [242]. By varying the sample orientation with respect to the incoming
light polarizations, we expect to observe anisotropic dynamical fluctuations in the spin- and
charge- degrees of freedom.

We will be characterizing the coupled spin-charge dynamics that ensue following an out-
of-equilibrium perturbation by performing fluence, temperature-, and time-resolved mea-
surements where the SHG and XMLD probe signals are captured simultaneously. This is a
three-color experiment consisting of 1 pump pulse and 2 time-delayed probes that will travel
collinearly into the sample chamber in a reflection geometry. The angle of incidence will be
45◦ for all three beams.

1. Pump: Above band-gap pump at 390 nm. This will be generated from a portion of
the broadband SLU (800nm seed laser) centered at 785 cm using a 780 nm interference
filter frequency-doubled with BBO to 390 nm. This pump beam will be focused to a
variable spot size that ensures a fluence ranging from 0.1-5 mJ/cm2 where we expect
a significant population of excited carriers to screen the depolarization field [235] and
a 10-30% decrease in SHG intensity within 1 ps [237].

2. Probe 1: Fully compressed FEL tuned around the Fe M2,3 edge with either LH and
LV polarizations for measuring XMLD. Our preliminary calculations estimate a 10%
modulation in XMLD response at ∼58 eV. The exact energy above the M-edge should
be confirmed with static synchrotron XMLD measurements.

3. Probe 2: 800 nm probe for SHG at 400 nm upon interacting with the sample. The
800 nm probe will be generated from the SLU using an 800 nm interference filter,
time-delayed using a delay stage, and recombined with the 390 nm pump beam using
a dichroic beam splitter. An on-target fluence of 1 mJ/cm2 will be sufficient for SHG.
The resulting 400 nm beam after SHG from the sample will be isolated using a 400 nm
interference filter that will sufficiently block out both the 800 nm and 390 nm incident
beams.

We will perform three sets of experiments using all three beams. All experiments will
involve 30 pump-probe delay combinations ranging from -0.1 to 20 ps with steps in the tens
to hundreds of femtoseconds.

1. Sample Orientation Dependence - At room temperature, the 390 nm pump/FEL
probe/SHG probe experiment will be performed with LH and LV FEL polarizations
to capture the XMLD signal and at two different in-plane sample orientations (ϕ =
0◦ and ϕ = 71◦ AFM ordering vector with respect to the x-ray LH polarization) to
characterize anisotropies (= 4 time scans).
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2. Fluence Dependence - Next, LH and LV scans will be performed at room temperature,
ϕ = 0◦ AFM orientation, and at three different pump fluences (0.1, 1, 3 mJ/cm2)
to follow dynamics as a function of photo-excited carrier concentration (= 6 time
scans). Here, we are curious how screening of the depolarization field affects magnetic
dynamics.

3. Temperature Dependence - Finally, LH and LV scans will be performed at a single
pump fluence, chosen based on the results of the previous measurement, but at the
maximum available temperature (∼200 ◦C) where we expect the spin dynamics to be
partially suppressed, given that TNèel = 370 ◦C (= 2 time scans).

Through this set of measurements, we will gain valuable insight into the coupled FE and
AFM dynamics in BFO at ultrafast timescales.

Giant magnetoresistance of BFO-based heterostructures Here, I will discuss future and on-
going giant magnetoresistance studies on BFO-based heterostructures. Motivated by earlier
studies [9, 10, 51, 52] that explored quasi-static switching of an adjacent ferromagnetic
overlay to BFO, I am interested in the dynamics of such processes. As discussed in Chapter
1 the coupling between charge and magnetic degrees of freedom is, in some ways, surprising,
where magnetism inherently carries angular momentum and ferroelectricity does not. This
begs the obvious question, can we observe transient decoupling, or other dynamic processes
as a result? For applications, specifically magnetoelectric spin orbit logic devices, one is
interested in the timescales accessible for switching, which sets the processing speed of future
devices.

Figure 6.3: GMR device used for studying timescales of ferroelectric-switching-induced fer-
romagnetic switching. a. Schematic, b. optical image of many devices, c. magnetic field
sweeps, showing split loops.

To study the timescales of both ferromagnetic and ferroelectric switching, I fabricate
devices using the “wirebonding” process, as described in Appendix B. Fig. 6.3a. shows a
schematic of the 6-terminal device used here. Pads 1 and 6 are used to switch the BFO with
an applied electric field. Using pulsed voltages, we can collect the ferroelectric switching
displacement current as a means of measuring the timescales of ferroelectric switching. Pads



CHAPTER 6. SUMMARY AND FUTURE WORK 134

2-5 are used to measure the 4-point resistance of the GMR stack, where changes in the
resistance upon electric field poling can be attributed to switching of the ferromagnetic layer
adjacent (coupled to) the BFO. Fig. 6.3b. shows and optical microscope image of many
such devices. Fig 6.3c. shows the resistance of the GMR spin valve as a function of applied
magnetic field sweeps, showing characteristic hysteretic loops, and proving the quality of my
devices.

In order to access the timescales of switching, one can, in principle use precise control
of the pulsewidth and magnitude of the applied voltage for ferroelectric switching, with
theoretical work predicting decoupling between ferroelectric and ferromagnetic degrees of
freedom below a critical ferroelectric switching time [133]. By applying a sufficiently large
voltage between pads 1 and 6, for example, one can expect to induce ferroelectric switching
fast enough to decouple the two order parameters. To measure the induced change in the
ferromagnetic order (which will be apparent in the resistance of the GMR stack), one simply
measures the 4-point resistance at any time after switching. Of course, this method of probing
the resistance is reliant on changes induced being stable and remnant over the time period
(∼ seconds) that the resistance measurement takes place. In principle this is no problem,
however, in practice, the asymmetry of the electrodes (GMR stack : CoFe/Cu/CoFe as
top electrode, and SRO as bottom electrode)3 can introduce “imprint” into the ferroelectric
hysteresis loop, making the switched state, metastable, unstable, or transient (as in Fig.
4.3). The issues of imprint are more substantial in the thin films studied in this thesis as
opposed to thicker films studied in the literature previously [9]. Issues of imprint can be
made better by adding a thin La0.7Sr0.3MnO3 layer between the bottom SRO and BFO layer
[51].

Figure 6.4: Scheme for measuring transient GMR using a set of four voltage pulses.

3Which is required in order to have interfacial coupling between the BFO and the CoFe
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To handle the issues of imprint, if they persist, I devised a scheme to monitor transient
changes in resistance, using a series of three pulses (Fig. 6.4). We use two channels on the
oscilloscope for this measurement scheme. Channel 1 is set to 50Ω impedance and collects
the ferroelectric switching displacement current. As observed (Fig. 6.4), probe pulses 1 and
2 correspond to only capacitive responses (i.e., no ferroelectric switching). Channel 2 is set
to high impedance (to match that of the ferroelectric capacitor) and is used to measure the
voltage amplitude through the GMR stack (pads 1→5, Fig. 6.3a), as a proxy for resistance.
Changes in observed voltage amplitude for probe pulses 1 and 2 correspond to changes
in resistance of the GMR stack. The pump pulse induces ferroelectric switching. This
measurement scheme allows one to deal with imprint, since the GMR measurement occurs
immediately following switching. One should compare GMR responses in both the switching
and non-switching directions (Fig. 4.3). Such studies have so far proven inconclusive and
are on-going. I include these notes here in hopes that someone in the future will find the
idea behind the measurement scheme helpful.

6.2.1.4 Depolarization

There are several pathways to mitigating the effects of depolarization fields. A significant
reduction in the screening length (λ) is possible by changing electrode material, though
growth quality must be maintained. A potential choice is yttrium barium copper oxide
(YBCO) which is superconducting at liquid nitrogen temperatures. In the superconducting
phase, the YBCO will, in principle have a vanishingly small screening length. In this limit,
the depolarization field should also vanish. Another option is to address the reduction in
activation energy presently observed. This can be achieved through defect implantation[159]
though will also coincide with increased coercivity. In the drive toward 100mV operation of
ferroelectric materials, one must not lose sight of the stability of the polar state, and must
find a delicate balance of effects.

There exists, however, a new opportunity for polar materials with inherent instabil-
ity. Recent progress in probabilistic computing, where logical bits populate “on” and “off”
states subject to a (electric-field-dependent, for example) probability distribution, has shown
promise for a number of use-cases[156, 157, 158]. While implementations so far have been
limited to ferromagnetic tunnel junctions, such as in ref [157], work studying a parallel im-
plementation using ferroelectrics with inherent instabilities, such as those presented here,
is on-going. The very same mechanisms, of low coercivity and high depoling fields, which
contribute to depolarization in my ultra-low coercivity BTO films, for example, can cause
dipolar fluctuations whose timescale and probability of occurrence will be strongly influenced
by an external DC bias. To study polar fluctuations I have proposed to use noise electrom-
etry with nitrogen-vacancy centers in diamond [155] in addition to using fabricated devices
and measuring the electrical noise spectrum. The latter technique would consist of an iso-
lated (including Faraday cage4) ferroelectric capacitor which is electrically contacted with a

4One must take care to remove erroneous signals such as WiFi in the building
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wirebond. If the polarization fluctuates with characteristic time-scales, I can observe such
fluctuations in the noise spectrum (as measured with a network or spectrum analyzer) of the
current in the circuit. By applying a DC bias, I expect to be able to tune the probability
distribution (biasing one state over the other) of the polarization in the film, which will be
observed as a change in the noise spectrum.

6.2.2 Magnon spin transport

There exist a number of open questions and extensions concerning my magnon work in
BFO. In this section, I will classify two sets of directions that I believe could be fruitful
pathways. The first class addresses fundamental questions pertaining to spin transport and
the ways I believe BFO provides a unique opportunity to gain new understanding both of spin
transport, and of BFO. The second class (as discussed in section 5.2.6) concerns applications
to computing technology and pathways to creating viable magnon-based technology.

Fundamental In the iron oxide (a parent compound of BFO) literature there exists
a discrepancy between SAM and thermal magnons, where SAM magnons are believed to
traverse the Néel vector, L⃗, while thermal magnons are believed to be transmitted along
M⃗ [185, 198], which is consistent with my findings (Fig. 5.4, 5.5). Of course, M⃗ and L⃗ are
conventions that I have adopted to succinctly summarize the magnetic order in a material,
and, as such, can overly simplify the picture of magnon spin transport in the system. A
proper treatment of magnonic spin transport (see [35, 194, 224]) must consider the dis-
persion relation of the system which consists of many modes with different magnon spin
polarizations. I direct the interested reader to Dr. Hoogeboom’s doctoral dissertation[224],
Chapter 2, Figure 2.18, which shows the many different types of possible magnon modes
in antiferromagnetic NiO (also see the final paragraph of Chapter 2). The population of
each of these modes (via thermal excitation or other means), as well as the magnon-spin
polarization relative to the interfacial spin in the detector SOC metal ultimately determines
the non-local voltage observed. In an effort to better understand magnon mode occupation
and experimentally verify spin polarization of different modes, it would be useful to be able
to use the geometry of the system to your advantage. As a simple illustration of this point,
consider, as a thought experiment, an out-of-plane ferromagnet. Non-local spin transport as
I have described in this chapter (in-plane), would be insensitive to changes in the magnetic
order in the out-of-plane direction. However, if I were to take the system and force the
magnetization in-plane, I would now be able to measure a nonlocal signal. BFO offers a
unique system to do just this type of study, albeit with significantly more complex magnetic
structure than a simple ferromagnet. Via expitaxy, electrostatic boundary conditions (recall
that ferroelectricity sets the dominant energy scale) and device geometry, I can build out a
toolbox for experimentally probing magnon occupation and spin polarization.

The detection mechanism, via the ISHE, acts as a directional detector, only sensitive to
magnon spin polarization orthogonal to the length of the channel. In the case of the first
harmonic signal, the injector also acts directionally. By tuning the orientation of the BFO
film, by growing on DyScO3, SrTiO3(111), or SrTiO3(110) oriented substrates, for example, I
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can modify the relative orientation between the detector/injector directionality and relevant
magnon modes in the BFO with different spin polarization. As an example, in ⟨111⟩ oriented
BFO the polarization points purely OOP, while the magnetic order lies in the plane of the
sample. This control via epitaxy potentially allows us to interrogate specific eigen modes.
Importantly, however, by modifying the film orientation, one will also modify the domain
structure [45], and must take care to properly account for this (perhaps by using e-beam
lithography to always operate within a single domain). Future measurements can be supple-
mented by first-principles calculations, or micromagnetic simulations, to better understand
the excitation and detection mechanisms as well as provide a holistic (experimentally ver-
ifiable) map of the magnon dispersion in BFO, which includes sensitivity to mode-specific
magnon spin polarization.

Finally, non-local spin transport also allows us access to additional information about the
nature of magnetic ordering in BFO itself. My results are consistent with the canted moment
pointing along ⟨11− 2⟩ (Fig. 5.5), consistent with that reported in much of the thin-film lit-
erature on BFO[9, 10, 133]. In bulk BFO, however, the magnetic ordering is known to exhibit
the so-call spin cycloid [226, 227, 228] where the magnetic Néel vector and canted moment
rotate with a propagation vector along one of three directions, [−211] , [1− 21] , [11− 2]. The
spin cycloid is typically thought to be destroyed in thin-films, owing to expitaxial constraints
[229], though recent work using nitrogen-vacancy (NV) centers in diamond as sensitive mag-
netometers has suggested that the spin cycloid can persist even in thin films [214, 230]. If
this is the case, the spin cycloid’s existence will certainly modify the magnon modes and
dispersion in BFO, something that will hopefully be studied by a combination of NV mag-
netometry and non-local spin transport in the future.

Applied As discussed in section 5.2.6, my work on magnons in BFO has laid a strong
foundation for using magnon-based technology for computing applications. Here I will discuss
on-going work aimed at maturing such technology. A key barrier to using magnon-based
BFO devices is the low, 100s of nV, voltages measured on the detector wire. In Table 5.1, I
outline several characteristics that determine the magnitude of the detected voltage, intrinsic
and extrinsic factors which impact these characteristics, and outline potential pathways for
improving each.

Spin transport in magnetic insulators has been shown to follow a 1D spin diffusion
model[192], where the nonlocal voltage is given by:

Vnl =
C

λ

ex/λ

1− e2x/λ
(6.1)

with x the channel spacing, λ the characteristic diffusion length, and C a fitting parameter
including the diffusion coefficient, spin conductance and spin-charge conversion efficiency.
As observed in Fig. 5.15a., my data (although additional data is required to confirm such
scaling) can be fit to Eq. 6.1, allowing us to roughly estimate the voltage scaling I can expect
by going to smaller channel spacings, as in [185]. Owing to the mechanism of magnon
scattering at domain walls, I am interested in using domain engineering via epitaxy, in
conjunction with channel spacing series, to ideally reveal a family of curves (in addition to
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that presented in Fig. 5.15a). The emergence of such a family of curves may be possible,
if, for example, one is able to tune the average domain size (reducing scattering per length),
transition to ballistic transport, or manipulate which magnon modes are occupied as different
modes may have different scattering characteristics.

The results presented here offer a pathway for improving the measured nonlocal voltage by
decreasing the channel spacing. However, even more importantly, by moving to an alternate
(out-of-plane) device geometry, as in Fig. 5.15b, I expect to see dramatic improvements
in the measured voltage as well as the emergence of the first harmonic signal. In an OOP
geometry, I can get the benefits of exceptionally thin propagation distances, where PLD
grown thin-films can reliably be made less than 10nm thick. Eq. 6.1 scales as 1/x to leading
order, meaning that as the magnon propagation length is made ever smaller, I expect to
see a larger signal. Additionally, in the OOP configuration, I expect minimal scattering at
domain walls (Fig. 5.15, likely resulting in significantly higher signals, and the appearance a
first harmonic (SAM) signal. The OOP geometry in BFO is made possible by the fact that
BFO can be grown epitaxially on SrIrO3 (SIO), which is already known to have a high spin
Hall angle (good spin-to charge conversion) [220]. The SIO/BFO epitaxial interface will also
help with improved spin conductance. By using a combination of epitaxy, device geometry,
thickness scaling, and alternative SOC metals, I believe nonlocal voltages of at least 100s of
µV are obtainable.

6.3 Concluding Notes

This thesis presents a body of work dedicated to ferroic dynamics in BFO and related mate-
rials. I first interrogated fundamental limits on ferroelectric switching and the implications
for multiferroic switching. To that end, I discussed both extrinsic and intrinsic limits, with
the tuning of the free-energy double-well landscape being a recurring theme. By manipulat-
ing chemical composition, lattice dynamics and dipolar dynamics I observe changes in the
switching process, both as driven by an externally applied field and by internal depolariza-
tion fields. I have addressed low energy dynamic excitations of magnetic order in BFO and
shown how one can manipulate thermal magnons with an applied electric field and domain
walls. The culmination of this work is a holistic picture of various types of ferroic order,
their couplings and most importantly their (coupled) dynamics in the BFO system.

The work presented here comes at an exciting, though challenging time. From an applied
viewpoint, the slowing of Moore’s law, and the ever increasing demand for computing power
in today’s world, means that paradigmatic shifts in computing technology, such as using
the collective nature of the ferroelectric order parameter for logic or memory, are required.
Much of the work in this thesis is directly applicable to such efforts.

While future device applications provide important context and direction, I am personally
more excited, not by the implications of my findings, but simply the findings themselves. The
interplay between free- and bound-charge dynamics, and the model I created, for example,
is an important step in understanding the fundamental limits on ferroelectric switching. It
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is remarkable that humanity has known about ferroelectricity for so long, and that, while a
ferroelectric is characterized by its ability to switch from one remnant state to another, we
still have much to learn about the precise details of how that switching process occurs. I
attempted to look at the problem holistically, and study both intrinsic and extrinsic factors
impacting polarization switching (and depolarization), simply because it is an exciting and
challenging problem to try to discover the minute details of the process. There is always
more work to be done.

I believe magnonics (particularly in the BFO system) has the potential to revolutionize
the future of computing. BFO is uniquely positioned to take a front seat in the field of
magnonics owing to its unique capability to bridge charge-based devices and magnon-based
devices through its intrinsic multiferroic nature. Further, non-local studies of spin transport
in BFO can provide a means of answering unanswered (or un-asked) questions in BFO. For
example, magnon studies can help us gain new understanding of coherent versus diffusive
magnon transport, and, perhaps most interestingly, a holistic, 3-dimensional map of the
magnon dispersion relation including k ̸= 0 modes, and their spin polarization.

I hope you, whether you are a brand-new researcher or veteran, use this thesis, as well
as the references and appendices that follow, as a reference for measurement techniques,
analysis, and insight. I hope you challenge my results and help continue to expand upon the
world’s understanding of ferroic materials and their dynamics.
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Appendix A

Extended Data

A.1 Electric field control of thermal magnons

Figure A.1: Repeatability of magnon current switching. Extension of Fig. 5.4 showing data
for ∼100 bipolar poling events, showing robust electric field manipulation of magnon current.
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Figure A.2: Independence of magnon current on lock-in frequency. Results of electric field
control of magnon current as measured with various lock-in frequencies. The data is inde-
pendent of the frequency used, as expected in the (low) frequency regime studied.

A.2 Polar skyrmion recombination

In this and the following section, I describe dynamic studies of complex polar textures, such
as polar skyrmions and polar vortices.

Spatially complex, real-space topological configurations and their phase transitions have
recently emerged as a fertile playground in condensed matter physics[243, 244, 245, 246].
Although the focus has been on spin textures in magnets [246, 247, 248], leading to the for-
mation of skyrmions and related topologically protected states, in recent years there has been
renewed efforts to discover analogous charge textures in, for example, ferroelectrics[249, 250,
251, 252]. With the discovery of such polar textures (for example, vortices and skyrmions), it
is of both fundamental and practical interest to understand the microscopic and macroscopic
nature of their dielectric response and explore the possibility of a field-driven topological
phase transition[243, 244].

In parallel, the possibility of capturing “negative permittivity” states in ferroelectrics,
either in the temporal (that is, dynamical, see Chapter 2) or spatial (that is, in equilibrium)
domain, has drawn the attention of scientists and engineers alike [253, 254, 255, 256, 257,
258, 259, 260, 261]. The concept of negative capacitance was developed for monodomain
ferroelectric capacitors by considering double well potential (Fig. 1.1 that appears upon
transitioning from a paraelectric to a ferroelectric state. The minima of these wells repre-
sent the equilibrium state of the material and the curvature of the energy landscape near
these equilibria dictates that small electric field perturbations should give rise to a classical
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positive capacitive response (that is, positive permittivity). It was proposed, however, that
if one could place the material in the region between these two states (that is, in a region
of negative curvature of the energy landscape), it could give rise to a negative capacitive
response (that is, negative permittivity) under electric field excitation[1, 244]. In a capacitor
heterostructure comprising an ideal ferroelectric capacitor (capacitance CF ) in series with a

regular dielectric capacitor (capacitance CD), the overall capacitance C =
(
C−1

F + C−1
D

)−1

has to be positive for thermodynamic stability. But if CF < 0, the total capacitance, C, will
be larger than either of the two constituent capacitors taken independently. Accessing this
regime, where the ferroelectric is stabilized in the region of negative free energy curvature,
however, remains a challenge in the static sense[256, 258, 260]: if the capacitor is driven by
a voltage, the region of negative curvature is unstable, and indeed only transiently occupied.
Researchers have explored approaches wherein the capacitor is driven by a charge that can be
simply controlled in an electrostatically coupled ferroelectric/dielectric series capacitor[255].
If it is a dielectrically stiff material, it will effectively suppress the spontaneous polarization
of the ferroelectric and thus stabilize the paraelectric state even if the ferroelectric is below
its nominal transition temperature[260]. Recent work has further demonstrated that in mul-
tidomain ferroelectric polar structures, such as the vortices found in (PbTiO3)n/(SrTiO3)n
superlattices, the complex polar order, while producing an overall positive dielectric permit-
tivity, exhibits regions of varying dielectric susceptibility, including areas of local negative
capacitive response in the PbTiO3 layers[244].

The recent discovery of chiral polar skyrmions in (PbTiO3)n/(SrTiO3)n superlattices
stemming from the interplay of elastic, electrostatic and gradient energies, with a topo-
logical number of +1 raises a fundamentally important question: do such skyrmions also
exhibit a spatial distribution of varying dielectric susceptibility?[243] In our work [262], we
demonstrate a strong enhancement of the out-of-plane dielectric permittivity and that this
is a direct consequence of a negative permittivity region that forms at the periphery of each
skyrmion. Under the influence of an applied electric field, we find that we can tune the
system from having arrays of polar skyrmions, to a uniformly polarized state, whereby the
skyrmion diameter shrinks as the field increases in magnitude (Fig. A.3). When the field is
taken away, the skyrmions reform.
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Figure A.3: Used with permission from [262]. Electric field control of the topological phase
transition of the polar skyrmion of the [(SrTiO3)16 / (PbTiO3)16]8 superlattice. a–c, Phase-
field simulations show the shrinkage of the diameters of the skyrmions when an electric field
is applied, from zero field (a) to 700 kV cm−1 (b), and ultimately the entire sample becomes
uniformly ferroelectric at ∼1500 kV cm−1 (c)

In the context of this thesis, then, one is naturally inclined to ask, can we study the
dynamics of the “popping” (where the skyrmions are annihilated by the applied field) and
recombining process? And what do any finding means in terms of capacitance of the system?
To further understand the reversible evolution of these structures under applied electric fields,
the temporal evolution of the skyrmion ground state can be probed by perturbing it with
electric field pulses that drive the system to a uniform polar state, and then measuring the
time-dependent evolution back to the skyrmion state (Fig. A.4, A.5). Here, we performed
two sets of measurements. The first focused on applying strong, unipolar pulses (U1 and U2)
with varying lengths of delay time (td) between the pulses. We measured the current that
flows in the capacitor during the application of U1 (that is, I1), then allowed possible relax-
ation to occur during td and finally measured the current that flows during the application
of U2 (that is, I2). Taking the difference I1 – I2 for various td provides a time-dependent
measure of the amount of relaxation after the poling process. For short delay times (td ≤10
µs, Fig. A.4a), for the parent 50-nm-thick PbTiO3 film (here, with td= 200 ns, Fig. A.4b,c),
a flat, zero response corresponding to stable, poled ferroelectric behav-iour was observed.
On the other hand, similar experiments on the superlattices with skyrmions (here, with td=
200 ns, Fig. A.4d) revealed a transient peak, suggesting that there is a relaxation process
different from that observed in a classical ferroelectric based on the same material (data for
other short td values are also provided in Fig. A.5).
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Figure A.4 (previous page): Used with permission from [262]. Generation of a transient
state with time-dependent capacitance under out-of-plane measurement of the skyrmion.
a, Schematic of two unipolar pulses (U1 and U2) applied to a sample with a short delay
time (td) between pulses. Application of unipolar pulse U1 poles the sample to the uniform
polarization state. Zero field was applied for time td, during which the system relaxes. We
monitored the difference in current response to U1 and U2 (I1 – I2) to reveal a transient state
after initial poling. b, Expected difference in the current response (I1 – I2) for a ferroelectric
with (dashed green line) and without (solid green line) back-switching. c, I1 – I2 for the
parent ferroelectric (50 nm PbTiO3 layer), indicating stable polarization. d, I1 – I2 for the
superlattice shows a notable peak, suggesting the occurrence of a relaxation process. e, To
probe the relaxation timescale, we performed the same experiment with a long time delay. f,
Expected behaviour for a classical ferroelectric with complete back-switching (dashed line),
partial back-switching (dotted line) and stable ferroelectric polarization (solid line). g, As
expected, the parent 50 nm PbTiO3 layer shows a flat line for I1 – I2, that is, stability.
h, Notably, the superlattice also shows a flat line for I1 – I2, indicating that relaxation is
complete on this timescale (td = 1s shown). i, Finally, we performed an experiment in which
we also included a preset pulse-down pulse (V) and monitored I1 – I2 for long td. j, The
ferroelectric back switching is represented by the dashed line and the expected behaviour
from a ferroelectric, a switchable, stable polarization (solid line). k, The parent 50 nm
PbTiO3 layer shows a strong signal coming from the switchable remnant polarization. l,
The difference in the current response (I1 – I2) for the skyrmion sample, which importantly
shows a distinguishable signal. This, in conjunction with the data in d and h, indicates that
the origin of the relaxation seen in the skyrmion sample is not derived from back-switching
of the small remnant polarization, but rather a new mechanism originating in the polar
skyrmion structure.

To further understand the relaxation processes and, in par-ticular, reveal the timescales
over which these processes persist, we carried out similar experiments with progressively
longer td. Upon transitioning to long delay times (10 µs ≤ td ≤1s, Fig. A.4e), for the parent
50-nm-thick PbTiO3 film (here, with td= 1s, Fig. A.4f,g), a flat, zero response corresponding
to stable, poled ferroelectric behaviour was once again observed. Likewise, similar exper-
iments for the superlattices exhibiting sky-rmion structures revealed a flat, zero response,
suggesting the relaxation process has been completed within 1s (here, with td= 1s, Fig. A.4h
and Fig. A.5).Thus far, the observations suggest that (not surprisingly) the single-layer par-
ent ferroelectric film remains stable in whatever state it is electrically poled into, whereas
the superlattices exhibit-ing skyrmion structures exhibit relaxation processes. This could
correspond to classical back-switching (that is, the applied bias pushes the skyrmion into a
uniform polar state, which then relaxes back to a classical up-and-down-poled domain struc-
ture) or indi-cate an exotic relaxation back towards the skyrmion structure. To distinguish
between these two cases, we performed a second set of experiments in which we applied a
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preset pulse V opposite to U1 and U2 with a long td (Fig. A.4i). When this experiment was
performed on the parent 50-nm-thick PbTiO3 film (here, with td= 1s, Fig. A.4j,k), a non-
zero response, corresponding to what is expected for stable, poled ferroelectric behaviour,
was observed. This contrasts with the long delay time study without the preset pulse, which
showed no peak (Fig. A.4g). On the other hand, similar experiments on the superlattices
exhibiting sky-rmions (here, with td= 1s, Fig. A.4l) revealed a small transient peak, sug-
gesting that the small remnant polarization of the superlattice can be switched. From other
experiments (Fig. A.4d,g), it appears that these superlattices relax or back-switch within
∼1s; however, if this was true, we should have seen no peak in this preset pulse experiment
(Fig. A.4l). Thus, this is indicative of a totally different relaxation process, that is, it cannot
be explained simply by the classical back-switching of a ferroelectric, but instead suggests
there is an exotic, time-dependent evolution of the emergent polarization state that we can
unravel and then re-establish reversibly.
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Figure A.5 (previous page): Used with permission from [262]. Time dependence transient
capacitance state of out-of-plane device geometry of skyrmion. In order to understand how
the transient state decays, we apply unipolar pulses as in a, with variable delay time. The
data in b, shows the difference in current response of the sample to U1 and to U2 (I1-I2)
for various delay times. On “short” timescales (200 ns≤ td ≤10 µs) there is a significant
difference I1–I2attributed to the transient capacitance state in the superlattice structure.
For “long” delay times (10 µs ≤ td ≤1 s) little to no difference is observed, indicating the
complete decay of the transient state at those timescales.

A.3 Polar vortices

Topological phases in polar materials (like the polar skyrmion in section A.2) arise as a
result of electrostatic and mechanical boundary conditions. One can tune the electrostatic
boundary conditions by inserting dielectric layers within the ferroelectric (creating a super-
lattice), thereby modifying screening at the ferroelectric/dielectric surface. Epitaxial strain
resulting from choice of growth substrate sets the mechanical boundary conditions. For ex-
ample, the tensile strain imposed by DyScO3 (DSO) on PbTiO3 (PTO) favors an a/c domain
structure; however, by sandwiching the PbTiO3 layer between layers of SrTiO3 (STO), the
dielectric SrTiO3 inhibits screening of the ferroelectric order, forcing in-plane polarization
at the PbTiO3 / SrTiO3 interface and results in the emergence of flux-closure domains. By
shrinking the number of unit cells in the PbTiO3 and SrTiO3 layers, the system evolves from
flux closure domains to a vortex state (Fig. A.6a), characterized by continuous rotation of
the polar order[244, 263].

Polar vortices1 are 3-dimensional objects, where the polar order rotates, either clockwise
or counterclockwise, in a plane (with the rotating region having radius ∼2-5nm). This ro-
tating region extends (∼100nm) along the direction normal to the plane of rotation, thereby
creating a “tube”-like structure[263, 264]. In PTO/STO superlattices grown on DSO, the
anisotropy of the substrate forces the tube direction to be along the [010]pc direction (Fig.
A.6). Within a single PTO layer, many vortices exist, with neighboring vortices rotating
opposite (i.e., alternating clockwise and counter-clockwise rotation). Under tensile strain,
like that imposed by DSO, there exists a “buckling” structure, whereby adjacent vortices
also exhibit alternating “up” and “down” off-centering (along the out-of-plane direction),
(Fig. A.6). This buckling results in a net in-plane polarization pointing along [100]pc direc-
tion2. Thus, in a simplified, though useful, picture, the vortex system can be thought of,

1Typically, vortices form in PTOn/STOn when the number of unit cells, n ≈ 12− 20
2The formation of the buckled phase can be understood as a freezing of a “vortexon” mode at a critical

strain ϵc, analogous to the freezing of a soft phonon mode at a critical temperature, for soft-mode phase
transitions in ferroelectric (see chapter 1)
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macroscopically, as an in-plane ferroelectric that forms 180◦ domains (domains of opposite
buckling).

Just like a classical ferroelectric, when one applies an electric field with component an-
tiparallel to the the direction of net polarization, the system will undergo polarization rever-
sal, albeit here, accompanied by (or progressing via) switching of the buckling pattern[264].
This leads to the observation of a ferroelectric-like hysteresis loop (Fig. A.6c), as measured
on in-plane capacitors (Fig. A.6b). We can think of this “large” field switching event akin
to a classical ferroelectric. There exists, however, a second switching event (Fig. A.6d), at
lower field, where we observe minor hysteresis loops akin to an anti-ferroelectric. To under-
stand how this arises, first imagine a simplified system where the vortices are all aligned (i.e.,
no buckling), and there is no net polarization. If we apply an in-plane field perpendicular
to the vortex tubes (along [100]pc), the vortices will eventually be destroyed, favoring the
formation of a single domain ferroelectric state. While this is not surprising, the nature
of the system, whereby neighboring vortices alternate rotation direction, results in nuanced
behavior for the transition to a mono-domain state. Consider a vortex, V1 rotating in the
x-y plane, where the polarization rotates counter-clockwise, i.e. the top polarization points
along −x̂. Its neighboring vortex, V2, will have clockwise roation, i.e., bottom polarization
along −x̂. Upon application of an electric field E⃗ ∝ −x̂, the core of V1 will move along
−ŷ, as the region (top region) of polarization aligned with the field grows and the region
(bottom region) aligned anti-parallel shrinks. For V2, the opposite will occur, with the core
moving in +ŷ. Neighboring vortices move in opposite directions, and in a manner orthogonal
to the applied field. At low field, the system acts similar to a relaxor ferroelectric, where
there is continuous deformation of the vortices until they are destroyed. When the field is
removed, the vortices reform. In the simple case of no buckling, one can understand the
system as possessing a single-welled free energy landscape, which, in principle, should not
show hysteresis. However, due to polar correlations and/or size constraints (the face of the
vortex is ∼10 unit-cells tall and has only ∼20 unit-cells in which to move), there may be
“ripples” in the single well, i.e., small, local minima in the free energy. These minima result
in the minor hysteresis, observed.



APPENDIX A. EXTENDED DATA 171

Figure A.6: Polar vortices. a. Polar vortex structure (imaged via transmission electron
microscopy). b. Optical image of interdigitaded electrode device used to study electric field
switching. c. “Large” field ferroelectric-like hysteresis loop, corresponding to reversal of in-
plane polarization and buckling configuration. Arrows indicate loop “pinching”. d. Minor
hystersis loop corresponding to relaxor-like behavior of vortices at low field.

Now, we return to the buckled vortex system, which has a net in-plane polarization in the
ground state. With application of a sufficiently strong electric field anti-parallel to the net
polarization, the system can be poled to a uniform polarization state with the polarization
direction reversed. When the vortices reform, the buckling, following the new polarization
direction, will be switched as well. The existence of net in-plane polarization in the buckled
system requires a double-well free energy landscape. The convolution of the this double well
and the single, “rippled”, well, detailed above, results in the observed behavior (Fig. A.6).
Given the complexity of switching in this system, we turn to dynamic studies of switching
in a effort to gain more insight.
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Figure A.7: Switching dynamics of polar vortices. a. Experimental protocol. Pulses of
variable pulsewidth and electric field magnitude are used to preset and drive switching of
the polar vortex state. Single bipolar hysteresis loops are used as non-destructive readouts
of initial and final states. b. Prototypical minor (non-destructive) single bipolar hysteresis
loops of the system poled up (orange) and down (purple). By analyzing the difference
between the first and second hysteresis loop measured (a.) we can determine the extent to
which the system has switched. c. Heat map of extent of switching for various applied fields
and pulsewidths. Blue indicates complete switching, while pink indicates no switching. d.
Switching time as a function of applied field and fit to Merz’ law (Eq. 2.8).

We begin by studying the timescales and electric field dependence of switching in the polar
vortex samples. We do this following the protocol outlined in Fig. A.7a using in-plane fields
as applied via the interdigitated electrode device (Fig. A.6b). We first preset the system
with a large negative pulse (30kV/cm2), then take a minor hysteresis loop, then apply a
“switching” pulse of variable pulsewidth and electric field amplitude, followed by a final,
minor hysteresis loop. The first minor loop acts as a reference (purple loop in Fig. A.7b),
whereby we are able to confirm the initial state (following preset) in a non-destructive fashion.
Following the switching pulse, the second minor loop serves as a non-desctructive readout of
the final state. In the case that the system has switched, we observe a hysteresis loop similar
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to that shown (orange) in Fig. A.7b. In the case of no switching, we observe an identical
loop to the first, reference, minor loop. By taking the aggregate difference between minor
loops 1 and 2 we are thus able to provide a metric for switching completeness, with 1 being
fully switched (corresponding to the aggregate difference for a switching pulse of maximum
pulsewidth and electric field amplitude), and 0 being the case of no switching. We show
the results of such an experiment in Fig. A.7c for various switching pulse pulsewidths and
amplitudes. As observed to induce switching at longer pulsewidths, lower field is required.
This is reminiscent of similar observations in BFO and BTO (chapter 2), and indicates that
switching of the net in-plane polarization may proceed via nucleation and growth. We can
define a switching time for a given electric field amplitude to be pulsewidth at which the
switching metric is ≥ 0.5. Indeed (Fig. A.7d), a plot of switching time versus electric field
can be fit by Merz’ law (Eq. 2.8), further evidencing that the process may occur via and
nucleation and growth. This analysis is only valid for the “large” switching event, and not
the relaxor-like behavior at low field. To better understand the behavior at low field, and
and further investigate the mechanism of switching at high field (“large” switching event)
we turn to dielectric harmonic measurements.

Figure A.8: Rayleigh harmonic measurements. First, second, and third harmonic Rayleigh
measurements on polar vortex samples.

Harmonic dielectric measurements [265, 266, 267] consist of using a lock-in amplifier to
measure the first, second, and third harmonic (particularly phase) response of the system
to an applied AC voltage of varying amplitude. Fig. A.8 shows the results of such mea-
surements. The third harmonic is especially crucial, as two important regimes are known
to exist [265, 266]. The first is the case of the phase of the third harmonic ≈ 180◦. This is
what is referred to as “reversible” motion, or non-hysteretic motion. In essence, the polar
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regions in the sample move, under the influence of the AC voltage, but do so in a locally
symmetric energy well, where all motion is reversible. Relaxor ferroelectrics, for example
exhibit a third harmonic response at ≈ 180◦. The second regime is when the third harmonic
phase is ≈ 90◦, as is the case for a prototypical ferroelectric. In this regime, the dynamics
are understood to be governed by irreversible, hysteretic domain wall motion. Our data in
Fig. A.8, exhibits both regimes, and each can be perfectly correlated to the two mechanisms
of switching, explained above. At low field ∼ 5 → 15kV/cm, the phase of third harmonic is
close to 180◦, consistent with relaxor-like behavior, and reversible motion of the up and down.
Once we reach fields > 15kV/cm, the third harmonic transitions to a phase of 90◦, consistent
with irreversible domain wall motion. These two mechanisms perfectly align with the fields
at which the minor and major hysteresis loops occur (Fig. A.7), and further evidence two
different regimes, and two different mechanisms of polar dynamics in the system!
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Appendix B

Fabrication details and recipes

Here, I will motivate and explain a number of device fabrication designs, including tips for
working with small (< 5mm x 5mm) chips and recipes for a variety of fabrication processes.

B.1 Wirebond process

The “wirebond” process described in this section is desirable for a variety of devices, including
the GMR devices (Appendix A, section 6.2.1.3), the TR-SHG devices (Section 6.2.1.2), the
devices use for in-operando X-ray diffraction [268] and also for non-local devices (Chapter
5) where one grows a bottom electrode in the material stack. The same process can also be
used to make ferroelectric capacitors with areas so small that one cannot land on them with
a probe tip. In many of these cases, wirebonds are required, in lieu of probe tips. However,
when using wirebonds on thin films, the penetration depth of the bond itself is sufficiently
deep that one will inevitably “punch-through” to the bottom electrode when attempting to
bond to pads on the top surface, thereby shorting the device. Even without wirebonding, if
the bottom electrode is not removed below a large (∼ 100µm pad) the chance of pinholes or
other defects causing sufficient leakage to short the entire device to the bottom electrode is
high. In order to avoid this, one must remove the bottom electrode (via ion milling, or other
means) wherever top electrode (large contact) pads will eventually be placed, and leave the
film only in a small, active, region. Here, I outline the process for doing this. I will use as
an example the case of fabricating a GMR device for studying switching of magnetic order
via applied electric fields, as follows. The process consists of several steps:
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Figure B.1: Process for making GMR devices. End result is a 5-terminal device where ferro-
electric switching can be driven between pads 1 and 5, and a 4-point resistance measurement
(i.e., GMR) can be performed using pads 1,2,3,4. All pads can be wirebonded without fear
of shorting the device.

1. (Etch) Shallow mill/etch1 (into the BFO) of active region

2. (Etch) Deep mill/etch (to substrate) of bottom electrode structure. This step removes
all undesired bottom electrode to avoid shorting.

3. (Liftoff) Insulating oxide deposition (often MgO, grown via PLD). This step protects
the exposed bottom electrode on the sidewall of the milled BE structure defined in the
previous step. If no oxide layer is deposited, the (typically conformal) deposition of
the top contact layer in the next step will short to the BE

4. (Liftoff) Top contact deposition (typically sputtering of Pt)

in principle, steps 1 and 2 can be reversed, though in my experience it is best to do the most
crucial lithography step (i.e., the active region) as early as possible. The more you process
a sample, the worse it gets. It is best to have the oxide layer have overlap (as in Fig. B.1)

1Typically I use ion milling, though material specific means, such as SRO wet etching can be preferred
for precise control.
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with the film, so that imperfect alignment and/or sidewall re-deposition during ion-milling
does not short your device. If using PLD to grow the oxide layer, ensure it is thick enough,
because PLD is line-of-sight growth, not conformal growth.
A few considerations:

• If working with SrTiO3 substrates, ensure you do not over mill. This will cause the
STO to conduct.

• Mill steps should be performed at 45 degrees. A sidewall clean at > 75 degrees (90
degrees being parallel to the sample surface), can be used for 20-30% of the 45 degree
mill time to assist with any sidewall re-deposition. I normally do not use sidewall
cleans as I rarely mill from the top electrode to the bottom electrode directly.

B.2 Working with Chips

Many of the tools you will be working with are designed for wafers, so working with chips
can be a bit difficult. In general, its advised to use carrier wafers for everything from spin
coating, to lithography, to ion milling or sputtering. If the process requires vacuum, double-
sided kapton tape should be used. Otherwise, double-sided scotch, or double-sided carbon
tape can be used. Always try to get the chip as flat as possible in whatever tool you are
using.

Spin coating : because of the small size of the chips, it can be hard to get uniform
distribution of PR during spin coating. To help with this, ensure your chip is as flat as
possible on the carrier wafer (by pushing on each of the corners, perhaps), and spinning at
slightly higher rpms than that suggested for wafers. For example, for MiR 701 resist, I spin
chips at 7500 rpm, where as wafers can be spun at 6000 rpm.

B.3 Recipes

B.3.1 Liftoff

The process listed here is for small features. For larger features you do not need to be as
careful.

1. Soak in NMP at 85◦C overnight

2. Spray (with handheld spray bottle) with Acetone then IPA, blow dry. Check optically
or AFM to see if you need to continue

3. The following steps are increasing aggressiveness, start low and proceed to more ag-
gressive, as needed.

a) Spray with Acetone and IPA
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b) Use a Kimwipe, with a bit of NMP on it, to very gently wipe the surface of the
sample

c) Use a cuetip, with a bit of NMP on it, to very gently wipe the surface of the
sample

d) Sonicate in NMP for short periods (∼5s) of time, spray with IPA immediately
after

B.3.2 Heidelberg MLA150 Maskless Aligner

1. Resist: MiR701

2. Spin Coating

a) 500 rpm, 5 seconds (dispense resist, e.g., a single drop for a chip)

b) 7500 rpm, 60 seconds

3. Pre-bake: 90◦C, 90 seconds

4. Expose: 375nm light, dose: 180

5. Post-bake: 110◦C, 60 seconds

6. Develop: MF26A, 60 seconds, water 10 seconds, blow dry

B.3.3 Wirebonding

For aluminum bonder: power 350, time 40ms, force 25g
Tips and tricks:

1. Always do a dummy bond before hand

2. Leave yourself as much space as possible on the bonding pad for every bond (in case
you have to try again)

3. When you bond to a chip carrier, shake the wire before making the second bond. This
will help ensure the bond is good.

4. After bonds are complete, very carefully nudge the wire with a fine nose tweezers, it
should bend in the middle, the bond ends should not move.
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Appendix C

Data Acquisition and Analysis: ekpy

In this appendix, I will briefly introduce my data analysis and data acquisition package,
ekpy. For up-to-date documentation visit https://github.com/eparsonnet93/ekpmeasure.

ekpy is a set of control and analysis code designed to help streamline experiments. The
basic idea is that in experimental work we often take data from many different sources, store
it in different places, have varying degrees meta data associated with the data (even for a
single type of data) and somehow(!) we are supposed to make sense of it all. We like to
compare across trials, days, experimental conditions, etc. and it is very difficult to keep
track of what data is where, and quickly access it when we need it. Often I find that folks
end up copying and pasting raw data between excel spreadsheets and if you’re not careful
you will quickly lose track of which data came from where. This package’s goal is to make
this all easier.

At the heart of the analysis module is the Dataset class which is a means of manipulating
meta data alone in order to locate which actual data you want to analyze. Datasets don’t
care about what the real data looks like, and they keep track of where different data is stored
so it is easy to select which data you want to look at - only then do you retrieve the data.
The real data is returned in a Data class which allows you to group by parameters, perform
calculations on all data corresponding to the same meta data configuration (Data.apply),
build workflows and much more.

The control module is based on the Experiment class, which handles coordinating in-
struments, naming conventions, file saving, and most importantly meta data creation. You
can define any number of inputs or outputs to your experiment, and easily perform a scan
over any or all of them, using experiment.n param scan. For example, say you wanted to
run a switching experiment (Chapter 2), and wanted to scan both pulsewidth and volt-
age amplitude while keeping everything else the same. ekpy makes this effortless. See
https://github.com/eparsonnet93/ekpmeasure for more.
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