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Abstract

In recent years, due to unprecedented success in controlling and manipulating an indi-

vidual quantum system, simulation of quantum systems using quantum simulators or

quantum computer is becoming reality. In this thesis, the main goal is to study many-

body correlations in quantum simulators and their impact in quantum information

science. In particular, we focus on high fidelity many-body ground state preparation

in Jaynes-cummings lattices in coupled cavity arrays. In the first work, we show

that combining quantum engineering and nonlinear adiabatic ramping, high fidelity

many-body ground state can be prepared in a targeted region either in the Mott in-

sulating phase or in the Superfluid phase. In the second project, we use the shortcuts

to adiabaticity (STA) method for the fast and efficient many-body state preparation.

We compare the fidelity obtained by using the simple adiabatic method and the STA

method to show the advantage of STA method over the adiabatic method. In the

third project, we apply the quantum optimal control (QOC) technique with chopped

random basis (CRAB) algorithm to prepare high fidelity many-body ground states

in minimal time in the Jaynes-Cummings lattices. The methods we used are gen-

eral and can be used for state preparation in other quantum simulators or quantum

computers.
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Chapter 1

Introduction

1.1 Background

Quantum mechanics has been established as the most successful theoretical framework

to predict and explain different phenomena occurring in the microscopic world [1].

The unusual characteristics of sub-atomic particles in the microscopic world makes it

harder to understand different physical phenomena associated with motion of these

particles. Understanding these phenomena and emergent behavior from them has

been a subject of interest for many years due to its relevance in areas ranging from

nuclear physics to design and characterization of materials. Major parts of the last

century had been invested to advance our understanding of quantum mechanics and

develop theoretical frameworks to explain these phenomena. Quantum mechanics is

based on a counter-intuitive prediction of the microscopic world based on the notion of

superposition, interference and entanglement which are impossible to observe in nor-

mal settings. The reason behind this is that when many particles interact with each

other via quantum mechanics, they becomes correlated in uncontrolled ways, which on

average behave just as our intuition would predict. Exotic conditions like ultra-cold

temperatures, ultra-cold vacuum environments are required to observe these phenom-

ena in the microscopic world. Early experimental success in measurement of quantum

interference, superposition and entanglement of multi-particles system validate that

those phenomena do exist in nature [2, 3].

1



CHAPTER 1. INTRODUCTION 2

The difficulty in the interpretation of the behavior of quantum system makes an ex-

perimental observation of quantum effects extremely challenging. In such scenario,

simulation of a quantum system before doing an experiment is extremely important

to get insight into how to control the system, and predict and analyze the possible

outcome. However, accurate simulation of a quantum mechanical system using clas-

sical resources is impossible once the number of particles exceeds 50. This is due

to the way how quantum mechanical system interact with each other. For example,

suppose there is a non-trivial quantum system with N qubits. For a single qubit, the

state is described by a state vector |ψ⟩ = c0|0⟩ + c1|1⟩, where c0 and c1 are complex

number with |c0|2 + |c1|2 = 1. In the classical world, we can describe the state of

N qubits in terms of state of N individual qubits. We assume qubits are separable

and non-entangled. Thus, for N qubits systems, since 2 coefficients are required to

describe the state of a single qubit, 2N complex number is sufficient to describe the

state of the system.

The story is different when we follow the quantum mechanical description. In quan-

tum world, the most generic way to describe the state of a system of N qubits is

to express the state of the system as a superposition of all possible N-qubit states:

|ψ⟩ = c000...|000...⟩+ c100...|100...⟩+ ...+ c111...|111...⟩. The state is described by coeffi-

cients c000...,c100...,...,c111..., and there are 2N coefficients. This shows that an enormous

amount of computational resources is required to store possible quantum states even

for a small sized system. For a reference, even the most powerful supercomputer can

store all possible quantum states for the system with only 50-60 particles [4].

From the above discussion, a fundamental question would arise: How can we compu-

tationally study different behaviors of a quantum system? In 1982, Richard Feynman

came up with an answer to this question. His answer was to simulate complex quan-

tum mechanical systems using another programmable quantum system build in a

laboratory i.e. quantum computer/simulator. This notion gives rise to a birth of the

field quantum simulation. His insight was that quantum computer would have the

capacity to store exponentially large amounts of information without using an expo-

nentially large amount of physical resources [5]. However, Feynman was not specific

about how those quantum computers would functioned. Later, Seth Lloyd showed
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that an ensemble of well-defined qubits which can be initialized, measured, and on

which a universal set of quantum gates can be performed can act as a quantum com-

puter. However, to perform quantum simulations, a simpler device which can mimic

the evolution of other quantum system is sufficient [6].

From experimental prospective, past few decades have been very fruitful as people

are being able to isolate individual quantum objects from the environment and con-

trol them. The latest advancement in the coherent manipulation of quantum systems

ranging from ion trapped with electric field, electrons in metal cooled down to become

superconductor to realization of optical lattices has opened up a door to perform quan-

tum simulation in quantum devices. One of the challenges in building such quantum

devices is to be able to isolate individual particles and control interaction between

them. As the size of the device increases, due to the many-body correlations between

particles, it becomes harder to isolate and control individual particles. Devices with

few number of qubits in different platforms have already been demonstrated as a con-

trollable quantum system. Nevertheless, these devices are in their early stages, and

still key scientific and engineering challenges have to be overcome in order to scale up

such devices to gain quantum advantage in computation. Some early glimpse include

realization of topological order states in a Sycamore processor [7], probing topological

states in spin liquid [8].

The computational challenges in simulating quantum systems motivates us to think

about a question: can we program quantum devices such that the evolution of such

devices results in the solution of some specific computational problem? This question

leads to the introduction of quantum information and quantum computing.

In recent years, people have been using quantum information theoretic insight to

answer various questions associated to quantum many-body systems. Answers to

these questions help to understand emergent phenomena in different areas of physics

ranging from condensed matter physics to quantum gravity. As classical simulation of

quantum systems is limited to few particles, quantum devices working under principle

like superposition, entanglement and interference would be a new tool to observe

quantum mechanical phenomena based on a theory of quantum information.
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1.2 Overview of thesis

This thesis is primarily composed of three projects in the context of quantum state

preparation. The main objective of this thesis is to study the effects of many-body

correlations in quantum simulators and their impact in quantum information science.

We start chapter 2 by introducing quantum simulation. We discuss the concept of

analog quantum simulation, digital quantum simulation and hybrid quantum simula-

tion. We briefly mention different quantum simulation platforms.

In chapter 3, we discuss new algorithm to prepare many-body ground states in JC

lattice using nonlinear adiabatic ramping. We start the chapter by briefly introducing

a recent progress and limitations in many-body state preparation. It is followed by

the results section. In the result section, we focus on how to prepare with high fi-

delity many-body ground states in different phases of the system far from the critical

region by combining quantum engineering and adiabatic ramping. Specifically, we

discuss methods of improving fidelity of state preparation based on initial state selec-

tion, optimization of ramping trajectory and ramping indices. The results section is

followed by the discussion section. In the discussion section, we compare simulation

parameters with experimentally accessible parameter range.

In chapter 4, we discuss a new approach for the high fidelity state preparation, called

shortcuts to adiabaticity(STA) method. STA is an alternative approach to the adia-

batic method which gives the same output as the adiabatic process gives but in much

shorter evolution time [9]. We follow the method discussed in [10–12], [13], and

develop the many-body ground state preparation protocol in the JC lattices. The

chapter begins with a brief introduction of the STA method. After the introduc-

tion, we discuss Berry formulation of the transitionless tracking method. The main

challenging part is to derive the counterdiabatic (CD) Hamiltonian which requires

knowledge of the instantaneous energy spectrum. We consider a cavity coupled array

of JC model and derive an analytical and numerical form of the CD Hamiltonian.

In CD Hamiltonian, there involves product of operators operating on different lat-

tice sites which give rise to non local term in the Hamiltonian. The non-local term

can not be implemented in experiments. We use parity symmetry to convert the
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non-local Hamiltonian to the local Hamiltonian. We also compare the fidelity of the

state preparation between the adiabatic protocol and the shortcuts to adiabaticity

protocol.

In chapter 5, we focus on quantum optimal control (QOC) method for the many-body

ground state preparation in the JC lattice. Optimal control theory is extensively

used in robotics, machine learning, and control engineering. Recently, its quantum

analogue, QOC theory has also been used to optimize the single qubit gates, two qubit

gates, quantum many-body dynamics. This chapter begins with a brief introduction

of QOC theory. The introduction is followed by the definition of controllability in

quantum system. The next section is the formulation of QOC problems. We discuss

four types of optimization problems . After that, we discuss a few most popular

QOC algorithms i.e. Gradient Ascent Pulse Engineering (GRAPE) algorithm, Krotov

algorithm and Chopped basis algorithms. We give references for machine learning

inspired QOC algorithms. In section 5, we discuss the application of chopped random

basis (CRAB) algorithm to prepare many-body ground states in the JC lattices. We

present our results, analysis and conclusion in this section. The chapter ends with a

brief summary of the chapter.

In chapter 6, we conclude this thesis and give the outlook for future.



Chapter 2

Quantum simulation

2.1 Overview of the chapter

In this chapter, we present a basic idea of quantum simulation. We discuss differ-

ent steps in quantum simulation. The idea of quantum simulation was proposed by

Richard Feynman in 1982 [5]. Later, in 1996 Seth Lloyd showed that quantum simu-

lation can be performed by implementing a complicated many-qubit unitary transfor-

mation U through the application of a sequence of single and two qubit gates [6]. I.

M. Gerogescu publised a review of the main theoretical and experimental aspects of

quantum simulation et al. [4]. We briefly discuss three types of quantum simulation:

analog quantum simulation, digital quantum simulation, and hybrid quantum sim-

ulation. After the discussion about quantum simulation, we briefly introduce a few

popular quantum simulation platforms. We briefly discuss superconducting circuits,

trapped ion systems, photonic systems, Rydberg atoms system, coupled cavity-qubit

arrays. Names of other promising platforms are mentioned under the ’other plat-

forms’ subsection with relevant references. The chapter ends with a brief summary

of the chapter.

6
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2.2 What is quantum simulation

Quantum simulation is a process of mimicking a complex quantum system using a

controllable quantum systems [16]. For the controllable quantum system to be a

quantum simulator, we should be able to (i) engineer different Hamiltonians exactly,

(ii) control the dynamics and (iii) make sufficiently precise measurements in such

devices [17]. The simulator would be useful only when it can solve ’hard’ problems i.e.

problems which can not be solved either analytically or numerically with a classical

computer due to the large amount of resources required to store the state of the system

and the exponentially large amount of resources required to study the dynamics of

the system. Quantum simulators functioned based on quantum mechanical principles.

Hence, the dynamics of a quantum system can be studied using such simulators. The

dynamics of the quantum system, in the absence of interaction with the environment,

is governed by the unitary evolution of the system. Based on how we implement the

unitary evolution in quantum simulators, quantum simulation can be divided into:

• Analog quantum simulation

• Digital quantum simulation

• Hybrid quantum simulation

2.2.1 Analog quantum simulation

In analog quantum simulation, the Hamiltonian of a complex quantum system Hsys

is directly mapped onto the Hamiltonian of a simulator Hsim using different kinds of

mappings f :

Hsim ⇔ fHsysf
−1 (2.1)

This kind of simulation is possible only if the mapping between the system Hamilto-

nian and the simulator Hamiltonian exists [18]. Though finding the mapping seems

simpler at first sight, this would not be the case always. In most of the cases clever

mapping techniques need to be figure out which might involve addition of ancillary
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systems or external fields to mediate interactions. The advantages of analog simu-

lation are that they are much easier to a build and the results could be useful even

with errors up to certain tolerance [19]. Examples of successful implementation of

the analog quantum simulation can be found in this reference [20].

2.2.2 Digital quantum simulation

In digital quantum simulation, the complicated unitary transformation is imple-

mented using a sequence of single- and two-qubit gates. Some example of single

qubit gates are X, Y and Z rotation gates, and an example of two qubit gate is a

CNOT gate.The different set of quantum gates and their operations is explained in

detail by Michael A. Nielsen and Isaac Chuang [21]. In most of the cases, due to the

non-commuting nature of the Hamiltonian corresponding to local interactions, the de-

composition of unitary operation into a sets of local gates is not straightforward and

we need to implement some kind of approximations. An important step is to breakup

the evolution time into a large number of small time steps and decompose each small

time step into local gates. Different approximations have been used to decompose

the small time steps into local gates. An example is trotterization [6, 16,21]

U = (e−iℏH∆t)t/∆t (2.2)

U(∆t) = e−iℏ
∑

j Hj∆t = Πje
−iℏHj∆t +O((∆t)2) (2.3)

when ∆t→ 0, unitary operator U(∆t) can be written as

U(∆t) ≈ Πje
−iℏHj∆t (2.4)

This implies that a large number of quantum gates is required in order to get high

accuracy. The in-depth review of how to improve the accuracy of digital quantum

simulation can be found in these references [22,23].
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2.2.3 Hybrid quantum simulation

In recent years, different hybrid methods have been developed to study the ground

state properties of quantum systems. An example is variational quantum eigensolver.

In such a method the quantum processsor is assigned only to perform a computa-

tionally expensive task and the classical processor is used to perform all other tasks.

These methods are based on the variational principle. Different optimization meth-

ods, both gradient based and gradient free methods, have been developed to perform

the optimization. People believe quantum advantage can be achieved using hybrid

method in the Noisy Intermediate State Quantum (NISQ) era. The review of differ-

ent hybrid methods and their platform based implementation can be found in these

references [20,22,24].

2.3 Physical Implementation

In recent years, with an unprecedented success in controlling and manipulating dy-

namics of individual quantum system, different architectures have been emerging as

quantum simulating platforms [16, 20]. Each of them has their own advantages and

disadvantages. We will mention some of the leading platforms in this thesis.

2.3.1 Superconducting circuits

Superconducting circuits are the leading candidate in the quantum information pro-

cessing field. In such systems quantum information is encoded either in the supercon-

ducting electrons on a small island, in the direction of a current loop or the oscillatory

states of the circuit. The control and manipulation of a quantum system i.e. qubit, is

performed by applying voltages and currents. The superconducting circuit can also

be coupled to electromagnetic cavities [16]. Advantages of superconducting qubits

are that they have long coherence. Similarly, they are fast and high fidelity one-qubit

and two-qubit gates can be implemented within coherence time. A thorough review

of superconducting qubits can be found in these references [25,26].
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2.3.2 Trapped ion systems

In this type of simulators, ions trapped in a radio frequency (RF) trap serve as qubits

and quantum entanglement is achieved by using the shared motional mode of the

ions. Different types of RF traps like Paul traps have been developed to control and

manipulate the motion of ions. Using trapped ions single qubit and two quibt gates

have also been performed [16, 27, 28]. Due to long coherence time and great promise

of scalability, this platform has been a leading candidate for large-scale quantum

computing. An extensive review of trapped ion quantum computation can be found

in this reference [29].

2.3.3 Photonic systems

In photonic simulators, qubits are encoded in two photon occupation modes of some

degree of freedom of the optical field. Examples of such modes are orthogonal po-

larizations, frequency modes, temporal modes, transversal spatial and other [16, 30].

This method of encoding is also called dual-rail encoding. Different sets of single

qubit and two qubit gates have been realized in photonic simulators. The advantages

of photonic simulators are that several degrees of freedom of the same photon can

be used simultaneously, quantum states can be maintained without vacuum or cool-

ing systems, and the large bandwidth of the photon provides high-speed operation.

Reviews of photonic simulators can be found in these references [31, 32].

2.3.4 Rydberg atoms

In Rydberg atoms, valance electrons are placed in a higher excited states. Hence they

have large electric dipole moments which facilitates a strong interaction between the

atom and the external electromagnetic field. This strong interaction due to dipole-

dipole interaction can be controlled and manipulated by external fields like electric

field, magnetic field, laser field and microwave field [16,33,34]. Thus, Rydberg atoms

based quantum many-body simulators have been emerging as an ideal candidate to

perform quantum information processing tasks. The Rydberg atom based qubits

have properties like long coherence time, are easy to scale up, they posses tunable
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connectivity, and they can mapped onto photons. These properties are essential to

perform deterministic quantum simulation and quantum communication. The recent

progress in this field can be found in these references [35–37].

2.3.5 Coupled cavity arrays

Coupled qubit-cavity arrays has been emerging as a promising platform to study

hybrids of many-body states of light and matter in a controlled way. The intriguing

scenario emerging from these systems is based on the interaction of light-matter

within the cavity and photon hopping across the cavity [14, 16]. Coherent light-

matter interaction generates polaritonic excitations with physical properties that are

similar to those of bosonic particles. The finite life time of polaritonic excitation

in coupled cavity-qubit arrays make this an ideal system to study non-equilibrium

dynamics resulting from the interplay between losses and external driving. Thus, this

artificial many-body system has gained a lot of interests in recent years for exploring

it as quantum simulators [38]. In this thesis, we consider coupled cavity-qubit arrays

to study many-body correlations in quantum simulators and their impact in quantum

information science.

2.3.6 Other platforms

Besides the above mentioned platforms, there are other promising platforms to per-

form quantum simulation. These include, Cold atom systems, nitrogen vacancy (NV)

centers, arrays of quantum dots, polar molecules, nuclear magnetic resonance based

systems, optomechanical systems. [4, 39–48].

2.4 Summary

In this chapter, we introduced quantum simulation. We discussed three types of

quantum simulation - analog quantum simulation, digitial quantum simulation and

hybrid quantum simulation. After that, we discussed different quantum simulating
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platforms and their advantages. In the next chapter, we study robust high fidelity

many-body ground state preparation in coupled cavity-qubit arrays.



Chapter 3

Optimal nonlinear ramping

This chapter was published in npj Quantum Information (Cai, K., Parajuli, P. et al.

2021)( https://doi.org/10.1038/s41534-021-00433-y).

3.1 Introduction

The Jaynes-Cummings (JC) model is a prototype for studying light-matter inter-

action, where a quantum two-level system is coupled to a cavity mode [15]. This

model has been utilized to study cavity or circuit quantum electrodynamics (QED)

in a wide range of systems, from individual particles on the atomic scale to collective

modes in mesoscopic devices [49–51]. More recently, advances in device fabrication

and quantum technology enabled the exploration of many-body physics in arrays of

JC models, i.e., JC lattices, which can be realized with optical cavities coupled to

defects in semiconductors [52–56] and superconducting circuit QED systems [57–62].

The light-matter coupling in a JC model induces intrinsic nonlinearity in the energy

spectrum, which can be mapped to an onsite repulsive interaction between polariton

excitations. The competition between this onsite interaction and polariton hopping

between neighboring sites gives rise to rich many-body physics for strongly-correlated

polaritons in JC lattices, such as quantum or dissipative phase transitions and photon

blockade effects [63–65]. Moreover, when the counter-rotating terms in the qubit-

cavity interaction cannot be neglected, the system becomes a quantum Rabi lattice,

13
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where distinctively different many-body phase transitions have been studied [66, 67].

One effect of particular interest is the quantum phase transitions between the Mott-

insulating (MI) and superfluid (SF) phases for polaritons in JC lattices at integer

fillings, featured by the occurrence of off-diagonal long-range order in the correlation

functions. It was shown that such phase transitions can be observed in coupled cavity

arrays [52–54] and multi-connected JC lattices [60–62].

The prerequisite to observe the MI-SF phase transitions is to pump polariton exci-

tations into a JC lattice and prepare them into appropriate ground states. However,

preparing many-body ground states is a challenging task in engineered systems such

as quantum simulators [5,6,68] and adiabatic quantum computers [69,70]. A number

of approaches have been studied to tackle this problem, including adiabatic quantum

evolution [71–73], quantum shortcut method by applying counter-diabatic interac-

tions [74,75], quantum phase estimation via quantum Fourier transformation [76,77],

variational quantum eigensolver [78, 79], full quantum eigensolver [80], and engi-

neered dissipative environment for the preparation and stabilization of entangled

states [81–84]. Despite these efforts, it is still hard to generate desired many-body

states with high fidelity in the noisy intermediate-scale quantum (NISQ) era [85], in

particular, for systems working with excitations such as the JC lattices. The barriers

to generating desired many-body states efficiently and accurately include the lack of

a priori knowledge of the energy spectrum, the difficulty in engineering complicated

counter-diabatic interactions, the rapid decrease of the energy gap and quick increase

of the dimension of the Hilbert space with the size of the quantum simulators, and the

finite decoherence times in NISQ devices. Furthermore, many-body states in strongly-

correlated systems can be highly entangled, unknown, and hence, often impossible to

be generated with pre-programed quantum logic gates.

Here we study the robust generation of many-body ground states in finite-sized JC

lattices at unit filling using optimized nonlinear ramping. In previous works [86–88],

it was shown that nonlinear ramping can reduce diabatic transitions to excited states

or the production of domain walls when a many-body system in the thermodynamic

limit evolves across a quantum critical point due to the scaling of the phase transition.

We apply nonlinear ramping to a finite-sized system, where the energy gap between
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the ground and the excited states remains finite. By exploiting a Landau-Zener type

of estimation [95,96] and the spectral feature along a selected ramping trajectory, we

derive the optimal ramping index for the trajectory, which can significantly improve

the fidelity of the prepared state. Our estimation agrees well with the result from our

numerical simulation of the ramping process. Moreover, we show that by selecting

an appropriate trajectory for a given set of target parameters in combination with

the optimal ramping index, the fidelity can remain close to unity in almost the entire

parameter space. The ramping trajectory can be adjusted by varying the initial

parameters or the ratios between the ramping indices for different parameters. The

initial states of this nonlinear ramping process can be prepared with high accuracy

by applying engineered pulse sequences [89] when tuning the system parameters to

either the deep MI regime with no hopping between adjacent unit cells or the deep

SF regime with diminishing light-matter coupling.

JC lattices have been implemented with superconducting quantum devices in recent

experiments [65,90,91], and the ramping process studied here is within reach of current

technology [92–94]. Using practical parameters from the experiments, we show that

high fidelity can be achieved for the prepared states on a time scale much shorter

than the observed decoherence times of these devices. Meanwhile, the approach of

optimized nonlinear ramping for finite-sized systems is general and can be applied to

many other models. The study of state generation in finite-sized systems with this

approach can provide insights to the problem of preparing complex quantum states in

quantum computers. Our result can hence shed light on the high-fidelity preparation

of many-body states in engineered quantum systems such as quantum simulators, and

advance the implementation of quantum simulation with NISQ devices.
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3.2 Results

3.2.1 Model and quantum phase transition

Consider the JC lattice depicted in Fig 3.1a. Here each unit cell contains a qubit

coupled to a cavity mode with coupling strength g, and adjacent unit cells are con-

nected via photon hopping with hopping rate J . The total Hamiltonian of this model

is Ht = H0 +Hint (ℏ = 1), where

H0 = ωc

∑
j

a†jaj + ωz

∑
j

σjz + 1

2
+ g

∑
j

(
a†jσj− + σj+aj

)
(3.1)

is the Hamiltonian of uncoupled JC models with ωc the frequency of cavity modes,

ωz the level splitting of the qubits, aj (a
†
j) the annihilation (creation) operator of the

j-th cavity mode, and σj±, σjz the Pauli operators of the j-th qubit, and

Hint = −J
∑
j

(
a†jaj+1 + a†j+1aj

)
(3.2)

is the photon hopping between neighboring unit cells. Let {|n, s⟩} be the basis set of

an individual JC model with the cavity in the Fock state of photon number n and the

qubit in the state s =↑, ↓. The eigenstates of the JC model include the ground state

|g0⟩ = |0, ↓⟩ with no excitation and the polariton doublets |n,±⟩ with n excitations:

|n,+⟩ = cos (θ/2) |n, ↓⟩+ sin (θ/2) |n− 1, ↑⟩, (3.3)

|n,−⟩ = sin (θ/2) |n, ↓⟩ − cos (θ/2) |n− 1, ↑⟩, (3.4)

where θ = 2arcsin
√

[1−∆/χ(n)] /2, χ(n) =
√
∆2 + 4ng2, and ∆ = ωc − ωz is the

detuning between the cavity mode and the qubit. The corresponding eigenenergies

are Eg0 = 0 and En,± = (n− 1/2)∆ ± χ(n)/2. When the coupling g is nonzero,

the energy spacings between these eigenstates are unequal with (En+1,− − En,−) >

(En,−−En−1,−). Specifically, E2,− > 2E1,− for n = 1, which indicates that the energy

to add two polaritons to the JC model is more than twice the energy to add a single

polariton. The extra energy to add a second polariton can be viewed as an effective
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Figure 3.1: Quantum phase transition in a JC lattice. a Schematic of a 1D
JC lattice. Circles (rectangles) represent qubits (cavity modes) with light-matter
coupling g and hopping rate J . b Single-particle density matrix ρ1(1, 4) vs hopping
rate J and detuning ∆ for a finite-sized lattice at unit filling with N = L = 6. Here
we let g be the energy unit with g ≡ 1.

onsite interaction or nonlinearity for the polaritons, which is at the root of many

interesting phenomena in JC models or JC lattices, such as the photon blockade

effect [52–54] and electron-phonon-like effects [97].

In the limit of J = 0, the JC lattice is composed of isolated JC models. The ground

state at unit filling, where the number of polaritons N is equal to the number of

lattice sites L, is

|G⟩J=0 =
∏
j

|1,−⟩j (3.5)

with one polariton excitation occupying the state |1,−⟩ per site, which is in the deep

MI regime. States with more than one excitation at the same site are energetically

unfavorable due to the effective onsite interaction. In the opposite limit of g = 0 at

finite hopping rate J , the cavity modes are decoupled from the qubits. The hopping

Hamiltonian (3.2), now the dominant term, can be transformed to the momentum
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space under the periodic boundary condition with Hint = −2J
∑

k cos (k) a
†
kak, where

ak (a
†
k) is the annihilation (creation) operator of a collective cavity mode at the quasi-

momentum k = πm/N with integer m ∈ [−(N − 1), N ] and ak =
∑

j aje
ik·j/

√
N . At

∆ < 0 with the cavity frequency below the qubit energy splitting, the ground state

at unit filling is

|G⟩g=0 =
1√
N !

(
a†k=0

)N ∏
j

|0, ↓⟩j (3.6)

with all polaritons occupying the k = 0 mode, which is a nonlocal state in the deep

SF regime.

With the mean-field approximation [52–54] and numerical methods [55,56,60–62], it

was shown that quantum phase transitions between the MI and SF phases due to

the competition between the onsite interaction and the photon hopping can occur

in the intermediate regimes of the parameter space in JC lattices. For a finite-sized

lattice with N = L = 6, we numerically calculate the many-body ground states using

the exact diagonalization method. In this finite-sized system, the energy separation

between the ground and the excited states decreases as the parameters approach the

intermediate regimes, but maintains a finite energy gap. The spatial correlation in the

many-body ground state |G⟩ can be characterized by the normalized single-particle

density matrix defined as [98,99]

ρ1(i, j) = ⟨G|a†iaj|G⟩/⟨G|a
†
iai|G⟩, (3.7)

which reveals the off-diagonal long-range order of the state. The single-particle density

matrix decreases algebraically with the spatial separation |i− j| in the SF phase and

decreases exponentially in the MI phase [60–62]. For a finite |i− j|, ρ1(i, j) of the SF
phase is much larger than that of the MI phase. In Fig. 3.1b, we plot our numerical

result of ρ1(1, 4) as functions of the hopping rate J and the detuning ∆, with the

coupling g as the energy unit (g ≡ 1). It can be seen that ρ1(1, 4) increases with

J at arbitrary detuning. In the deep MI regime with J = 0, ρ1(1, 4) = 0 with

the polaritons localized in the lattice. In the deep SF regime, ρ1(1, 4) can approach

unity. This result clearly indicates the occurrence of the MI-SF phase transition in
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the thermodynamic limit.

3.2.2 State initialization

We present methods to pump N = L polaritons to the JC lattice in the limiting cases

of J = 0 and g = 0, respectively, by applying engineered pulses. The polaritons are

pumped into the many-body ground states at the corresponding parameters. These

states will be used as the initial state of the nonlinear ramping approach.

In the deep MI limit of J = 0 and finite g, the ground state is given by Eq. (3.5)

with each unit cell in the polariton state |1,−⟩. Because the unit cells are decou-

pled, we can perform a Rabi rotation between the states |g0⟩ and |1,−⟩ on each

JC model, as illustrated in Fig. 3.2a. The driving Hamiltonian can have the form

Hd1 (t) =
∑

j[εe
iωLtσj− + h.c.] with driving amplitude ε and driving frequency ωL =

E1,− − Eg0 . The corresponding Rabi frequency can be derived as Ωd1 = |ε cos(θ/2)|
following Eq. (3.4). The duration of the Rabi flip from the initial state |g0⟩ to the final
state |1,−⟩ is τd1 = π/2Ωd1. To prevent the driving pulse from inducing unwanted

transitions to higher states such as |1,+⟩, it requires that |ε| ≪ g.

In the deep SF limit of g = 0 and finite J , the ground state is given by Eq. (3.6) with

all polaritons occupying the collective (nonlocal) mode ak=0. To generate this state,

we introduce an auxiliary qubit with Pauli operators σ0±, σ0z. This qubit has the

Hamiltonian

Hd2 (t) =
ω0

2
σ0z + ε (t) eiωLtσ0− + gd (t)

∑
j

a†jσ0− + h.c., (3.8)

which includes the qubit energy splitting ω0, a driving on the qubit with amplitude

ε (t) and frequency ωL, and a tunable coupling between the qubit and the cavity modes

with coupling strength gd (t). By choosing ωL, ω0 to be both in resonance with the

mode ak=0, we have Hd2,r (t) = ε (t)σ0− +
√
Ngd (t) a

†
k=0σ0− + h.c. in the rotating

frame. The first term of Hd2,r generates a Rabi rotation on the auxiliary qubit, and

the second term is the coupling between the auxiliary qubit and the mode ak=0. Both

terms can be turned on and off within nanoseconds, as has been demonstrated in
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Figure 3.2: Pulse sequence for state initialization. a Pulses for MI initial state
at J = 0 and finite g. The vertical arrows are Rabi flips between the states |g0⟩ and
|1,−⟩ in each JC model. b Pulses for SF initial state at g = 0 and finite J . The
vertical (slanted) arrows are the operations Cl (Ql) with l ∈ [1, N ] on the coupled
system of the auxiliary qubit and mode ak=0.

recent experiments on superconducting transmon qubits [90,91]. As the qubits in the

JC lattice are decoupled from the cavities, the state of mode ak=0 is only affected by

its coupling to the auxiliary qubit. Let the initial state of the coupled system of mode

ak=0 and the auxiliary qubit be |0, ↓⟩. To generate the state Eq. (3.6), we utilize the

approach in [89] to design a pulse sequence, which can be implemented by switching

on ε (t) and gd (t) alternately. The unitary operator for this pulse sequence is

U = QNCNQN−1CN−1 · · ·Q2C2Q1C1, (3.9)

where the unitary operator Cl (l ∈ [1, N ]) incurs a Rabi flip on the auxiliary qubit

by applying a driving pulse with amplitude ε for a duration of τcl = π/2|ε|, and the

unitary operator Ql enables the exchange of excitations between the auxiliary qubit

and the mode ak=0 by turning on the coupling gd for a duration of τql = π/2
√
Nl|gd|.

Following this pulse sequence, the state evolves as |0, ↓⟩ → |0, ↑⟩ → |1, ↓⟩ · · · → |N, ↓⟩,
as shown in Fig. 3.2b. The total duration of this pulse sequence is τd2 =

∑
l (τcl + τql).

Assuming that the magnitudes of ε and gd are the fixed for all l’s, we find τd2 =
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Nπ/2|ε| +
∑

l π/2
√
Nl|gd|, which increases with the total number of polaritons as

τd2 = O(N). Meanwhile, it requires that |ε|,
√
N |gd| ≪ ωL to achieve high fidelity

for the generated state. Note that the other collective modes ak ̸=0 of the cavities are

not coupled to the auxiliary qubit due to the symmetry of the Hamiltonian Hd2. The

excitation of these modes will not occur during this pulse sequence.

3.2.3 Optimized nonlinear ramping

Many-body ground states in the intermediate regimes of the parameter space cannot

be calculated analytically, and we cannot design quantum logic operations to generate

such states, in contrast to the ground states in the deep MI or SF regimes. We employ

optimized nonlinear ramping to reach such states via adiabatic evolution. In this

approach, a parameter p has the time dependence:

p(t) = p(0) [1− (t/T )rp ] + p(T ) (t/T )rp , (3.10)

where p = g, J,∆ is a tunable parameter of the JC lattice, p(0) is the initial value of

the parameter at time t = 0, p(T ) is the target value at the final time T , and rp is the

ramping index of parameter p. For rp = 1, it is the linear ramping studied in [69,70];

and rp ̸= 1 corresponds to nonlinear ramping [86–88]. It can be shown that for any

parameter p at an arbitrary time t,(
p(t)− p(0)

p(T )− p(0)

)1/rp

≡
(
J(t)− J(0)

J(T )− J(0)

)1/rJ

. (3.11)

Hence when the initial and target parameters are given, the ramping trajectory in

the parameter space is only determined by the ratios of the ramping indices rg/rJ

and r∆/rJ and is independent of the specific value of an individual ramping index

(see Supplementary Notes). On the other hand, the value of an individual ramping

index can strongly affect the sweeping rate of the Hamiltonian along a given trajectory.

The sweeping rate of the Hamiltonian at parameters {p} can be written as ⟨dH/dt⟩ =∑
p⟨∂H/∂p⟩p′(p), where p′(p) is the time derivative p′ = dp(t)/dt at p = p(t), with ⟨.⟩

denoting the operator average at the ground state of parameters {p}. Using (3.10),
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we obtain:

p′(p) =
rp [p− p(0)](rp−1)/rp

T [p(T )− p(0)]−1/rp
. (3.12)

By varying the ramping index rp, p
′(p), and hence ⟨dH/dt⟩, can be tuned in a large

range. We also find that p′(p) = J ′(J)(rp/rJ)[p− p(0)]/[J − J(0)], which reveals that

p′(p)/J ′(J) at a given position only depends on the trajectory, i.e., it only depends

on the ratios rg/rJ and r∆/rJ that define the trajectory.

Let |ψ(T )⟩ be the wave function of the final state of the evolution at time T . The

fidelity of the final state can be defined as F = |⟨ψ(T )|GT ⟩|2 with |GT ⟩ the many-

body ground state at the target parameters {p(T )} = {g(T ), J(T ),∆(T )}. During

a continuous evolution, the probability of diabatic transitions can be approximated

by the Landau-Zener formula ∼ e−πE2
gp/2H

′
gp [95, 96], where the energy gap Egp is

defined as the minimal energy separation between the ground and the excited states

along the evolution trajectory, and H ′
gp = ⟨dH/dt⟩gp denotes the sweeping rate of

the Hamiltonian at the position of the energy gap. To reach the desired state with

high fidelity, the adiabatic criterion, commonly expressed as H ′
gp ≪ E2

gp, needs to

be satisfied so that diabatic transitions are negligible. For a given trajectory, we can

optimize the ramping indices rp to minimize H ′
gp so as to suppress diabatic transitions

in the most vulnerable region of the evolution and improve the fidelity of the final

state. With the relation between different p′(p)’s, we find that H ′
gp = cpp

′(pgp) for

any parameter p, with pgp the value of the parameter p at the position of the energy

gap. Here cp only depends on the ratios rg/rJ and r∆/rJ , not the individual ramping

indices; whereas p′(pgp) depends on the ramping index rp as shown in Eq.(3.12). At

the optimal ramping index r
(min)
p , ∂H ′

gp/∂rp = 0. This leads to

r(min)
p = log

[
p(T )− p(0)

pgp − p(0)

]
, (3.13)

which only depends on the position of the energy gap for a given trajectory.
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Figure 3.3: Ramping from MI to SF phase. a Energy spectrum of the lowest
excited states vs hopping rate J . Solid (dotted) curve is for the symmetric (asymmet-
ric) state with the ground-state energy set to zero. b Time derivative J ′

gp vs ramping
index rJ at J(T ) = 0.5 and T = 5π/g, 10π/g, 15π/g from top to bottom. c Fidelity
F vs J(T ) = J for rJ = 2 (solid), 1 (dashed), 1/2 (dot-dashed), and 1/3 (dotted)
at T = 15π/g. d Fidelity F vs rJ at J(T ) = 0.5 and T = 5π/g, 10π/g, 15π/g from
bottom to top. In all plots, g(t) ≡ 1, J(0) = 0, and ∆(t) ≡ 0.

3.2.4 Numerical simulation

Below we conduct numerical simulation to calculate the fidelity of the final states

via nonlinear ramping with selected trajectories and compare the numerical result

with the above estimation. In the simulation, we employ an algorithm developed

in our previous work [60], which only involves basis states with the total excitation

number N = L. This algorithm greatly speeds up the calculation of the eigenstates

and dynamics of JC lattices. We first consider a trajectory following Eq.(3.10) with

g(t) ≡ 1, J(0) = 0, J(T ) = 0.5, and ∆(t) ≡ 0, where the photon hopping rate

is continuously increased from zero to a finite value. The initial state is the deep

MI phase in Eq.(3.5). Using the exact diagonalization method, we can calculate

the eigenstates and eigenenergies of the JC lattice along this trajectory. The energy

spectrum of several lowest excited states is plotted as a function of the hopping rate
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J in Fig. 3.3a. The solid curve corresponds to the energy of the lowest state that is

symmetric with regard to all lattice sites, and the dotted curves are for asymmetric

states. As both the initial state and the Hamiltonian H(t) are symmetric with regard

to lattice sites, the wave function |ψ(t)⟩ at any time t during the evolution must remain

symmetric. Hence diabatic transitions can only happen between the ground state and

symmetric states, and the energy gap related to the adiabatic criterion is determined

by the energy separation between the ground state and the lowest symmetric state.

From our numerical result, we find that the gap position is at Jgp = 0.122 with the

energy gap Egp = 0.31.

The sweeping rate of the Hamiltonian can be written as H ′
gp = cJJ

′
gp with J ′

gp the

time derivative of the hopping rate J at the gap position. Using Eq.(3.12), we

plot J ′
gp as a function of rJ in Fig. 3.3b, where J ′

gp has a local minimum at the

optimal ramping index r
(min)
J = log [J(T )/Jgp]. For the selected trajectory, r

(min)
J =

1.41, which indicates that the best fidelity for the final state can be achieved with a

ramping index in-between the linear and the quadratic forms. At a total evolution

time T = 15π/g, the optimal ramping index gives J ′
gp = 0.01. With Egp = 0.31, the

adiabatic criterion is well satisfied. We numerically simulate this ramping process and

calculate the fidelity of the final state. In Fig. 3.3c, the fidelity vs J(T ) = J is plotted

for several values of rJ at T = 15π/g. The fidelity decreases quickly with J(T ), as

J ′
gp increases with J(T ). It can also be seen that for J(T ) sufficiently far away from

Jgp, where the Landau-Zener estimation becomes valid, the fidelity is much higher

for rJ = 1, 2 than that for rJ = 1/3, 1/2. As shown in Fig. 3.3d, the best fidelity for

J(T ) = 0.5 is achieved when rJ ∈ (1, 2). These results agree well with our derivation

of the optimal ramping index.

We also obtain the fidelity of the final states for a wide range of target parameters

J(T ), ∆(T ) following the trajectory Eq.(3.10) with g(t) ≡ 1, J(0) = ∆(0) = 0,

r∆/rJ = 1, and the MI initial state Eq.(3.5). The fidelity is presented in Fig. 3.4a-

d for rJ = 1/3, 1/2, 1, 2, respectively. It can be seen that the fidelity decreases

as the target parameters move further towards the SF phase. In particular, the

fidelity exhibits a sharp decrease when the parameters cross the gap positions into the

SF phase. Meanwhile, the fidelity demonstrates strong dependence on the ramping
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Figure 3.4: Fidelity with MI initial state. a-d Fidelity of the prepared state F
vs target hopping rate J(T ) and target detuning ∆(T ) for ramping index rJ given in
the panel. Here g(t) ≡ 1, J(0) = ∆(0) = 0, r∆/rJ = 1, and T = 15π/g.

index in the intermediate regimes of the parameter space, which also agrees with our

analytical prediction.

Next we consider trajectories that starts from the deep SF phase with g(0) = 0,

g(T ) = 1, J(0) = 0.5, J(T ) = 0, ∆(t) ≡ 0, and the initial state Eq.(3.6). With both

J and g being time-dependent, we can choose different ramping indices for them.

As shown in Fig. 3.5a, the ramping trajectory in the parameter space of J and g

depends on the ratio rg/rJ , which affects the energy spectrum and the value of the

energy gap. In Fig. 3.5c, we plot the energy spectrum of the lowest excited states vs

the hopping rate J for rg/rJ = 1, where the solid curve is the energy of the lowest

symmetric state. The energy gap occurs at Jgp = 0.104 with Egp = 0.25. The energy

spectrum for rg/rJ ̸= 1 can be found in Supplementary Figure 3.1a. The sweeping

rate of the Hamiltonian is H ′
gp = J ′

gpIJ+g
′
gpIg with IJ = ⟨∂H/∂J⟩gp, Ig = ⟨∂H/∂g⟩gp,

g′gp being the time derivative of the coupling g at the gap position. With Eq.(3.10)
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and Eq.(3.11), it can be shown that

g′gp =
rg
rJ

ggp
Jgp − J(0)

J ′
gp. (3.14)

For a given ratio rg/rJ , g
′
gp/J

′
gp is a constant that does not depend on the specific value

of rJ or rg. The dependence of H
′
gp on the ramping indices can hence be characterized

by the dependence of J ′
gp on rJ , which is shown in Fig. 3.5b. For rg/rJ = 1, J ′

gp has

a minimum at r
(min)
J = 0.234. In Fig. 3.5d, we plot the fidelity of the final state

vs rJ from our numerical simulation, which indicates that the best fidelity can be

achieved when rJ ∈ (1/2, 1) at T = 10π/g, 15π/g and when rJ ∈ (1/3, 1/2) at

T = 5π/g. This result confirms our analysis that the optimal ramping index for

this trajectory will shift to a smaller value with r
(min)
J < 1 in comparison to that

of Fig. 3.3d. The discrepancy between the numerical and the estimated results of

r
(min)
J could be owing to the small difference |Jgp − J(T )| between the gap position

and the target parameter, which affects the accuracy of the Landau-Zener formula in

adiabatic processes [95,96]. We also numerically simulate the ramping process for the

target hopping rate J(T ) ∈ [0, 0.5] and obtain the fidelity of the final state vs J(T )

for several values of rJ , as plotted in Fig. 3.5e. The fidelity decreases as J(T ) becomes

smaller, as |J ′
gp| increases with the difference |J(T ) − J(0)|. The fidelity vs rJ for

rg/rJ ̸= 1 is given in Fig. 3.5f. It can be seen that the optimal ramping index r
(min)
J

for different rg/rJ can be quite different. This is due to the change of the ramping

trajectory and the energy spectrum as rg/rJ is varied. Detailed results on Egp, Jgp,

and r
(min)
J for different values of rg/rJ can be found in Supplementary Figure 3.1b.

We present the fidelity of the final state vs the target parameters following the tra-

jectory Eq.(3.10) with g(0) = 0, g(T ) = 1, J(0) = 0.5, ∆(0) = 0, rg/rJ = r∆/rJ = 1,

and the SF initial state Eq.(3.6) for rJ = 1/3, 1/2, 1, 2, respectively, in Fig. 3.6a-d.

Our numerical result shows that the fidelity decreases quickly as the target parameters

enter the MI phase and strongly depends on the ramping index in the intermediate

regimes of the parameter space.
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3.3 Discussions

We have shown that the fidelity of the prepared state in the intermediate regimes

of the parameter space can be improved by choosing the optimal ramping index for

a given trajectory and by increasing the total ramping time T . Another approach

to increase the fidelity is by choosing a favorable trajectory for a given set of target

parameters. When the target parameters are in the MI phase, it is better to start from

an initial state in the deep MI regime such as Eq.(3.5) so that the adiabatic evolution

does not need to cross a region with narrow energy gap to reach the target parameters

so that diabatic transitions can be negligible. Similarly, when the target parameters

are in the SF phase, we can choose the initial state to be in the deep SF regime such as

Eq.(3.6). Combing the selection of the initial state with optimized nonlinear ramping

can have dramatic impact on the fidelity of the prepared states. For illustration, in

Fig. 3.7a, we plot the maximal fidelity among all eight sets of data in Fig. 3.4a-d and

Fig. 3.6a-d for two initial states and various values of linear or nonlinear ramping

index rJ . It can be seen that the maximal fidelity remains close to unity in almost

the entire parameter space. For comparison, in Fig. 3.7b, we plot the maximal fidelity

between the data for linear ramping (rJ = 1) in Fig. 3.4c and Fig. 3.6c. The result

in Fig. 3.7a outperforms that of Fig. 3.7b, and both results are much better than the

individual plots in Fig. 3.7 and Fig. 3.6. We expect that further improvement can

be achieved by optimizing the trajectory, e.g., using optimized rg/rJ , r∆/rJ or the

optimal control technique.

An obvious approach to improve the fidelity of adiabatic processes is to increase the

ramping time T , which can reduce the time derivatives of the parameters and the

sweeping rate of the Hamiltonian. This can be seen from the numerical result in

Fig. 3.3d and Fig. 3.5d. For quantum devices in the NISQ era, however, the deco-

herence times of qubits and cavity modes set a limitation on the evolution time. The

many-body ground states studied here involve finite number of polariton excitations.

In the presence of decoherence, excitations can decay in a timescale comparable to the

decoherence times. The ramping time needs to be much shorter than the decoherence

times. In experiments, superconducting resonator cavities with frequency ωc/2π = 10
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GHz and quality factor Q = 105 can be readily realized, which corresponds to a decay

time of 1.6µs. Superconducting qubits can have a decoherence time of ∼ 100µs [94].

With a typical coupling strength of g/2π, J/2π = 200 MHz, the evolution time

T = 15π/g ≈ 37.5 ns. The state initialization pulses can be completed within a few

10’s of ns. These time scales are much shorter than the decoherence times. To quanti-

tatively characterize the effect of dissipation, we utilize a phenomenological approach

with a non-Hermitian Hamiltonian [100]: H̃t = Ht − i(κ/2)
∑

j a
†
jaj − i(γ/2)

∑
j σjz,

where κ is the cavity damping rate and γ is the qubit decay rate. We numerically

simulate the ramping process under the Hamiltonian H̃t and calculate the fidelity of

the final state. For rJ = 1 and T = 15π/g studied in Fig. 3.3d, with Q = 5 × 104

(κ/2π = 200 kHz) and γ/2π = 2 kHz, the fidelity F = 0.9737. For comparison,

F = 0.9738 when dissipation is not included. This result shows that the effect of

dissipation with practical parameters is negligible at time scales of interest. Details

of this result can be found in Supplementary Discussion and Supplementary Figure 2.

Note that dissipation can be used for robust preparation and stabilization of entan-

gled states, as studied in [83,84]. In addition, the qubit-cavity interaction in Eq.(3.2)

has the form of JC coupling with the counter-rotating terms omitted. This is because

we study the system in the strong-coupling regime with g ≪ ωc, ωz, where the effect

of the counter-rotating terms can be neglected.

METHODS

We employ a method developed in our previous work [60] to conduct numerical sim-

ulation on the JC lattice studied in this work. This method allows us to efficiently

solve the ground states and the dynamics of a finite-sized JC lattice with given num-

ber of polariton excitations. In a JC lattice, each unit cell contains a qubit and a

cavity mode. If we choose the photon cutoff on each lattice site to be equal to the

total number of excitations in the lattice N , then the total number of basis states

for this lattice is (2N + 1)L, which depends exponentially on the size of the lattice

L. For N = L = 6, the number of basis states is 4826809. This dependence sets

a serious limitation on the computable size of JC lattices. In our method, we only
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consider basis states that have exactly N excitations. We developed a code to find

out such basis states. For N = L = 6, we find that the total number of basis states

is 5336, which shows that this method can greatly reduce the demand on computing

power. We also developed codes to derive the matrix elements for the Hamiltonian

and other operators, such as the creation and annihilation operators of cavity modes,

the Pauli operators of qubits, and the number operator of cavity modes, under these

basis states. With these matrices, we can calculate the eigenstates and eigenenergies

of a JC lattice using the exact diagonalization method. We also simulate the dynam-

ical evolution of this system under time-dependent Hamiltonians. The matrices for

the creation operators and the Pauli operators enable us to generate the initial state

in the MI and the SF phases numerically. Our method can be applied to different

types of JC lattices as it can be used regardless of the specific form of interaction

between neighboring lattice sites.
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Figure 3.5: Ramping from SF to MI phase. a Ramping trajectory in the parame-
ter space of J and g for rg/rJ = 1/3, 1/2, 1, 2, 3 from top to bottom. b Time derivative
J ′
gp vs ramping index rJ at rg/rJ = 1, J(T ) = 0, and T = 5π/g, 10π/g, 15π/g from

top to bottom. c Energy spectrum of the lowest excited states vs hopping rate J
for rg/rJ = 1. Solid (dotted) curve is for the symmetric (asymmetric) state with the
ground-state energy set to zero. d Fidelity F vs rJ at rg/rJ = 1, J(T ) = 0, and
T = 5π/g, 10π/g, 15π/g from bottom to top. e Fidelity F vs J(T ) = J for rJ = 2
(solid), 1 (dashed), 1/2 (dot-dashed), and 1/3 (dotted) at rg/rJ = 1 and T = 15π/g.
f Fidelity F vs rJ at rg/rJ = 1/3 (square), 1/2 (circle), 1 (diamond), 2 (triangle),
and 3 (inverted triangle), J(T ) = 0, and T = 15π/g. In all plots, g(0) = 0, g(T ) = 1,
J(0) = 0.5, and ∆(t) ≡ 0.
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Figure 3.6: Fidelity with SF initial state. a-d Fidelity of the prepared state F
vs target hopping rate J(T ) and target detuning ∆(T ) for ramping index rJ given in
the panel. Here g(0) = 0, g(T ) = 1, J(0) = 0.5, ∆(0) = 0, rg/rJ = r∆/rJ = 1, and
T = 15π/g.

Figure 3.7: Maximal fidelity with different ramping indices and trajectories.
Maximal fidelity of the prepared state F vs target hopping rate J(T ) and target
detuning ∆(T ): a among all data in Fig. 3.4a-d and Fig. 3.6a-d, and b between the
linear ramping data in Fig. 3.4c and Fig. 3.6c.



Chapter 4

Shortcut to adiabaticity

This work was done in collaboration with Kang Cai. This work will be submitted for

publication soon.

4.1 Introduction

Quantum simulation of complex quantum systems starts with the preparation of de-

sired many-body ground states in a given quantum simulator. Preparing many-body

ground states in the quantum simulator is not a trivial task due to decoherence and

unwanted control errors in such devices. To mitigate such problem it is desirable

to prepare a many-body ground state in a fast and efficient manner [9, 101]. Dif-

ferent many-body state preparation schemes have been developed for each analog,

digital and hybrid quantum simulations [102–104]. One of the robust state prepa-

ration schemes in such simulators is the adiabatic state preparation which involves

preparing a many-body ground state in experimentally feasible parameter regimes

using quantum engineering and driving the prepared state to the target region fol-

lowing the adiabatic trajectory [95,96,105,106]. However, the constraint imposed by

the adiabatic criterion, that the total evolution time should be greater than inverse

of the square of the energy gap between the ground state and first excited state,

limits the applicability of adiabatic state preparation scheme to systems with long

33
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coherence time. But currently available quantum simulators have very short coher-

ence time [107]. In addition, the fact that the energy gap decreases as system size

increases constrains the adiabatic state preparation scheme to systems having few

qubits only. To circumvent these limitations imposed by the adiabatic criterion and

to get the same final results as the adiabatic process gives in much shorter time, the

shortcuts to adiabatic (STA) method was developed [9, 108].

The term STA was first coined in Chen, Ruschhaupt et al. [74] in the context of

cooling down atoms in harmonic trap without phase-space compression. The STA

method existed before Chen’s work [109–111]. In particular, the systematic develop-

ment of counterdiabatic(CD) driving paradigm by Demirplak and Rice [10–12] for the

internal state transfer using control fields had been influential to control the dynamics

of two- and three level systems at that time. Berry [13] later discovered the different

but equivalent form of CD driving method as ” transitionless tracking” method. After

the work of Chen [74], many control schemes based on STA have been developed to

speed up slow processes in different fields ranging from quantum transport, quantum

thermodynamics to quantum information processing and quantum control. Some of

the STA methods are CD driving, invariant-based inverse engineering, fast forward

methods, parallel adiabatic transfer and variational methods. A comprehensive re-

view of different STA methods can be found in Guéry-Odelin et al. [9].

In this chapter we discuss the transitionless tracking method to prepare a quantum

many-body ground state in a JC lattices in an optimal time. Based on the energy

uncertainty relation, there exists a fundamental speed limit with which a given quan-

tum process can take place. This limit is called quantum speed limit(QSL) [112,113].

In this context, STA helps to determine the QSL in a many-body state prepara-

tion process i.e. a minimum time to reach the target state with almost perfect fi-

delity [104,114,115].
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4.2 Transitionless tracking method

Berry formulation

In the Transitionless tracking method, we add an auxiliary interaction to the reference

Hamiltonian H(t) which guides the dynamics to follow the approximate adiabatic

evolution of H(t) [9,13]. Let us consider a reference Hamiltonian H(t). For simplicity,

let us assume the eigenenergies are non-degenerate and eigenstates are discrete. We

can express H(t) in terms of eigenbasis and eigenenergy as (ℏ = 1):

H(t) =
∑
p

Ep(t)|p(t)⟩⟨p(t)| (4.1)

where Ep(t) is the instantaneous eigenenergy corresponding to the eigenstate |p(t)⟩.
If |p(0)⟩ is the initial eigenstate of H(0), the state will continue to be so with addition

of the adiabatic phases αp(t) under slow evolution of the system governed by the

time-dependent Schrödinger equation i.e.

|ψp(t)⟩ = eiαp(t)|p(t)⟩ (4.2)

αp(t) = −
ˆ t

0

dt
′
Ep(t

′
) + i

ˆ t

0

dt
′⟨p(t′)|∂t′p(t

′
)⟩ (4.3)

The job now for us is to find a Hamiltonian HST (t) for which |ψp(t)⟩ is the exact

evolved state i.e.

∂t|ψp(t)⟩ = −iHST (t)|ψp(t)⟩. (4.4)

HST (t) can be constructed from the unitary evolution operator U(t) as

HST = iU̇U †, (4.5)

where, U(t) is

U(t) =
∑
p

eiαp(t)|p(t)⟩⟨p(0)|. (4.6)
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Here U(t) obeys unitary dynamics, hence the evolution of an arbitrary state |ϕ(t)⟩
can be expressed as:

ϕ(t)⟩ =
∑
p

eiαp(t)|p(t)⟩⟨p(0)|ϕ(0)⟩. (4.7)

Substituting Eq.(4.6) into Eq.(4.5), we get the expression for HST (t) as:

HST (t) = H(t) +Hcd(t) (4.8)

with auxiliary Hamiltonian

Hcd = i
∑
p

[
|∂tp(t)⟩⟨p(t)| − ⟨p(t)|∂tp(t)⟩|p(t)⟩⟨p(t)|

]
(4.9)

which is called counterdiabatic (CD) Hamiltonian. An alternating form of Hcd can

be derived by differentiating H(t)|p(t)⟩ = Ep(t)|p(t)⟩,

Hcd(t) = i
∑
q ̸=p

∑
p

|q(t)⟩⟨q(t)|∂tH(t)|p(t)⟩⟨p(t)|
Ep(t)− Eq(t)

(4.10)

4.3 Counter-diabatic driving in many-body state

preparation in JC lattices

4.3.1 Analytical Results

In this section we derive the analytical expression of counterdiabatic Hamiltonian

Hcd(t) for the JC lattices. Let us consider a JC lattices with N sites having N

excitations and the excitation number is conserved in the system. The Hamiltonian

in rotating frame can be written as [15]

H = ∆
N∑
j=1

a†jaj + g

N∑
j=1

(a†jσ
−
j + ajσ

+
j )− J

N∑
j=1

(a†jaj+1 + aja
†
j+1) (4.11)
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Here, ∆, g and J are detuning beetween cavity frequency and qubit frequency, cou-

pling strength, and hopping strength respectively. a†j(aj) and σ
+
j (σ

−
j ) are cavity exci-

tation creation (annihilation) operator and atomic excitation creation (annihilation)

operator respectively. Since the system is invariant under translation, momentum is

also conserved [106].

In order to find the CD Hamiltonian, let us define collective operators:

aj =
1√
N

∑
k

akexp(−ik.rj); ak =
1√
N

∑
j

ajexp(ik.rj) (4.12)

σ−
j =

1√
N

∑
k

σ−
k exp(−ik.rj);σ

−
k =

1√
N

∑
j

σ−
j exp(ik.rj) (4.13)

where k = 2πn/N with n = 0, 1, ..., N − 1. After substituting the momentum opera-

tors in Eq.(4.11), we get (see appendix A)

H =
∑
k

[
∆− 2Jcos(kR)

]
a†kak + g

∑
k

(a†kσ
−
k + akσ

+
k ) (4.14)

where R is the separation between two sites. Based on collective operators a†k and

σ+
k , we can define two kind of states:

|1, g⟩k = a†k|vac⟩ (4.15)

|0, e⟩k = σ+
k |vac⟩ (4.16)

In space of {|1, g⟩k, |0, e⟩k}, eigenvalues of each mode k are

E(1,±) =
(∆− 2Jcos(kR))± χ(1)

2
(4.17)

with χ(1) =
√

(∆− 2Jcos(kR))2 + 4g2. The corresponding eigenstates are:

|1,−⟩k = sin(θ/2)|1, g⟩k − cos(θ/2)|0, e⟩k (4.18)

|1,+⟩k = cos(θ/2)|1, g⟩k + sin(θ/2)|0, e⟩k (4.19)
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where sin(θk) =
√

(1− (∆− 2Jcos(kR)))/χ(1) and

cos(θk) =
√
(1 + (∆− 2Jcos(kR)))/χ(1).

When hopping rate J depends on time

In CD driving, the auxiliary Hamiltonian i.e. CD Hamiltonian prevents the system

to excite in the symmetric higher states. The general expression of CD Hamiltonian

is Eq.(4.10)

Hcd(t) = i
∑
m̸=n

∑
n

|m(t)⟩⟨m(t)|∂tH(t)|n(t)⟩⟨n(t)|
En(t)− Em(t)

(4.20)

Conservation of momentum in the system implies system can excites to the states

which has same momentum k only.

⟨1,−|
∑

(a†iaj + aia
†
j)|1,+⟩k (4.21)

= ⟨1, g|
∑

(a†iaj + aia
†
j)|1, g⟩k

= cos(kR)sin(θk/2)cos(θk/2) (4.22)

= cos(kR)

√
χ(1)2 − 4k2cos2(kR)

χ(1)
(4.23)

We can change the number operator to physical operator as:

|1,−⟩k⟨1,+| − |1,+⟩k⟨1,−| (4.24)

= [sin(θ/2)|1, g⟩k − cos(θ/2)|0, e⟩k] (4.25)

[cos(θ/2)⟨1, g|k + sin(θ/2)⟨0, e|k]− h.c.

= [sin2(θ/2) + cos2(θ/2)](|1, g⟩k⟨0, e| − h.c) (4.26)

= |1, g⟩k⟨0, e| − h.c. (4.27)

= a†kσ
−
k − h.c. (4.28)

For the zero-th momentum state i.e. k = k0 = 0 the CD Hamiltonian has the form

Hcd = −icos(k0R)
√
χ(1)2 − 4J2cos2(k0R)

χ(1)2
∂J

∂t
(a†k0σ

−
k0
− h.c.) (4.29)



CHAPTER 4. SHORTCUT TO ADIABATICITY 39

Since momentum k is conserved, we can generalize the CD Hamiltonian to

Hcd = −icos(k0R)
√
χ(1)2 − 4J2cos2(k0R)

χ(1)2
∂J

∂t

∑
k

(a†kσ
−
k − h.c.) (4.30)

= −icos(k0R)
√
χ(1)2 − 4J2cos2(k0R)

χ(1)2
∂J

∂t

∑
j

(a†jσ
−
j − h.c.) (4.31)

When coupling strength g depends on time

For the time dependent coupling strength g:

⟨1,−|
∑

(a†iaj + aia
†
j)|1,+⟩k (4.32)

= −cos2(θk0/2)⟨0, e|
∑
j

ajσ
+
j |1, g⟩k0

+ sin2(θk0/2)⟨1, g|
∑
j

a†jσ
−
j |0, e⟩k0

= sin2(θk0/2)− cos2(θk0/2) (4.33)

= −∆− 2Jcos(k0R)

χ(1)
(4.34)

Hence, if we consider the excitation in k0 space, the CD Hamiltonian is:

Hcd = −i∆− 2Jcos(k0R)

χ(1)2
∂g(t)

∂t
(a†k0σ

−
k0
− h.c.) (4.35)

since momentum is conserved, we can generalize Eq.(4.35) to

Hcd = −i∆− 2Jcos(k0R)

χ(1)2
∂g(t)

∂t

∑
k

(a†kσ
−
k − h.c.) (4.36)

= −i∆− 2Jcos(k0R)

χ(1)2
∂g(t)

∂t

∑
j

(a†jσ
−
j − h.c.) (4.37)
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4.3.2 Numerical Results

Two sites with one excitation

Let us consider a JC latttices with two sites having two excitations. The Hamiltonian

of the system can be written as:

H(t) = ∆
2∑

j=1

a†jaj + g
2∑

j=1

(a†jσ
−
j + ajσ

+
j )− J(t)(a†jaj+1 + aja

†
j+1) (4.38)

Here, the time dependent term is the hopping strength i.e. J(t). The Hamiltonian

H(t) in terms of the basis {|1, g, 0, g⟩, |0, e, 0, g⟩, |0, g, 1, g⟩, |0, g, 0, e⟩} can be written

as:

H(t) =


∆ g −J 0

g 0 0 0

−J 0 ∆ g

0 0 g 0

 (4.39)

THe eigenstates and eigenvalues of H(t) are:

v1 =
1

2



−
√

χ−
J −∆−

J

χ−
j√

χ−
J +∆−

J

χ−
j

−
√

χ−
J −∆−

J

χ−
j√

χ−
J +∆−

J

χ−
j


, E1 =

1

2
(∆−

J − χ−
J ) (4.40)

v2 =
1

2



√
χ−
J +∆−

J

χ−
j√

χ−
J −∆−

J

χ−
j√

χ−
J +∆−

J

χ−
j√

χ−
J −∆−

J

χ−
j


, E2 =

1

2
(∆−

J + χ−
J ) (4.41)
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v3 =
1

2



√
χ+
J −∆+

J

χ+
j

−
√

χ+
J +∆+

J

χ+
j

−
√

χ+
J −∆+

J

χ+
j√

χ+
J +∆+

J

χ+
j


, E3 =

1

2
(∆+

J − χ+
J ) (4.42)

v4 =
1

2



−
√

χ+
J +∆+

J

χ+
j

−
√

χ+
J −∆+

J

χ+
j√

χ+
J +∆+

J

χ+
j√

χ+
J −∆+

J

χ+
j


, E4 =

1

2
(∆+

J + χ+
J ) (4.43)

where, ∆±
J = ∆ ± J and χ±

J =
√

(∆±
J )

2 + 4g2. We want to constrain the system to

remain in the ground state during the evolution. For this, we need to find the CD

Hamiltonian Hcd i.e.

Hcd(t) = i
∑
m̸=n

∑
n

|m(t)⟩⟨m(t)|∂tH(t)|n(t)⟩⟨n(t)|
En(t)− Em(t)

(4.44)

With the addition of the CD Hamiltonian,the system evolves under the Hamiltonian:

HST = H(t) +Hcd(t) (4.45)
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H(t) depends on time due to the parameter J(t). Hence, ∂tH(t) = −∂tJ(t)(a†1a2 +
a1a

†
2). The hopping terms can be calculated as:

⟨v1|(a†1a2 + a1a
†
2)|v2⟩ = − g

χ−
J

; ⟨v1|(a†1a2 + a1a
†
2)|v3⟩ = 0;

⟨v1|(a†1a2 + a1a
†
2)|v4⟩ = 0; ⟨v2|(a†1a2 + a1a

†
2)|v1⟩ = − g

χ−
J

;

⟨v2|(a†1a2 + a1a
†
2)|v3⟩ = 0; ⟨v2|(a†1a2 + a1a

†
2)|v4⟩ = 0;

⟨v3|(a†1a2 + a1a
†
2)|v1⟩ = 0; ⟨v3|(a†1a2 + a1a

†
2)|v2⟩ = 0;

⟨v3|(a†1a2 + a1a
†
2)|v4⟩ =

g

χ+
J

; ⟨v4|(a†1a2 + a1a
†
2)|v1⟩ = 0;

⟨v4|(a†1a2 + a1a
†
2)|v3⟩ =

g

χ+
J

; ⟨v4|(a†1a2 + a1a
†
2)|v2⟩ = 0;

Hence, the CD Hamiltonian Hcd has the form:

Hcd(t) = i
g

(χ−
J )

2
∂tJ(|v1⟩⟨v2| − |v2⟩⟨v1|)− i

g

(χ+
J )

2
∂tJ(|v3⟩⟨v4| − |v4⟩⟨v3|) (4.46)

Since |v1⟩ and |v2⟩ have same symmetry, and |v3⟩ and |v4⟩ have same symmetry,

excitations can be exchanged only between |v1⟩ and |v2⟩, and between v3 and |v4⟩. In
occupation number basis, the concrete form of different states can be written as:

|v1⟩ = −1

2

√
χ−
J −∆−

J

χ−
J

(|1, g, 0, g⟩+ |0, g, 1, g⟩) + 1

2

√
χ−
J +∆−

J

χ−
J

(|0, e, 0, g⟩+ |0, g, 0, e⟩)

|v2⟩ =
1

2

√
χ−
J −∆−

J

χ−
J

(|1, g, 0, g⟩+ |0, g, 1, g⟩) + 1

2

√
χ−
J +∆−

J

χ−
J

(|0, e, 0, g⟩+ |0, g, 0, e⟩)

|v3⟩ =
1

2

√
χ+
J −∆+

J

χ+
J

(|1, g, 0, g⟩ − |0, g, 1, g⟩) + 1

2

√
χ+
J +∆+

J

χ+
J

(|0, e, 0, g⟩ − |0, g, 0, e⟩)

|v4⟩ = −1

2

√
χ+
J −∆+

J

χ+
J

(|1, g, 0, g⟩ − |0, g, 1, g⟩) + 1

2

√
χ+
J +∆+

J

χ+
J

(|0, e, 0, g⟩ − |0, g, 0, e⟩)

This clearly shows that the sign of |v1⟩ and |v2⟩ does not change when we exchange

the state of two sites but |v3⟩ and |v4⟩ gains a negative sign when we exchange the

state of two sites. Parity is conserved in the system. We use this property to convert
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Figure 4.1: Comparison of fidelity between adiabatic method and STA
method with time dependent hopping strength J a. at ∆ = 0,g = 1, Jinit =
0.00001 and Jfinal = 5. b. at ∆ = 5,g = 1, Jinit = 0.00001 and Jfinal = 5

the non-physical Hamiltonian into a physical Hamiltonian.

One of the important steps in implementing the CD Hamiltonian in an actual ex-

periment is to map the basis projectors to physical operators. We have defined

a†1σ
−
1 = |1, g, 0, g⟩⟨0, e, 0, g|, a†1a2 = |1, g, 0, g⟩⟨0, g, 1, g|,σ+

2 σ
−
1 = |0, g, 0, e⟩⟨0, e, 0, g|...

. With this transformation:

|v1⟩⟨v2| − |v2⟩⟨v1| =
1

2
[(a1 + a2)(σ

†
1 + σ†

2)− (a†1 + a†2)(σ
−
1 + σ−

2 )] (4.47)

|v3⟩⟨v4| − |v4⟩⟨v3| =
1

2
[(a1 − a2)(σ

†
1 − σ†

2)− (a†1 − a†2)(σ
−
1 − σ−

2 )] (4.48)

The Eq.(4.47) and Eq.(4.48) are symmetric and antisymmetric respectively. With

this, the CD Hamiltonian can be written as:

Hcd(t) =i
g

2(χ−
J )

2
∂tJ

[
(a1 + a2)(σ

+
1 + σ+

2 )− (a†1 + a†2)(σ
−
1 + σ−

2 )
]

−i g

2(χ+
J )

2
∂tJ

[
(a1 − a2)(σ

+
1 − σ+

2 )− (a†1 − a†2)(σ
−
1 − σ−

2 )
] (4.49)
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Suppose we want to confine the evolution of the system in symmetric subspace. This

means only the first term of Eq.(4.49) control the dynamics of the system, the

second anti-symmetric term has no influence in the evolution. The first term of

Eq.(4.49) has non-local terms like a†1σ
−
2 which are extremely hard to implement in

experiments. Since anti-symmetric term of Eq.(4.49) has no effect in evolution, we

combine symmetric and anti-symmetric terms to construct the physical Hamiltonian.

Since

a1σ
+
1 + a2σ

+
2 − a†1σ

−
1 − a†2σ

−
2

=
1

2
[(a1 + a2)(σ

+
1 + σ+

2 )− (a†1 + a†2)(σ
−
1 + σ+

2 )]

+
1

2
[(a1 − a2)(σ

+
1 − σ+

2 )− (a†1 − a†2)(σ
−
1 − σ+

2 )],

(4.50)

we can obtain physical the CD Hamiltonian as:

Hph
cd (t) =i

g

2(χ−
J )

2
∂tJ

[
(a1 + a2)(σ

+
1 + σ+

2 )− (a†1 + a†2)(σ
−
1 + σ−

2 )
]

−i g

2(χ−
J )

2
∂tJ

[
(a1 − a2)(σ

+
1 − σ+

2 )− (a†1 − a†2)(σ
−
1 − σ−

2 )
]

=i
g

(χ−
J )

2
∂tJ

[
a1σ

+
1 + a2σ

+
2 − a†1σ

−
1 − a†2σ

−
2

] (4.51)

In matrix form, Eq.(4.51) can be written as:

Hph
cd (t) = i

g

(χ−
J )

2
∂tJ


0 −1 0 0

1 0 0 0

0 0 0 −1

0 0 1 0

 (4.52)

With the CD Hamiltonian given by Eq.(4.51), the exact Hamiltonian of the system

can be written as:

HST (t) = H(t) +Hph
cd (t) (4.53)

In Fig.(4.1) we have compared the fidelity obtained with the STA method and with

the adiabatic method for the time dependent hopping strength J . The figure shows
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Figure 4.2: Comparison of fidelity between the adiabatic method and STA
method with time dependent coupling strength g. a. at ∆ = 0,J = 1,
ginit = 0.00001 and gfinal = 1. b. at ∆ = 5,J = 1, ginit = 0.00001 and gfinal = 1

that application of the STA gives the fidelity 1 even for a small evolution time whereas

the fidelity is very low for the adiabatic process during such small evolution time.

If the hopping strength is fixed but the coupling between cavity and qubit is time

dependent, the Hamiltonian can be expressed as:

H(t) = ∆
2∑

j=1

a†jaj + g(t)
2∑

j=1

(a†jσ
−
j + ajσ

+
j )− J(a†jaj+1 + aja

†
j+1) (4.54)

The CD Hamiltonian (see appendix A) corresponding to Eq.(4.54) has the form

Hcd(t) =i
∆−

J

2(χ−
J )

2
∂tg

[
(a1 + a2)(σ

+
1 + σ+

2 )− (a†1 + a†2)(σ
−
1 + σ−

2 )
]

−i ∆+
J

2(χ+
J )

2
∂tg

[
(a1 − a2)(σ

+
1 − σ+

2 )− (a†1 − a†2)(σ
−
1 − σ−

2 )
] (4.55)

We can use parity symmetry to convert Hcd(t) to physical Hamiltonian i.e.
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Hph
cd (t) =i

∆−
J

2(χ−
J )

2
∂tg

[
(a1 + a2)(σ

+
1 + σ+

2 )− (a†1 + a†2)(σ
−
1 + σ−

2 )
]

+i
∆−

J

2(χ−
J )

2
∂tg

[
(a1 − a2)(σ

+
1 − σ+

2 )− (a†1 − a†2)(σ
−
1 − σ−

2 )
]

=i
∆−

J

(χ−
J )

2
∂tg

[
a1σ

+
1 + a2σ

+
2 − a†1σ

−
1 − a†2σ

−
2

] (4.56)

The total Hamiltonian of the system now includes original Hamiltonian and CD

Hamiltonian i.e.

HST (t) = H(t) +Hph
cd (t)

= ∆
2∑

j=1

a†jaj +

[
g(t) + i

∆−
J

(χ−
J )

2
∂tg

] 2∑
j=1

(a†jσ
−
j + ajσ

+
j )− J(a†jaj+1 + aja

†
j+1)

(4.57)

In Fig.(4.2) we have compared the fidelity obtained with the STA method and with

the adiabatic method for the time dependent coupling strength g. It shows that

application of the STA gives the fidelity 1 even for a small evolution time but the

fidelity is very low for the adiabatic process during such small evolution time.

The time dependent coupling strength g(t) induces non-adiabatic excitations which

can be stop by changing the coupling strength. This is also called self-correction.

Experimental implementation of the self correction term is extremely challenging.

4.4 Summary

In this chapter we have applied the shortcuts to adiabaticity method with CD driv-

ing for the fast many-body state preparation in JC lattices. We have considered two

different scenarios: i) time dependent hopping and ii) time dependent cavity-qubit

coupling and derived the analytical form of the CD Hamiltonian. To verify our ana-

lytical result, we considered a case of two sites with single excitation and numerically

verified the analytical result. We have compared the fidelity of state preparation

given by the STA method and by the adiabatic method. The result clearly showed

that STA gives very high fidelity in relatively small evolution time compared with
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the adiabatic method. We also use the parity symmetry to convert the non-local

Hamiltonian to the local Hamiltonian.



Chapter 5

Quantum optimal control

This chapter is the central part of my dissertation.

5.1 Introduction

Quantum optimal control (QOC) is a numerical technique which helps to design

optimal pulses to steer the dynamics of quantum systems in a controlled manner

satisfying a given set of constrains [116–118]. The QOC theory was introduced in

the late 1980s [118] to design strategies to control the electromagnetic field profiles.

Different and sophisticated strategies have been developed thereafter to control and

manipulate the dynamics of quantum systems. One important example is the Kro-

tov method, which was developed by Tannor and coworkers based on Krotov’s initial

work, which was later introduced as Krotov algorithm by Sklarz et al. [119]. This

method is still an active field of research. In the initial period, QOC theory was

mainly concerned with optimization of state transfer and optimization of the ex-

pectation value of an operator. However, after the 2000s, with rapid progress in

quantum information science and unprecedented success in controlling and manipu-

lating individual quantum systems, applications of QOC theory have been ranging

from quantum state preparation, quantum simulation, quantum sensing to controlling

chemical reactions [120, 121]. In recent years, people have developed QOC theory to

control dynamics of an open quantum systems and are actively exploring applicability

48
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of QOC theory for quantum error correction [122–126].

Different conditions have to be satisfied to achieve a QOC solution. For example, for

a finite energy control pulse, a unitary transformation can not be achieved arbitrarily

fast. The time-energy uncertainty bound, known as quantum speed limit(QSL), con-

strains the speed of the process [127–129, 133, 134]. Similarly, information contained

in the control pulse should be sufficient to steer the dynamics of the quantum system

to the target state. From an experimental prospective, the control pulses should be

smooth (i.e. bandwidth limited) for to be implemented in experiments [130–132]. This

gives rise to different sophisticated QOC algorithms to make a band-width limited

few parameter ansatz for the solution. The comprehensive review of QOC methods

can be found in these references [117,124,132].

5.2 Controllability of quantum system

The controllability of quantum systems is a fundamental issue in most of the con-

trol problems. The controllability is associated with the reachability to the target

state. This problem has fundamental importance because of its close connection to

the universality of quantum computation and the possibility of achieving atomic or

molecular scale transformations [135]. There are different notions of controllability

such as pure state controllability, operator controllability, and eigenstate controlla-

bility. For a finite dimensional quantum system, the controllability criteria can be

expressed in terms of the structure and the rank of the corresponding dynamical Lie

group and Lie algebra [117]. Finding rank of a dynamical Lie group and Lie algebra

is a difficult task for an infinite dimensional and open quantum system. The basic

introduction of the Lie group and Lie algebra is given in appendix B.

For a controllable quantum system, developing good control strategies is essential to

accomplish a given control tasks. For a coherent quantum system, different open-

loop coherent control strategies based on applying semi-classical potentials have been

developed to preserve coherence in the system. Examples range from the appli-

cation of open-loop control strategies to achieve a given objective in physical chem-

istry [136,137], to improve sensitivity of multidimensional nuclear magnetic resonance
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(NMR) [138–140]. Similarly, closed-loop control based on the application of control

algorithms in actual experiment has also been developed [141, 142]. This method

involves the application of laser pulses to the sample and the subsequent observation

of its impact. The laser pulses are then optimize by analyzing the output of the ex-

periment. A good closed-loop control strategy requires to be insensitive to the initial

trials and the process should converge to achieve a given control objective [141,142].

In control problems, the control objective is usually formulated in terms of an optimal

control problem by converting the problem into a problem of optimizing a functional of

the quantum states, control inputs, control time, and the problem is solved iteratively

using different algorithms.

5.3 Formulation of QOC problem

QOC problems are formulated in terms of extremization of a cost functional J which

maps the resulting state trajectory of a system driven by a control pulse u(t) to R1.

In most of the cases, the initial state is given and the cost functional J would be the

functional of the final state. QOC starts with separating the given Hamiltonian into

two parts: time independent drift part and time dependent control part [117,134]. We

cannot control the drift part and different control algorithms are applied to optimize

the time dependent parameter of the control Hamiltonian i.e.

H(t) = H0 + u(t)H1 (5.1)

here H0 is the drift Hamiltonian, and H1 is the control Hamiltonian which depends

on time via the time dependent parameter u(t).

State to state transfer problem

In state to state transfer control problems, the goal is to drive the initial state |ψ0⟩
to the target state |ψt⟩ in a minimal time T with fidelity closed to one [117,143]. The
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closed quantum system evolves according to the Schrödinger equation (ℏ = 1) i.e.

∂

∂t
|ψ(t)⟩ = −iH(t)|ψ(t)⟩, |ψ(t = 0)⟩ = |ψ0⟩. (5.2)

The control problem is formulated as a maximization of fidelity i.e. J:

max
u(.)

J = |⟨ψ(T )|ψt⟩|2 (5.3)

This is also equivalent to minimization of infidelity I((1− |⟨ψ(T )|ψt⟩|2))

min
u(.)

I = (1− ⟨ψ(T )|ψt⟩|2) (5.4)

Observable optimization problem

In this kind of optimization problems, the expectation value of some observable O is

formulated in terms of the cost functional J. The cost functional can be evaluated

either at the final time or averaged over the whole time interval [0, T ] i.e.

J = ⟨ψ(T )|O|ψ(T )⟩

J =
1

T

ˆ T

0

⟨ψ(T )|O|ψ(T )⟩dt
(5.5)

and optimization is performed using different optimization algorithms [144].

Unitary gate optimization problem

Due to decoherence and control errors in current quantum devices, performing the uni-

tary evolution in a faster and more efficient manner is essential. Different approaches

to define the cost functional and its optimization have been developed [144–146]. Two
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common approaches to define the cost functional are

J =
1

N
Re{Tr(V †U(T ))}

J =
1

N2
|

N∑
i=1

⟨ξi|V †|ψi(T )⟩|2.
(5.6)

Here V is the target Unitary and U(T ) is the time evolved unitary. N represents the

number of basis states. |ξi⟩ and |ψi(T )⟩ are the initial and the final states which are

connected by the unitary operator U(T ).

Entanglement maximization problem

Quantum entanglement is associate with the inseparability of two or more systems into

local subsystems [21,147]. There are different notions of entanglement measurement

and all such measurements need to be invariant with respect to local transformations.

For a mixed state ρ with fraction ωi in the pure state |ψi⟩ defining an ensemble, we

quantify an entanglement by the von Neumann entropy

S(ρ) = −
∑
i

ωilog(ωi) = −tr(ρlog(ρ)). (5.7)

To achieve the control objective, the cost function is defined as J = S(ρ(T )) and the

optimization is performed using different algorithms.

5.4 Different QOC algorithms

To obtain an optimal pulse u∗(t) which satisfies a given constraint and is robust to

noise in the system, different iterative numerical algorithms have been developed. We

have mentioned some leading algorithms in this section.
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5.4.1 GRAPE algorithm

Gradient Ascent Pulse Engineering (GRAPE) is the simplest optimal control algo-

rithm based on the steepest ascent method [148]. In this method, fidelity is defined

as a cost function i.e.

J(u⃗) = |⟨ψt|ψ(T )⟩|2 (5.8)

In the first step, the control pulse u(t) is discretized into M time steps i.e.

u⃗ =(u(t1), u(t2), ...., u(tM)) = (u1, ..., uj, ...uM)

j ∈ [1 : 1 : length(t)].
(5.9)

Since the Hamiltonian of the system is H(t) = H0 + u(t)H1, the evolution operator

at each tj can be written as:

Ûj ≡ Û(u(tj)) = e−i(H0+u(tj)H1)∆t (5.10)

The gradient of the fidelity is calculated as:

∇u⃗J(u⃗) =



∂
∂u1

.

.
∂

∂uj
.

.

.
∂

∂uM


J(u⃗). j ∈ [1 : 1 : length(⃗t)]. (5.11)

With the following definitions and identities

1. Define c ≡ ⟨ψt|ψ(T )⟩ =⇒ J = c∗c

2. Define ⟨χ(T )| ≡ −i⟨ψ(T )|ψt⟩.⟨ψt|

3. Forward evolution |ψ(tj)⟩ = Πj

j′=1
Ûj′ |ψ(0)⟩

4. Backward evolution: |ψ(tj)⟩ = Πj

j′=M−1
Û†

j′
|ψ(T )⟩
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and some algebra we can get

∂

∂uj
J(u⃗) = 2∆tRe(⟨χ(tj)|

∂H(uj)

∂uj
|ψ(tj)⟩) (5.12)

The full gradient ∇u⃗J(u⃗) can be calculated using the following steps:

1. Starting from |ψ(0)⟩ = |ψinit⟩, calculate |ψ(tj)⟩ by forward propagating over the

current u⃗

2. Starting from |χ(T )⟩ = i⟨ψ(T )|ψt⟩|ψt⟩, calculate all |χ(tj)⟩ by backward prop-

agation over the current u⃗

3. Calculate ∂H(u)
∂u

analytically and evaluate its value for every element in current

u⃗

Once the gradient is calculated efficiently, next step is to optimize the parameters by

using steepest ascent with linesearch [143, 144] i.e. at iteration k calculate the local

gradient ∇u⃗J(u⃗k) and find the best stepsize αk

u⃗k+1 = u⃗k + αk∇u⃗J(u⃗k) (5.13)

such that

J(u⃗k+1) ≥ J(u⃗k) (5.14)

under the boundary condition

u(0) =uinit (fixed)

u(T ) =ufinal (fixed)

|ψ(0)⟩ =|ψinit⟩ (fixed)

|χ(T )⟩ =i⟨ψ(T )|ψt⟩|ψt⟩ (|ψ(T )⟩ produce by u⃗).

(5.15)

To deal with the limited computing time, we can use several stopping criteria for the

optimization algorithm. Some of them are

• J(u⃗k) > Jthreshold
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• Iteration number k exceeds maximum number of iterations

• Norm of gradient is very small

• Difference of fidelity between iteration k + 1 and k is too small

The rigorous derivation of the GRAPE algorithm and its implementation in QOC

problems can be found in these references [133,134,148].

5.4.2 Krotov algorithm

The Krotov method is based on a variational principle [133,134,146]. The two main

branches of Krotov algorithms for the QOC were developed by Tannor et al. [149] and

by Zhu and Rabitz [150]. The design principle of Tannor et al. is to sweep forward in

time by updating the control u(t) and state trajectory |ψ(t)⟩ simultaneously. Controls

are updated by

u(k+1)(t) = u(k)(t) + αS(t)Re{⟨χk(t)|∂H
∂uk

|ψ(k+1)(t)⟩}. (5.16)

Here, k represents the number of iterations. |χk(t)⟩ is the costate at kth the iteration

obtained by backward propagation of the Schrödinger equation. The parameter α is

the search length parameter, which directly affects the convergence speed. Similarly,

S(t) is the shape function 0 ≤ S(t) ≤ 1, which allows for smooth turning on and off

at the boundaries. Zhu and Rabitz principle is different from Tannor et al. in a sense

that they applied the sweeping procedure for backward propagation too [149, 151].

The gradient of H with respect to u is calculated like in the GRAPE method.

In the Krotov method, regularization term R is added in the cost functional to achieve

a monotonic convergence of the cost functional. One widely used regularization term

is:

R = −γ
2

ˆ T

0

u2(t)dt (5.17)
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where the parameter γ > 0 balances the trade off between the small control ampli-

tudes and high fidelity values. Similarly, an alternative regularization term is:

R = −γ
2

ˆ T

0

(uk(t)− u(k−1)(t))2dt (5.18)

which is based on the difference of pulse amplitudes between successive iterations.

A proof of monotonic convergence can be found in [152]. The rigorous derivation of

the Krotov method and its implementation in QOC problems can be found in these

references [134,149–151].

5.4.3 Machine learning inspired QOC algorithms

In recent years, inspired by unprecedented success of machine learning algorithms in

different fields, different QOC methods based on machine learning algorithms have

been developed [153–157]. Most of these QOC methods are based on reinforcement

learning (RL) in which an agent dynamically interacts with an environment with the

goal of performing certain task. Based on the nature of the problem, a discrete set of

interactions between the agent and the environment is assumed. During each inter-

action, an agent observes the state of the environment and performs a certain action.

The state of the environment for the next interaction is determined by the perfor-

mance of the agent to complete an assign task. The reward is provided to the agent

based on the performance, which helps to update the behavior of the agent to im-

prove its performance [154]. Different algorithms have been developed to teach the RL

agent to find the optimal protocol. Some examples are action critic algorithm [158],

Q-learning algorithm [159], policy gradient [154] algorithm.

5.4.4 Chopped random basis algorithms

The Chopped random basis (CRAB) algorithm was initially developed by P. Doria et

al. in the context of controlling the dynamics of nonintegrable quantum many-body

systems [132,160,161]. In this method, the admissible controls are parameterized by

a set of smooth functions i.e. we expand the control field in a suitable, truncated
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orthogonal function basis {fi(t)}

u(t) =
Ncut∑
i=1

cifi(t). (5.19)

Here, the ci are real coefficients subjected to optimization and Ncut is the cut off

value of the truncated orthogonal function basis. This algorithm has advantages over

the GRAPE and the Krotov algorithm in that it can solve both open-and close- loop

control problems without requiring analytical computation beforehand and does not

require to do backward propagation. This method is inspired by the fact that in

most of the control problems the high quality solutions often lie in low dimensional

subspace inside the space of admissible controls, hence, a proper lower dimensional

parametrization of control space have no effect on quality of optimal solution [162].

In the CRAB algorithm, the optimization is performed using standard direct search

algorithms like the Nelder-Mead simplex algorithm [163], Powell’s method [164], par-

allel simplex [165], Monte Carlo optimization [166] or by gradient based algorithms

like gradient optimization of analytic controls (GOAT) [167], gradient optimization

using parametrization (GROUP) [168].

5.5 Quantum optimal control on JC lattices

5.5.1 CRAB algorithm in JC lattices

The time dependent Hamiltonian representing the JC lattices in the rotating wave

approximation can be written as (ℏ = 1):

H(t) = ∆Hd + g(t)Hg − J(t)HJ. (5.20)

Here, an uncontrollable drift part of H(t) is

Hd =
N∑
i=1

a†i ai
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and the time dependent control parts of H(t) are

Hg =
N∑
i=1

(a†iσ
−
i + aiσ

+
i );HJ =

N∑
i=1

(a†i ai+1 + a†i+1ai).

∆ is the detuning between the cavity mode(ωc) and the qubit(ωq) i.e. ∆ = ωc − ωq.

a†i (ai) is the creation(annihilation) operator of the i
th cavity and σ+

i (σ
−
i ) is the raising

(lowering) operator of Pauli matrices of ith qubit. The qubit is coupled to the cav-

ity via electric dipole coupling with coupling strength g(t) and adjacent cavities are

connected by photon hopping with hopping strength J(t). The parameters g(t) and

J(t) are time dependent control parameters. The competition between onsite inter-

action g(t) and photon hopping J(t) leads to second order quantum phase transition

between the Mott Insulator (MI) and Superfluid phases.The different phases in the

system is characterized by spatial correlation which is measured by the single particle

density matrix

Figure 5.1: Single particle density matrix ρ1(1, 3) vs hopping rate J

ρ1(i, j) = ⟨GS|a†iaj|GS⟩/⟨GS|a
†
iai|GS⟩ (5.21)
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with |GS⟩ representing the many-body ground state. The spatial correlation decreases

algebraically and exponentially with the spatial separation |i − j| in the SF and

MI phases respectively. In this section we focus on the many-body ground state

preparation of JC lattice in targeted region using quantum optimal control with the

CRAB algorithm.

The many-body state preparation process starts with preparing an initial state |ψ(0)⟩
in the deep superfluid region using quantum engineering. The detail engineering

process is discussed in chapter 3 or can be found in this paper [106]. Once the initial

state is prepared, the goal is to prepare the many-body ground state in the targeted

region by driving the initial state to the target region using control parameters g(t)

and J(t). For a numerical simulation, we define the target state |ψt⟩ in the Mott

insulating region. Our goal is to reach the target state in a minimum evolution time

TTh with the fidelity above 0.99. Since we need to pass through the critical region

during this process, the fidelity of the state preparation would be very low for a

small evolution time. Fidelity gets improved for a longer evolution time. However,

from experimental perspective, a long evolution time adds noises in the system which

eventually decreases the fidelity. In this scenario, to find the optimal control pulses

for the state preparation, we formulate the state preparation in terms of a numerical

optimization problem. For this, we define cost functional F = |⟨ψ(t = T )|ψt⟩|2 and

the goal is to maximize it i.e.

max
g(.),J(.)

F = |⟨ψ(t = T )|ψt⟩|2 (5.22)

This is also equivalent to minimizing

min
g(.),J(.)

I = (1− F) (5.23)

where I is called the infidelity. To achieve this goal, we expand the control pulses g(t)
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and J(t) in the truncated Fourier basis by keeping upto 8th harmonics:

g(t) = g0(t) + S(t)
K=8∑
k=1

{ck,1cos[k(1 + ω1,k)t/T ] + ck,2sin[k(1 + ω1,k)t/T ]}

J(t) = J0(t) + S(t)
K=8∑
k=1

{dk,1cos[k(1 + ω2,k)t/T ] + dk,2sin[k(1 + ω2,k)t/T ]}

(5.24)

Here g0(t) and J0(t) are the adiabatic trajectories, which are defined as:

g0(t) = g(0) + [(g(T )− g(0))t/T ]

J0(t) = J(0) + [(J(T )− J(0))t/T ].
(5.25)

g(0)(J(0)) and g(T )(J(T )) are the initial and the target value of the parameter

g(t)(J(t)). Similarly, S(t) is the shape function defined as S(t) = [1 − cos(2t/n)]

which is zero at t = 0 and t = T = nπ. ck,1(dk,1) and ck,2(dk,2) are Fourier amplitudes

corresponding to the cosine and sine components of the kth harmonics of g(t)(J(t)).

(1 + ω1,k)((1 + ω2,k)) are the kth base frequencies corresponding to g(t)(J(t)). In

order to bound the control parameters, the parameters are restricted by applying

constraints

g(t) =

g(t) if |g(t)| < gmax

sign[g(t)]gmax if |g(t)| ≥ gmax

(5.26)

J(t) =

J(t) if |J(t)| < Jmax

sign[J(t)]Jmax if |J(t)| ≥ Jmax

(5.27)

The algorithmic flow diagram is shown in the Fig.(5.2).

5.5.2 Numerical Results

For a numerical simulation, we consider JC lattices with four sites having four po-

lariton excitations. The JC lattices undergo second order quantum phase transitions
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Figure 5.2: Optimization of time dependent parameters using the CRAB
algorithm
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Figure 5.3: Fidelity corresponding to the CRAB algorithm and the adia-
batic algorithm for different evolution times and for different sets of con-
straints with a. gmax = 1,Jmax = 1. b.gmax = 2,Jmax = 1. c.gmax = 4,Jmax = 1.d.
gmax = 1,Jmax = 2. e. gmax = 2,Jmax = 2. f. gmax = 4,Jmax = 2. Green dotted line
represents the fidelity 0.99.

between the Mott Insulating phase and the Superfluid (SF) phase at integer fillings.

To start the simulation, we prepare an initial state |ψ0⟩ as a ground state in the deep

SF phase with parameters ∆ = 0, g(0) = 0, J(0) = 0.5, and define the target state

|ψt⟩ in the deep MI phase with parameters ∆ = 0, g(T ) = 1, J(T ) = 0.02. The

system is driven along the trajectory defined by the evolution of the control pulses

defined in Eq.((5.24)). The cost functional i.e. infidelity (defined in Eq.((5.23)))

is minimized with respect to the Fourier amplitudes and base frequencies i.e. ck,1,

ck,2, dk,1, dk,2, and, ω1,k and ω2,k. The optimization is performed using a standard

optimization software package developed by MathWorks.

To achieve high fidelity state preparation in an optimal time, we optimize infidelity
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Figure 5.4: Fidelity corresponding to the CRAB algorithm and the adia-
batic algorithm for different evolution times and for different sets of con-
straints a. gmax = 1,Jmax = 4. b.gmax = 2,Jmax = 4. c.gmax = 4,Jmax = 4.Green
dotted line represents the fidelity 0.99.

Figure 5.5: Plot of threshold time for different set of constraintsa.TTh vs
Jmax. b.TTh vs gmax

.
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Table 5.1: Minimal time to reach a fidelity greater than 0.99 with the CRAB algorithm
and the corresponding fidelity without CRAB algorithm

Constraints TTh With CRAB without CRAB
Jmax = 1, gmax = 1 5.27π 0.9944 0.6610
Jmax = 1, gmax = 2 3.30π 0.9932 0.4213
Jmax = 1, gmax = 4 2.23π 0.9963 0.3995
Jmax = 2, gmax = 1 5.27π 0.9944 0.6610
Jmax = 2, gmax = 2 3.28π 0.9927 0.4223
Jmax = 2, gmax = 4 1.96π 0.9954 0.3276
Jmax = 4, gmax = 1 5.28π 0.9925 0.6626
Jmax = 4, gmax = 2 3.28π 0.9927 0.4223
Jmax = 4, gmax = 4 1.90π 0.9904 0.3001

with different values of total evolution time T and find the minimal time TTh to

reach infidelity below 0.01. We fix the tolerance of the function value to 10−10,

the tolerance of the input variables to 10−10 and the maximum number of allowed

iterations to 150000. We bound the amplitude of control pulses by applying a set of

constraints. Fig.(5.3 ) and Fig.(5.4) represents a plot of fidelity (F ) as a function of

evolution time (T ). The blue curve represents the fidelity corresponding to the CRAB

algorithm with a different set of constraints. Similarly, the red curve represents the

fidelity corresponding to the adiabatic algorithm [106]. The plots show that the

CRAB algorithm gives high fidelity compared to the adiabatic algorithm for a small

evolution time. For example, when gmax = 2 and Jmax = 1, the fidelity is greater than

0.99 for the CRAB algorithm when the minimal evolution time is TTh = 3.30π. In a

meantime, the fidelity is 0.4213 at TTh = 3.30π for the adiabatic algorithm. Fig.(5.5)

is the plot of minimum (threshold) time for different sets of constraints. The plot

shows that the threshold time is sensitive to gmax.

Fig.(5.6) represents the optimization path of the Fourier coefficients ck,1, ck,2, dk,1,

dk,2, ω1,k, and ω2,k at TTh = 3.30π for a set of constraints gmax = 2 and Jmax = 1.

The Fourier parameters are optimized after 43194 iterations. The optimized values

of parameters are used to calculate the instantaneous fidelity for the CRAB method

and they are compared with the instantaneous fidelity given by the adiabatic method.
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Figure 5.6: Optimization of time dependent parameters using the CRAB
algorithm for gmax = 2 and Jmax = 1 at TTh = 3.3π. a.ck,1. b.ck,2. c.dk,1. d.dk,2.
e.ω1,k. f.ω2,k
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Figure 5.7: Fidelity vs time T = 3.3π for different set of constraints. a.
Comparison of instantaneous fidelity for CRAB algorithm and adiabatic algorithm
when gmax = 2 and Jmax = 1. b. Instantaneous fidelity for Jmax = 1 and gmax = 1, 2, 4.
c. Instantaneous fidelity for Jmax = 2 and gmax = 1, 2, 4. d. Instantaneous fidelity
for Jmax = 4 and gmax = 1, 2, 4
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Fig.(5.7) is a plot of the instantaneous fidelity for different sets of constraints at fixed

evolution time T = 3.30π. Fig.(5.7(a)) is a plot of the instantaneous fidelity with

time for a set of constraints gmax = 2 and Jmax = 1. It shows that initially there is no

improvement in the fidelity with the CRAB algorithm as compared to the adiabatic

algorithm but after 0.5T the fidelity increases rapidly and attains the value 0.9932

at T = 3.30π. Fig.(5.7(b – d)), shows that TTh depends on the relative strength

of constraints gmax and Jmax. For a small value of gmax compared to Jmax, the time

required to reach a fidelity above 0.99 is longer. Similarly, for a larger value of

gmax compared to Jmax, it is smaller. In order to get insight into how TTh depends

on constraints, we evaluate minimal time required to reach the fidelity≥ 0.99 for a

given set of constraints with the CRAB algorithm and compare the results with the

fidelity corresponding to the time obtained with the adiabatic protocols. The result

is summarized in the Table 5.1.

Fig.(5.8) and Fig.(5.9) represents the evolution of the control parameters g(t) and

J(t) with a given set of constraints gmax and Jmax at fixed T = 3.30π. The plots show

that the value of control parameters decreases and gains negative values in the initial

phase but increases sharply in the region 0.3T - 0.5T to gain the maximum positive

value. The value of control parameters decreases in the end phase. The maximum

positive value of g(t) is greater than the maximum positive value of J(t) when the

evolution time T is equal or greater than TTh for the given set of constraints. However,

if the evolution time T is small than TTh for the given set of constraints, maximum

positive value of J(t) is larger or equal to the maximum positive value of g(t).

Fig. 5.10 represents a plot of the instantaneous energy gap between the ground state

and the first symmetric excited state for the evolution time T = 3.30π in the presence

of the given set of constraints to the control parameters. The plots show that for the

same value of Jmax but different values of gmax, the minimum value of the energy gap

in the beginning phase is small for a larger gmax. Energy gap increases after attaining

the minimum value. In the interval 0.3T - 0.5T , the energy gap increases sharply to

the maximum value. The maximum value of the energy gap depends on the value of

gmax. If gmax is large, the maximum value of the energy gap is large. The increase

in energy gap is consistent with the increase in value of control parameters. After
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Figure 5.8: Evolution of control parameters g(t) and J(t). a. gmax = 1,Jmax =
1. b.gmax = 2,Jmax = 1. c.gmax = 4,Jmax = 1.d. gmax = 1,Jmax = 2. e. gmax =
2,Jmax = 2. f. gmax = 4,Jmax = 2

Figure 5.9: Evolution of control parameters g(t) and J(t). a. gmax = 1,Jmax = 4.
b.gmax = 2,Jmax = 4. c.gmax = 4,Jmax = 4.
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attaining the maximum value the energy gap decreases and reach to the minimum

value in the interval 0.7T - 0.9T . The energy gap then increases for the remaining

time interval 0.9T - 1T . Fig. 5.10(d) represents the instantaneous energy gap for

the same set of constraints at their corresponding optimal time TTh. Occurrence of

minimum energy gap between the ground state and first symmetric excited state at

the beginning and end phases of the evolution can be explained based on diabatic

excitation [169, 170]. In a pure state transfer for a driven quantum system, there

exists several state trajectories which connects the initial state and the target state.

How fast the state changes occurs along the state trajectory can be characterized by

the rate of change of Wotter’s distance [171–173]

θ(|ψ0⟩, |ψt⟩) = 2arccos(
√
F ) (5.28)

i.e.
dθ

dt
= 2∆E (5.29)

Here, F = |⟨ψt|ψ0⟩|2 is the fidelity between the initial state and the target state.

Eq. 5.29 is equivalent to expressing the Fubini-Study metric on the projective Hilbert

space [174] which implies that instantaneous energy uncertainty bounds the rate of

change of quantum state. To transfer the initial state |ψ0⟩ at t = 0 to the target state

|ψt⟩ at minimal time t = TTh, time step ∆t should be large at all time. However,

∆E → 0 at t → 0 and TTh → 0 which opposes the criteria mentioned above. In

order to satisfy above two criterion, optimal control pulses initially go through strong

excitations creating a high ∆E to facilitating rapid motion in Hilbert space towards

the target state. The occurrence of minimal energy gap at the beginning stage fa-

cilitates creation of excitations in higher symmetric excited states. Excitations uses

information from the higher excited state to determine a shortest trajectory to reach

the target state. Afterwards, when approaching target state ∆t decreases to deex-

cite the state rapidly. This point is further explained by the fig. 5.10. This figure

shows that when final time T is smaller, the system explore more deeper region in

the Hilbert space to find the target state. This gives rise to the higher values of the

Fourier amplitudes and base frequencies in the control pulses. One important point is
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Figure 5.10: Instantaneous first symmetric excited state vs time for different
set of constraints. a-d. a. Jmax = 1 and gmax = 1, 2, 4 at T = 3.3π. b. Jmax = 2
and gmax = 1, 2, 4 at T = 3.3π. c. Jmax = 4 and gmax = 1, 2, 4 at T = 3.3π. d.
Instantaneous first symmetric excited state for each set of constraints vs corresponding
TTh.
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Figure 5.11: Fidelity vs variance of Gaussian noise in control parameters
for different set of constraints

that each state trajectory has its own quantum speed limit not related to the optimal

time.

5.5.3 Gaussian noise

To address the robustness of the CRAB algorithm to noises in the system due to con-

trol errors, we have added the time dependent Gaussian noise on the time dependent

control pulses g(t) and J(t) i.e.

g(t) = g(t) + δ1(t)

J(t) = J(t) + δ2(t).
(5.30)

δ1(t) and δ2(t) are random numbers obtained from a probability distribution function

of the Gaussian distribution. We have defined a range of variances of the Gaussian
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distribution from 0 to 1 to analyze the change in fidelity with variance at TTh for

different sets of constraints. In each value of variance, we perform 1000 trails and

calculated the average value of the fidelity. Fig.(5.11) shows that, for the same value

of gmax, the fidelity decreases at the same rate for different values of Jmax when the

variance changes from 0 to 1. Similarly, for a different value of gmax with the same

value of Jmax, the rate is different. This can be explained based on the optimal time

TTh. When the optimal time is small, fidelity decreases with a smaller rate.

5.5.4 Conclusion

We have applied a QOC technique with the CRAB algorithm to prepare a many-

body ground state at the targeted region in the JC lattices. Our results showed that

the evolution time to reach the fidelity above 0.99 decreases significantly with the

CRAB algorithm as compared to the adiabatic algorithm. To bound the amplitude

of control parameters with in experimental range, we have applied different set of

constraints in the amplitude and calculated the optimal time corresponding to each

set of constraints. Fig.(5.3) and Fig.(5.4) shows a comparison of the fidelity with

CRAB and adiabatic algorithms for a different set of constraints. In Fig.(5.6), we

showed the optimization of the Fourier parameters. To understand how the fidelity

changes with different sets of constraints at the same evolution time, we considered an

evolution time of T = 3.3π and plotted the fidelity vs time plot. We also plotted the

time evolution of the control parameters in Fig.(5.8) and Fig.(5.9). Fig.(5.10) shows

that the system uses higher symmetric states to explore the Hilbert space faster in

order to reach the target state.

In NISQ era, the decoherence times of qubits and cavities set a limitation on the

evolution time of the system. Our state preparation method consists of a finite number

of polariton excitations and these excitations can decay in a time scale comparable

to the decoherence times. For a superconducting resonator cavity, a cavity frequency

of ωc/2π = 10GHz and the quality factor of Q = 105 can be realized efficiently [106].

This sets the limit to the cavity decay time to 1.6µs. Similarly, superconducting

qubits can have decoherence times of 100µs. The coupling strengths i.e. g/2π and
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J/2π typically are of the order of 2×102MHz. Hence, the evolution time TTh = 5.27π

corresponds to 13.2ns. Similarly, TTh = 3.30π, TTh = 2.23π, TTh = 3.28π, TTh =

1.96π, TTh = 5.28π, TTh = 1.90π corresponds to 8.3ns, 5.6ns, 8.2ns, 4.9ns, 13.2ns,

and 4.8ns, respectively. This means state initialization pulses can be completed below

10ns in most of the cases. These time scales are much shorter than the decoherence

time of superconducting cavities and qubits.

5.6 Summary

We have presented an application of the quantum optimal control technique with the

CRAB algorithm to prepare a many-body ground state in the JC lattices. We have

started the chapter by giving a basic introduction of the quantum optimal control

theory and the controllability criterion for a quantum system. We have briefly in-

troduced leading quantum optimal control algorithms like GRAPE, Krotov, chopped

random basis algorithms(CRAB), and references were given for machine learning in-

spired QOC algorithms. The section 5.5 is the main part of this dissertation which

corresponds to application of the CRAB algorithm in the JC lattices. The method

we developed here is applicable in actual experiments and the results we got show

that very fast and efficient many body state preparation is possible in JC lattices.

This method is very simple and can be generalized to prepare many-body states in

other quantum simulators and quantum computers.

Finding tight lower bounds for the quantum speed limit and searching for quantum

advantages in quantum many-body state preparation remains to be explored in the

future.
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Conclusion

6.1 Summary of the thesis

Many-body ground state preparation is the initial step in studying quantum systems

in quantum simulators or quantum computers. In this NISQ era, due to decoherence

in quantum hardware, computation tasks should be performed in fast and efficient

ways to avoid unwanted noises in the system. In this regard, advent of an efficient

many-body state preparation method is essential. Our main goal in this study is to

understand the many-body correlations in quantum simulators and their impact in

quantum information science. In chapter 1, we began by giving a basic introduction

of quantum mechanics and quantum information science which was then followed by

an overview of the thesis. In chapter 2, we introduced the idea of quantum simu-

lation. We discussed different types of quantum simulations and different quantum

simulation platforms. In chapter 3, we considered the JC lattices as a model system

and develop a many-body ground state preparation method using nonlinear adiabatic

ramping. We used a quantum engineering approach to prepare many-body ground

states in the deep Mott insulating and deep superfluid regions and used the nonlin-

ear ramping method to prepare many-body ground states in targeted regions. By

using both, a analytical and a numerical approach, we concluded that high fidelity

many-body ground states can be prepared in the JC lattices by combining quantum

engineering and nonlinear ramping. In chapter 4.11, we presented the ”shortcuts
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to adiabaticity”(STA) approach to prepare many body ground state in the JC lat-

tices. Using STA, we can prepare high fidelity many-body ground states very fast

and efficient. We used transitionless tracking approach in our study and presented

analytical and numerical results showing superiority of STA method over adiabatic

method. One of the major challenges to implement STA method is that we need to

know the instantaneous eigenstates and eigenenergies of the system to derive shortcut

Hamiltonian which is very costly. In chapter 5, based on quantum optimal control

theory, we transformed the state preparation problem into an optimization problem.

We implemented chopped random basis algorithm to optimize the fidelity of the state

preparation. To constrain the control parameters within an experimentally relevant

range, we used hard wall constraints. Our results reveal that the system uses higher

symmetric states to explore the Hilbert space faster to figure out the fastest high

fidelity trajectory connecting the initial state to the target state. This result shed

some light on finding quantum advantages in quantum simulation, especially in the

context of adiabatic quantum computing.

6.2 Future Work

In research, new ideas develop based on old ideas. In this section, I will discuss a few

project ideas which are not pursued further by me for this dissertation due to lack of

time or technical difficulties that I ran into.

STA using approximate adiabatic gauge potential

The adiabatic gauge potential(AGP) is the generator of adiabatic deformations be-

tween quantum eignestates and it characterizes the distance between nearby eigen-

states, i.e., the so called Fubini-Study metric. It has deep connections to a range

of topics, including quantum state preparation, quantum computing, efficient quan-

tum heat engines, quantum speed limits, quantum chaos and quantum computational

complexity [181]. In the context of the STA, getting analytical expressions for the CD

Hamiltonian is fundamentally important. The analytical form of the CD Hamiltonian
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is comprised of the AGP term. There are some issues associated with the derivation

of the many-body CD Hamiltonian. One issue is that instantaneous eigenbasis and

eigenenergies are necessary to construct the CD Hamiltonian. This requires exact

diagonalization of the Hamiltonian of the system. This is very difficult once the

size of the system increases. The second issue is that the energy difference between

eigenstates decreases exponentially with the increase in system size. This leads to

ill-defined adiabatic gauge potentials in the thermodynamic limit [175–177]. In this

context, addition of a regularization term in the gauge potential can be handy. For

example, the CD Hamiltonian can be realized as an effective Floquet Hamiltonian by

the oscillating original Hamiltonian term and the auxiliary Hamiltonian term. I will

explore this topic in the context of many-body ground state preparation in future.

Many-body state preparation in JC lattice using reinforce-

ment learning

In recent years, the application of machine learning techniques in quantum infor-

mation science has gained huge interest because of its success in the characteriza-

tion of different phases of quantum matter, high fidelity many-body state prepara-

tion, high fidelity quantum gates synthesis, and efficient quantum many-body con-

trol [155, 158, 159, 180]. Quantum many-body control is a milestone en route to har-

nessing quantum technologies. Since the dimension of the Hilbert space grows expo-

nentially with the increase in system size, devising a novel framework to efficiently

control the dynamics of the quantum-many body system using the traditional classi-

cal algorithm is impossible. For 1-dimensional systems, matrix product states(MPS)

provide a compressed representation of the many-body wavefunctions as resources

scale only linearly with the system size. Combining the MPS and deep reinforce-

ment learning frameworks provides a new platform to control large 1-dimensional

interacting systems using tensor network architecture. I have started to work on this

project.



Appendix A

JCH Hamiltonian in momentum

space

The Hamiltonian corresponding to the JC lattices is the JCH Hamiltonian:

H = ∆
N∑
j=1

a†jaj + g
N∑
j=1

(a†jσ
−
j + ajσ

+
j )− J

N∑
j=1

(a†jaj+1 + aja
†
j+1) (A.1)

The collective operators in momentum space can be defined as:

aj =
1√
N

∑
k

akexp(−ik.rj); ak =
1√
N

∑
j

ajexp(ik.rj) (A.2)

σ−
j =

1√
N

∑
k

σ−
k exp(−ik.rj);σ

−
k =

1√
N

∑
j

σ−
j exp(ik.rj) (A.3)
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where k = 2nπ/N , with n = 0, 1, .., N − 1.

∑
<i,j>

a†iaj =
1

N

∑
<i,j>

∑
k,k′

a†kak′exp(ik.ri)exp(−ik
′
.rj)

=
∑
k,k′

a†ka− k
′ 1

N

∑
i

exp(i(k − k
′
).ri)

∑
δ=±R

exp(−ik′
.δ)

=
∑
k,k

′

a†kak′δk,k′
∑
δ=±R

exp(−ik′
.δ)

=
∑
k

∑
δ=±R

exp(−ik.δ)a†kak

= 2
∑
k

cos(kR)a†kak

(A.4)

here, R is the separation between neighboring sites. Similarly,

∑
j

a†jσ
−
j =

1

N

∑
j

∑
k,k′

a†kσ
−
k′
exp(ik.rj)exp(−ik

′
.rj)

=
∑
k,k′

a†kσ
−
k′
1

N

∑
j

exp(i(k − k
′
).rj)

=
∑
k,k′

a†kσ
−
k′
δk,k′

=
∑
k

a†kσ
−
k

(A.5)

With this, the Hamiltonian of the JC lattices can be written as:

H =
∑
k

[
∆− 2Jcos(kR)

]
a†kak + g

∑
k

(a†kσ
−
k + akσ

+
k ). (A.6)

which is the same as in Eq.(4.14)
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Controllability

Definitions and other concepts about Lie algebra and Lie group presented here are

adapted from [117].

B.1 Lie algebra

Definition: A Lie algebra L over a field F is a vector space over F with an addi-

tional binary operation L × L → L. This operation associates with an ordered pair

of elements {x, y} in L and element [x, y]. It is called the Lie bracket or commutator

and it is required to satisfy the following axioms:

1. Bilinearity:

[x+ y, z] = [x, z] + [y, z], [x, y + z] = [x, y] + [x, z],

[βx, y] = β[x, y], ∀β ∈ F .
(B.1)

2.

[x, x] = 0 ∀x ∈ L. (B.2)

3. Jacobi identity:

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (B.3)
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In quantum physics, the Field F is a set of complex numbers C and the condition B.2 is

replaced by the skew-symmetry condition [x, y] = −[y, x]. The commutation relations

on a basis determines the structure of the Lie algebra because they determine the value

of the commutator of any pair of elements in the Lie algebra.

Subalgebras: Given a Lie algebra L, suppose a subspace B ⊆ L. If B with the

commutator defined on L is a Lie algebra, then B is called subalgebra of L.
Lie algebra generated by a set of elements : Given a set of a Lie algebra L,
{x1, ..., xn}, the set of all commutators of {x1, ..., xn} spans a subalgebra of L which

is called the Lie algebra generated by {x1, ..., xn}.

B.2 Lie group

Definition: A Lie group is a group which is an analytic differentiable manifold and

in such a way that the group operations, {x, y}→ xy, and x→ x−1, are analytic.

The Lie algebra of the group is obtained by constructing a group of elements that are

reachable from the identity I by an infinitesimal tangent vector. Unitary represen-

tation of the group can be obtained by constructing generators from the element of

the Lie algebra. Various methods of obtaining the generators of the Lie algebra have

been discussed in reference [178].

B.3 Complete controllability of a quantum system

A quantum system H = H0 +
∑M

i=1 ui(t)Hi is completely controllable if every unitary

operator U is accessible from the identity operator I via a path γ(t) = U(t, t0) where

i∂tU(t, t0) = HU(t, t0). From [179], the criterion for a complete controllability of a

quantum system H is that the Lie algebra L0 should have the dimension N2, where

N is the dimension of the system. The Lie group L0 is generated from the skew-

Hermitian operators {iH0, iH1, ...., iHM}.
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José Aumentado, Hakan E Türeci, and Andrew A Houck. Dispersive photon



BIBLIOGRAPHY 88

blockade in a superconducting circuit. Physical review letters, 107(5):053602,

2011.

[64] Felix Nissen, Sebastian Schmidt, Matteo Biondi, Gianni Blatter, Hakan E
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