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Abstract

Many methods exist to learn causal models from data, as causal
relationships form the basis for successful actions. These
methods are frequently evaluated based on the completeness
of the models they can infer. Yet, there is a gap between the
highly complete and potentially complex models algorithms
can learn and the types of information people can use success-
fully to make decisions. To address this we conduct two exper-
iments to understand how the size and features of causal mod-
els influence how well they can be used for decision-making.
In Experiment 1 we systematically vary model size for a se-
ries of topics, finding that there is a negative and linear rela-
tionship between causal model size and decision accuracy. In
Experiment 2 we examine how model structure influences de-
cisions, varying whether the models include feedback loops,
again finding that smaller models lead to better choices, and
that feedback loops are also beneficial.

Keywords: causal models; decision-making; evaluating mod-
els

Introduction
Over the last 40 years, methods to learn causal models from
data have proliferated, including Bayesian networks (BNs)
(Pearl, 2000), additive noise models (ANMs) (Hoyer, Janz-
ing, Mooij, Peters, & Schölkopf, 2008), and temporal meth-
ods (Kleinberg, 2012) to discover causal relationships from
observational data (Assaad, Devijver, & Gaussier, 2022). Ex-
periments are often challenging, expensive, or unethical in
domains such as healthcare, making it critical to find ways to
use observational data to identify causal relationships. Causal
models enable action that correlations alone cannot, includ-
ing interventions, explanations, and more reliable predictions
(Prosperi et al., 2020). For example, studies showed an asso-
ciation between high HDL cholesterol and a reduced risk of
heart attacks, leading companies to develop drugs designed to
raise HDL. Yet more recent studies raise questions about this
causal link, showing genetic factors raising HDL do not lead
to the expected risk reduction (Voight et al., 2012). Methods
that can learn causal relationships may help avoid such errors,
leading to more precise intervention targets and more reliable
predictions.

Despite people being the ultimate users of causal mod-
els – as developers of policies, implementers of interven-

tions, and followers of causal guidance – methods for learn-
ing such models from data have not been evaluated based on
how well people can use them. Instead, they are often eval-
uated based on their completeness and accuracy. This raises
questions about the translation from inferred models to ac-
tual use. Benchmark datasets have been developed for com-
paring algorithms, with most evaluations focusing on quan-
titative assessments of the causal structures identified or us-
ing down-stream tasks such as prediction from the inferred
model (Cheng et al., 2022). Recent work proposed new met-
rics such as the distance between ground truth and inferred
models (Peyrard & West, 2020) and new evaluations using
the data generated by the model (Parikh, Varjao, Xu, & Tch-
etgen, 2022). These approaches raised concerns about the
use of simulated data benchmarks (Reisach, Seiler, & We-
ichwald, 2021). However, these metrics still all focus on the
relationship between inference and ground truth rather than
the relationship between inference and actual human use.

To assess current practices in evaluation of causal infer-
ence methods, we surveyed papers from five major machine
learning and artificial intelligence conferences from 2000 to
2022: Association for the Advancement of Artificial Intelli-
gence (AAAI), International Conference on Artificial Intelli-
gence and Statistics (AISTATS), Conference on Neural Infor-
mation Processing Systems (NeurIPS), Conference on Uncer-
tainty in Artificial Intelligence (UAI), and International Joint
Conference on Artificial Intelligence (IJCAI). We collected
all papers (N = 234) published in these venues during this
time frame that describe methods for extracting causal struc-
tures (also called causal discovery) and annotated the evalua-
tion metrics used in each paper.

The majority of papers we surveyed (58%) used only accu-
racy to evaluate causal inference output, such as computing
the false positive or false negative rate, or recall of causal
relationships. This relies on knowing what the ground truth
is and prioritizes finding a larger total fraction of the exist-
ing relationships, while finding fewer incorrect ones. Sig-
nificantly less work evaluated the efficiency of the algorithm
(e.g., running time, data requirements) (15%), used a com-
bination of accuracy and efficiency (8%), or used qualitative
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evaluation in comparison to prior work (2%). Lastly, 17%
of papers were theoretical and did not perform any evalua-
tion. We did not identify any papers evaluating how well a
person could use the output to do a task, such as whether it
helped them identify the correct intervention target or helped
them reach a decision faster than they would on their own.
Further, all quantitative evaluations we identified considered
each relationship equally important to identify. That is, infer-
ences were not scored differently depending on whether they
identified a modifiable factor versus one that cannot be inter-
vened on, nor did they consider the timing or strength of the
causes. Thus, it is an open question as to whether the models
that score the best on these evaluations (those that are most
complete) will be the most beneficial for users. Relatedly,
machine learning researchers have advocated for inspectable
models, meaning ones where users can understand how they
make decisions (Zerilli, 2022), but this is primarily for the
purposes of algorithmic decision-making and does not guar-
antee that such models would lead to successful human deci-
sions.

Prior work suggests that the current metrics used to eval-
uate causal models may not be strongly correlated to user
decision-making accuracy. Korman and Khemlani (2020)
found that systems presented in a single large model are per-
ceived as more complete, but did not examine whether people
can use these more complex models successfully. However,
Kleinberg and Marsh (2021) showed that when giving users
complex causal models, decision accuracy did not differ from
when participants received no information (answering based
only on their existing knowledge). On the other hand, that
same research found that simple diagrams targeted to specific
decisions did improve accuracy. This suggests that the mod-
els perceived as complete, and which would be scored better
by current evaluation metrics, may not be the models that are
most useful for decision-making.

Thus there is a tension between the types of causal mod-
els computational methods aim to find (e.g., prioritizing com-
plex models) and the models people can use best (e.g., simple
models). However, prior work has not explored in depth what
in the structure of causal models makes them more complex
and influences how well people can use them to make every-
day choices, nor has this work aimed to identify at what point
a model becomes unwieldy. A complex model can be com-
prised of a large number of nodes, could involve feedback
loops, and many other structures in between. To address this,
we conduct two experiments to examine how causal model
complexity influences decision-making accuracy in everyday
domains. In Experiment 1, we examine how diagram size in-
fluences decision accuracy across four decision-making do-
mains. In Experiment 2, we test the effect of feedback loops
on decision-making accuracy in the same set of domains. To-
gether our experiments show a strong need to consider model
structure in evaluations of utility, and suggest future direc-
tions for the development of metrics aimed at optimizing the
use of causal diagrams.

Table 1: Decision-making domains used in the experiments.

Domain Questions
Life decisions Time management

Career change
Health Mental health

Alcohol addiction
Societal issues Legacy building

Fundraising
Personal finances Car Purchase

Investment management

Experiment Overview
We first describe the recruitment procedure, materials, pro-
cedure, and analyses that were common across both experi-
ments, before describing each experiment in detail.

Participants
For each experiment, we recruited participants through Pro-
lific who were U.S. residents aged 18-64. We excluded any
participants who completed the study but did not provide vi-
able demographic information (e.g., entering random sym-
bols or numbers in response to country of birth or in free text
“Other” options). Participants were compensated $3 based on
an expected study duration of 20 minutes.

Materials
We developed decision-making questions for two topics
within each of four domains spanning life decisions, health,
societal issues, and personal finances. The specific topics are
shown in Table 1. The questions were created such that each
had four answer options, with one option designated as the
target for that scenario. Target options accounted for the con-
text of the given question and should help the individual de-
scribed in the scenario to achieve the goal stated in the ques-
tion in the fastest, most effective way. For health topics, we
used information from the Centers for Disease Control and
Prevention website to additionally determine the target.

Every question had a diagram designed to assist partic-
ipants. Diagrams varied in complexity and features across
the experiments, including more or less detail as needed so
that we could test the effect of different model features on
decision-making. Overall, the diagrams were designed to
be simpler than typical AI models (which may have dozens
of nodes and edges), so that they can be understood by
lay individuals. All diagrams included only positive causal
relationships between variables. Below is the question about
time management, and Figure 1 shows all diagram variations
created for this question. In the set of diagrams on effective
time management, the node “delegation” was intended to
assist participants in selecting the best answer option, which
was to hire more employees and delegate technical tasks. It
should be noted that the target option remained consistent
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across all diagrams, regardless of their size.

Jay runs a profitable machine learning startup. He
manages the sales, marketing, business development, and
backend technical aspects of his business. Jay works more
than 60 hours each week. His startup is evolving successfully
but Jay started having problems with his family. His wife told
him that whenever he’s at home, he is barely present and that
he never spends time with their kids.

What is the BEST way for Jay to manage his time?

(a) Explain to his wife that his business is important and re-
quires family sacrifice.

(b) Hire more employees and delegate technical tasks.

(c) Convert his start-up into an online business and work from
home.

(d) Go to couples therapy to work out his family problems.

Procedure
After consenting to the study, participants were given instruc-
tions on how to use causal diagrams. After that, partici-
pants answered eight multiple-choice decision-making ques-
tions (one per topic listed in Table 1). The order of topics was
randomized by participant. Each experiment had multiple di-
agrams for each question that varied on the given dimension
of interest, but an individual participant only saw one. At
the end of the survey, we collected participants’ demographic
information, comments, and whether they experienced any
technical difficulties.

Data Analysis
We used a generalized estimating equation (GEE) analysis
with a binary logistic link function and independent correla-
tion structure to statistically model participants’ answers to
the decision-making questions as a repeated measures depen-
dent variable. We defined the “correct” response as choosing
our target option for a question. Accuracy was coded by as-
signing a score of 1 for every correct answer and 0 for every
incorrect answer given by the participants in response to each
question. As such, mean accuracy reflects the proportion of
times the target option was selected across topics. We exam-
ined the main effects of the variable of interest (e.g., model
size, presence of feedback loops) and interactions between
variables when there was more than one (e.g., interaction
between the number of nodes and the presence of feedback
loops). The variables used were: number of nodes (Experi-
ment 1) and number of nodes and presence of feedback loops
(Experiment 2). Data analysis was conducted using SPSS
Statistics v. 29.

Experiment 1: Diagram size
Prior work showed that simple diagrams led to better choices
than highly complex ones (Kleinberg & Marsh, 2021). How-
ever, this work did not explore what exactly makes a diagram

Table 2: Decision-making accuracy by the model size.

Model size 2 3 5 7 9 11
Accuracy .76 .75 .76 .73 .71 .70

complex. In this experiment, we build on this by systemati-
cally varying causal model size to determine how this factor
influences decision accuracy.

Method
Participants We recruited a total of 600 participants due
to the number of diagram variations tested. Two participants
were excluded. Of the 598 participants in analysis, 299 were
female, 292 were male, and 7 were non-binary.

Materials We developed diagrams of six sizes for each
topic, simultaneously increasing the number of nodes and
edges across the range of sizes. We chose the number of
edges to maintain consistency in the number of root nodes
(1 root for 2 and 3-node diagrams and 3 roots for 5, 7, 9, and
11-node diagrams). As shown in Figure 1(a), the 2-node di-
agram contains just the causal pathway corresponding to the
target answer (e.g., delegation to achieve effective time man-
agement). This core remained consistent across all diagrams,
and larger diagrams were created by adding additional detail
or expanding on causal chains. Figure 1 shows all diagram
variations for one topic.

Procedure Participants completed one question for each
topic, with the order of questions being randomized by par-
ticipant. Since we had 6 diagram levels, 4 diagram sizes
were completed once and 2 were repeated for each partici-
pant. To assign the diagram sizes across questions, we coun-
terbalanced the assignment of repeated items. This allowed
us to present the diagrams in a balanced manner, ensuring that
each participant receives a combination of small, medium,
and large diagrams in different combinations.

Results
As we did not vary the number of edges separately from the
number of nodes, we used the number of nodes as a model
input to capture diagram size for the GEE analysis. The re-
sults showed a significant effect of diagram size on decision-
making accuracy χ2(5) = 13.780, p = .017. We explored the
main effect of number of nodes through a follow-up polyno-
mial contrast comparison. We found a significant linear effect
across the number of nodes χ2(1) = 12.050,β =−.05,SE =
.015, p = .003. Overall, smaller diagrams resulted in higher
average accuracy across topics (smallest diagram: M = .76,
95% CI [.73, .79]) compared to larger ones (largest diagram:
M = .70, 95% CI [.66, .73]; see Table 2).

Discussion
While prior work has shown a stark contrast in utility be-
tween the simplest and most complex diagrams, it has been
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(a) 2-node diagram (b) 3-node diagram

(c) 5-node diagram (d) 7-node diagram (e) 9-node diagram

(f) 11-node diagram

Figure 1: Diagrams of three sizes for Experiment 1 time management question.

unknown exactly how accuracy varies with model size, and
whether there is a threshold over which models are too com-
plex to be useful or whether accuracy continues to drop with
increases in size. We now shed light on this by showing that
the relationship is linear, with accuracy being reduced as a
model becomes more complex. This suggests that there is
a constant tradeoff between the amount of detail and infor-
mation presented, and the use of models for decision-making
purposes.

Importantly, this also means that decision accuracy is in-
versely related to computational measures of model accuracy.
For human choices, increases in model size lead to a reduc-
tion in decision accuracy, while for computational methods
these same increases would mean the model is considered
more complete and has better recall of ground truth. Thus
there is a significant need for future work examining the in-

teraction between causal models and decision-making. When
adding nodes and edges comes at a cost, it is important to
determine how to prioritize the information presented. In-
cluding nodes that are modifiable (e.g., in contrast to genetic
factors, which may put one at risk but cannot be altered), or
that are more easily or cheaply altered, or which can bring
about an effect sooner may lead to different choices even at
the same level of complexity. Similarly, different parts of a
model could be emphasized, by collapsing causal chains or
highlighting variables that are more intensely connected.

Experiment 2: Feedback loops
In Experiment 1 we examined the effect of a causal model’s
size on decision-making. However, models of the same size
(number of nodes and/or edges) can be arranged in different
ways that may contribute to accuracy. One feature that may
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influence people’s perceptions of complexity is the inclusion
of feedback, where nodes form a cycle such as in predator-
prey dynamics. Such cycles are a core part of causal loop dia-
grams, which have been widely used to model system dynam-
ics (Haraldsson, 2004; Binder, Vox, Belyazid, Haraldsson, &
Svensson, 2004). Work in cognition has proposed that think-
ing about feedback loops could be indicative of individuals
engaging in systems thinking (Hamilton, Salerno, & Fischer,
2022), meaning comprehensively considering how all parts
of a system work together rather than focusing on individual
components. However individuals do not often come up with
such loops on their own (Levy, Lubell, & McRoberts, 2018;
White, 2008), and education research suggests they are diffi-
cult for learners (Kastens et al., 2009). Nevertheless, loops
may be an important intervention target as effects may be
magnified. Thus we now examine whether the presence of
feedback loops has an effect on decision accuracy.

Method
Participants We recruited a total of 800 participants due to
the number of diagram variations tested. Three participants
were excluded. Of the 797 participants in analysis, 399 were
female, 394 were male, and 4 were non-binary.

Materials To investigate whether the presence of a feed-
back loop in diagrams affects decision-making accuracy, we
developed 3, 5, 7, and 9-node diagrams with and without a
feedback loop, each with 3, 5, 7, and 9 edges, respectively.
We had a total of 8 unique diagram structures, four of which
had a feedback loop and four of which did not. Figure 2
shows an example of diagrams at the same level of complex-
ity (number of nodes) where one contains a feedback loop and
the other does not. All feedback loops represented positive
relationships. To develop these diagrams, we began by cre-
ating the smallest (3-node) diagrams with and without feed-
back loops. These diagrams included the causal pathway cor-
responding to the target response, and added one additional
node. For diagrams with feedback, the loop was always con-
nected to the target outcome (e.g., “stay focused” loop in the
diagram about effective time management, shown in Figure
2(b)), so that the loop itself could remain the same for all
diagram sizes. In the example shown staying focused helps
to increase the chances of effective time management, while
at the same time, effective time management positively con-
tributes to staying focused.

Procedure The procedure was the same as in Experi-
ment 1, with the difference being the diagrams shown with
each question. Participants were randomly assigned to re-
ceive each question with a varying size and feedback loop
(present/absent) condition in a counterbalanced manner.

Results
We found a significant main effect of the presence of a feed-
back loop, χ2(1) = 30.595, p < .001, as well as a main effect
of number of nodes, χ2(3) = 14.287, p = .003. Decision-

Table 3: Decision-making accuracy by model size for both
conditions with and without feedback loop.

Model size 3 5 7 9
Accuracy with loop .79 .74 .73 .72
Accuracy without loop .71 .66 .70 .68

making accuracy was significantly higher in participants who
received diagrams with feedback loops (M = .74, 95% CI
[.73, .76]) compared to those who received diagrams without
feedback loops (M = .69, 95% CI [.67, .70]; see Table 3). As
in Experiment 1, smaller diagrams resulted in higher average
accuracy across topics (smallest diagram: M = .75, 95% CI
[.72, .78]) compared to larger ones (largest diagram: M = .70,
95% CI [.67, .74]). There was not a statistically significant
interaction between the number of nodes and the presence of
feedback loops χ2(3) = 4.746, p = .191.

Discussion
In this experiment we replicate the effect of diagram size
from Experiment 1, and further find that feedback loops im-
proved use of causal models. In one sense loops could be
considered more complex than a chain with the same number
of nodes and edges. Understanding loops requires thinking
about multiple nodes simultaneously and across time, while
chains could be considered in a sequence. There is a poten-
tial mechanisms for why instead feedback loops improved de-
cisions in our experiment. As proposed by Hamilton et al.
(2022), feedback loops may prompt individuals to consider
the system as a whole, which could lead to better understand-
ing. Thus even if individuals rarely think of such loops on
their own, diagrams that include them may be beneficial by
making them salient. Considering the system as a whole may
lead to better understanding the effects of interactions and
how choices interact. Nevertheless, as we integrated only a
single feedback loop involving only two nodes, further re-
search is needed to explore the impact of more complex and
multiple feedback loops on decision-making.

General Discussion
Causal models could form the basis for better choices by indi-
viduals and policy-makers by providing information on what
interventions may be most effective and enabling them to pre-
dict the results of their actions. Yet despite the work in com-
puter science (on methods to find causal models) and cog-
nition (on how people reason with causal models) no work
has aimed to understand how the models these methods infer
match up to the models people can use.

Our work suggests a critical need for new metrics for eval-
uating causal inference methods. As we found when review-
ing the literature, metrics corresponding to completeness of a
structure are by far the dominant method for evaluation, and
no existing methods have been evaluated in terms of whether
their output can successfully guide human decisions. Future
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(a) 5-node diagram without a feedback loop (b) 5-node diagram with a feedback loop

Figure 2: Diagrams with 5 nodes with and without feedback loop for Experiment 2 time management question.

work is needed to develop the specific metrics, however our
work provides a few clear avenues for follow-up. While we
find that complexity hampers decision-making accuracy, it
still remains to determine whether nodes and edges may be
perceived as contributing differently to complexity and fur-
ther whether altering the types of nodes within a complexity
level can improve decisions. That is, even for the same dia-
gram size and structure, nodes could be easier or harder to in-
tervene on, could work at different timescales, or could have
different causal strength (probability of bringing about the ef-
fect). Determining how these factors contribute to choices
would enable methods that can calculate the utility of a given
diagram and ultimately use this scoring method to find the
optimal simplification of a causal model for a given user.

Our findings also provide insight into the process of
decision-making with information. Prior work has examined
how information presentation format can impact the qual-
ity of decision-making, with graphical and spatial formats
yielding the best results (So & Smith, 2003; Speier, 2006).
Research has also examined how much information people
prefer to receive when making a choice (Fernbach, Sloman,
Louis, & Shube, 2013) and how the complexity of a task in-
fluences how much information they seek out (Byström &
Järvelin, 1995). We now show that giving people the more
complex information they believe they need does not lead
to better choices and to the contrary, the most parsimonious
model should be provided if the goal is to influence a specific
choice.

Our study has a few main limitations. First, we only in-
cluded US participants, limiting the generalizability of the
findings to other populations or cultures. Another limitation
is related to the use of Prolific as the primary recruitment
platform. Although Prolific is known for its high-quality re-
search participants, it is possible that the use of this platform
may introduce some biases into the sample. For example,
Prolific users may be more tech-savvy or more likely to be
interested in research studies, which could impact the gener-

alizability of our results. Future studies should address these
limitations by using more diverse samples and employing al-
ternative recruiting strategies to ensure the generalizability of
the findings. Lastly, we did not gather information about par-
ticipants’ prior knowledge of the decision-making topics. It
is possible that people who knew more about these decision-
making topics could handle additional complexity better than
people who know less. Alternatively, people with more a pri-
ori knowledge may handle additional complexity more poorly
because it conflicts with their existing knowledge. This is an
important question for future research.

Additionally, more research is needed to investigate the im-
pact of other causal diagram features on decision-making ac-
curacy. For instance, a greater number of edges can increase
the complexity of the diagram by creating a larger number of
connections and interconnections between the nodes, making
it more difficult to trace paths through the diagram. Positive
and negative edge connections can also contribute to model
complexity and may affect decision-making. Furthermore,
root nodes could potentially impact the interpretation of the
diagram by emphasizing the importance of just a few nodes,
or suggesting that the intended goal is difficult to obtain be-
cause of the long sequence of events that has to occur before
it happens. In future work, we aim to explore these and other
potential structural features.

Our findings can guide future evaluations of causal discov-
ery methods and development of new algorithms by providing
new features to optimize. To guide practical decision-making,
we need methods that can identify the smallest possible mod-
els with the information needed for a choice. Such research
can lead to better use of machine learning by explicitly de-
signing for the human in the loop.
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